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Abstract
We study stochastic differential games of jump diffusions driven by Brownian motions and

compensated Poisson random measures, where one of the players can choose the stochastic con-
trol and the other player can decide when to stop the system. We prove a verification theorem for
such games in terms of a Hamilton-Jacobi-Bellman variational inequality (HJBVI). We also prove
that the value function of the game is a viscosity solution of this associated HJBVI.

The results are applied to study some specific examples, including optimal resource extraction
in a worst case scenario, and risk minimizing optimal portfolio and stopping.

1 Introduction

LetX(t) = X(t, ω) ∈ [0,∞)×Ω be a stochastic process on a filtered probability space (Ω,F , (Ft)t≥0,P)

representing the wealth of an investment at time t. The owner of the investment wants to find the op-
timal time for selling the investment. If we interpret “optimal” in the sense of “risk minimal”, then
the problem is to find a stopping time τ = τ(ω) which minimizes ρ(X(τ)), where ρ denotes a risk
measure. If the risk measure ρ is chosen to be a convex risk measure in the sense of [10] and (or) [9],
then it can be given the representation

ρ(X) = sup
Q∈N
{EQ[−X]− ζ(Q)} , (1)
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for some set N of probability measures Q� P and some convex “penalty” function ζ : N → R.
Using this representation the optimal stopping problem above gets the form

inf
τ∈T

(
sup
Q∈N
{EQ[−X(τ)]− ζ(Q)}

)
(2)

where T is a given family of admissible Ft- stopping times. This may be regarded as an optimal
stopping-stochastic control differential game.

In this paper we study this problem in a jump diffusion context. In Section 2 we formulate a
general optimal stopping-stochastic control differential game problem in this context and we prove
a general verification theorem for such games in terms of variational inequality-Hamilton-Jacobi-
Bellman (VIHJB) equations. Then in Section 3 we apply the general results obtained in Section 2
to study the problem (2). By parametrizing the measures Q ∈ N by a stochastic process θ(t, z) =

(θ0(t), θ1(t, z)) we may regard (2) as a special case of the general stochastic differential game in
Section 2. We use this to solve the problem in some special cases.

2 General formulation

In this section we put the problem in the introduction into a general framework of optimal stopping
and stochastic control differential game for jump diffusions and we prove a verification theorem for
the value function of such a game. We refer to [16] for information about optimal stopping and
stochastic control for jump diffusions. The following presentation follows [15] closely.

Suppose the state Y (t) = Y u(t) = Y y,u
t at time t is given as the solution of a stochastic differential

equation of the form 
dY (t) = b(Y (t), u0(t)) dt+ σ(Y (t), u0(t)) dB(t)

+
∫

Rk0
γ (Y (t−), u1(t, z), z) Ñ(dt, dz);

Y (0) = y ∈ Rk.

(3)

Here b : Rk ×K → Rk , σ : Rk ×K → Rk×k and γ : Rk ×K × Rk → Rk×k are given functions,
B(t) is a k-dimensional Brownian motion and Ñ(., .) =

(
Ñ1(., .), ..., Ñk(., .)

)
are k independent

compensated Poisson random measures independent of B(.), while K is a given subset of Rp. For
each j = 1, ..., k we have Ñj(dt, dz) = Nj(dt, dz)−νj(dz)dt, where νj is the Lévy measure (intensity
measure) of the Poisson random measure Nj(., .).

We may regard u(t, z) = (u0(t), u1(t, z)) as our control process, assumed to be càdlàg,Ft-adapted
and with values in K ×K for a.a. t, z, ω.

Thus Y (t) = Y (u)(t) is a controlled jump diffusion.
Let f : Rk × K → R and g : Rk → R be given functions. Let A be a given set of controls

contained in the set of u = (u0, u1) such that (3) has a unique strong solution and such that

Ey

[∫ τS

0

|f(Y (t), u(t))| dt
]
<∞ (4)
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(where Ey denotes expectation when Y (0) = y) where

τS = inf {t > 0;Y (t) /∈ S} (the bankruptcy time) (5)

is the first exit time of a given open solvency set S⊂ Rk. We let T denote the set of all stopping times
τ ≤ τS . We assume that {

g−(X(τ))
}
τ∈T is uniformly integrable. (6)

Note that Y (u)(t) is quasi-left continuous, in the sense that for each given τ ∈ T we have

lim
t→τ−

Y (u)(t) = Y (u)(τ),

see [12], Proposition I. 2.26 and Proposition I. 3.27.
For τ ∈ T and u ∈ A we define the performance functional Jτ,u(y) by

Jτ,u(y) = Ey

[∫ τ

0

f(Y (t), u(t))dt+ g(Y (τ))

]
(7)

(we interpret g(Y (τ)) as 0 if τ =∞).
We regard τ as the “control” of player number 1 and u as the control of player number 2, and

consider the stochastic differential game to find the value function Φ and an optimal pair (τ ∗, u∗) ∈
T ×A such that

Φ(y) = inf
u∈A

(
sup
τ∈T

Jτ,u(y)

)
= Jτ

∗,u∗(y). (8)

We restrict ourselves to Markov controls u = (u0, u1), i.e. we assume that u0(t) = ū0(Y (t)) and
u1(t) = ū1(Y (t), z) for some functions ū0 : Rk → K, ū1 : Rk ×Rk → K. For simplicity of notation
we will in the following not distinguish between u0 and ū0, u1 and ū1.

When the control u is Markovian the corresponding process Y (u)(t) becomes a Markov process,
with generator Au given by

Auϕ(y) =
k∑
i=1

bi(y, u0(y))
∂ϕ

∂yi
(y) (9)

+
1

2

k∑
i,j=1

(σσt)ij(y, u0(y))
∂2ϕ

∂yi∂yj
(y)

+
k∑
j=1

∫
R

{
ϕ(y + γ(j)(y, u1(y, z), z) − ϕ(y)

−∇ϕ(y) · γ(j)(y, u1(y, z), z)}νj(dz) ; ϕ ∈ C2(Rk).

Here∇ϕ = ( ∂ϕ
∂y1
, ..., ∂ϕ

∂yk
) is the gradient of ϕ and γ(j) is column number j of the k × k matrix γ.

We can now formulate the main result of this section:
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Theorem 2.1 (Verification theorem for stopping-control games)
Suppose there exists a function ϕ : S̄ → R such that
(i) ϕ ∈ C1(S)

⋂
C(S̄)

(ii) ϕ ≥ g on S
Define

D = {y ∈ S; ϕ(y) > g(y)} (the continuation region). (10)

Suppose, with Y (t) = Y (u)(t),
(iii) Ey

[∫ τS
0
χ∂D(Y (t))dt

]
= 0 for all u ∈ A

(iv) ∂D is a Lipschitz surface
(v) ϕ ∈ C2(S \ ∂D), with locally bounded derivatives near ∂D
(vi) there exists û ∈ A such that

Aûϕ(y) + f(y, û(y)) = inf
u∈A
{Auϕ(y) + f(y, u(y))}

= 0, for y ∈ D,

≤ 0, for y ∈ S \D.

(vii) Ey
[
|ϕ(Y (τ))|+

∫ τ
0
|Auϕ(Y (t))| dt

]
<∞, for all τ ∈ T and all u ∈ A.

For u ∈ A define
τD = τ

(u)
D = inf{t > 0;Y (u)(t) /∈ D} (11)

and, in particular,
τ̂ = τ

(û)
D = inf{t > 0;Y (û)(t) /∈ D}.

(viii) Suppose that the family {ϕ(Y (τ)); τ ∈ T , τ ≤ τD} is uniformly integrable, for each u ∈ A,
y ∈ S.

Then ϕ(y) = Φ(y) and (τ̂ , û) ∈ T ×A is an optimal pair, in the sense that

Φ(y) = inf
u

(
sup
τ
Jτ,u(y)

)
= sup

τ
Jτ,û(y) = J τ̂ ,û(y) = ϕ(y) = inf

u
JτD,u(y) = sup

τ

(
inf
u
Jτ,u(y)

)
.

(12)

Proof. Choose τ ∈ T and let û ∈ A be as in (vi). By an approximation argument (see Theorem 3.1
in [16]) we may assume that ϕ ∈ C2(S). Then by the Dynkin formula (see Theorem 1.24 in [16]) and
(vi) we have, with Ŷ = Y (û)

Ey
[
ϕ
(
Ŷ (τm

)]
= ϕ(y) + Ey

[∫ τm

0

Aûϕ
(
Ŷ (t)

)
dt

]
≤ ϕ(y)− Ey

[∫ τm

0

f
(
Ŷ (t), û(t)

)
dt

]
,

where τm = τ ∧m ; m = 1, 2, ... .
Letting m→∞ this gives, by (4), (6), (vii), (i) and the Fatou Lemma,

ϕ(y) ≥ lim inf
m→∞

Ey

[∫ τm

0

f
(
Ŷ (t), û(t)

)
dt+ ϕ(Ŷ (τm))

]
≥ Ey

[∫ τ

0

f
(
Ŷ (t), û(t)

)
dt+ g(Ŷ (τ)χ{τ<∞}

]
= Jτ,û(y). (13)
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Since this holds for all τ we have

ϕ(y) ≥ sup
τ
Jτ,û(y) ≥ inf

u

(
sup
τ
Jτ,u(y)

)
, for all u ∈ A. (14)

Next, for given u ∈ A define, with Y (t) = Y (u)(t),

τD = τuD = inf{t > 0;Y (t) /∈ D}.

Choose a sequence {Dm}∞m=1 of open sets such that D̄m is compact, D̄m ⊂ Dm+1 andD =
∞⋃
m=1

Dm

and define
τD(m) = m ∧ inf{t > 0; Y (t) /∈ Dm}.

By the Dynkin formula we have, by (vi), for m = 1, 2, ...,

ϕ(y) = Ey

[
−
∫ τD(m)

0

Auϕ (Y (t)) dt+ ϕ(Y (τD(m)))

]
(15)

≤ Ey

[∫ τD(m)

0

f (Y (t), u(t)) dt+ ϕ(Y (τD(m))

]
.

By the quasi-left continuity of Y (.) (see [12], Proposition I. 2. 26 and Proposition I. 3. 27), we get

Y (τD(m))→ Y (τD) a.s. as m→∞.

Therefore, if we let m→∞ in (15) we get

ϕ(y) ≤ Ey

[∫ τD

0

f (Y (t), u(t)) dt+ g(Y (τD))

]
= JτD,u(y).

Since this holds for all u ∈ A we get

ϕ(y) ≤ inf
u
JτD,u(y) ≤ sup

τ

(
inf
u
Jτ,u(y)

)
. (16)

In particular, applying this to u = û we get equality, i.e.

ϕ(y) = J τ̂ ,û(y). (17)

Combining (14), (16) and (17) we obtain

inf
u

(
sup
τ
Jτ,u(y)

)
≤ sup

τ
Jτ,û(y) ≤ ϕ(y) = J τ̂ ,û(y) = ϕ(y)

≤ inf
u
JτD,u(y) ≤ sup

τ

(
inf
u
Jτ,u(y)

)
≤ inf

u

(
sup
τ
Jτ,u(y)

)
. (18)

Since we always have

sup
τ

(
inf
u
Jτ,u(y)

)
≤ inf

u

(
sup
τ
Jτ,u(y)

)
(19)

we conclude that we have equality everywhere in (18) and the proof is complete.

Remark 2.1 It is natural to ask if the value function in the above theorem is the unique viscosity
solution of the corresponding HJB variational inequalities. This will be proved to be the case by
some of us in a subsequent paper (work in progress).
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3 Viscosity solutions

Let the state, Y (t) = Y u(t), be given by equation (3), the performance functional by equation (7)
and the value function by equation (8). In the following we will assume that the functions b, σ, γ, f, g
are continuous with respect to (y, u). Further, the following standard assumptions are adopted; there
exists C > 0, α : Rk → Rk with

∫
α2(z)ν(dz) <∞ such that for all x, y ∈ Rk, z ∈ Rk and u ∈ K,

A1. |b(x, u)− b(y, u)|+ |σ(x, u)− σ(y, u)|+ |f(x, u)− f(y, u)|+ |g(x)− g(y)| ≤ C|x− y|,

A2. |b(y, u)|+ |σ(y, u)| ≤ C(1 + |y|),

A3. |f(y, u)|+ |g(y)| ≤ C(1 + |y|)m,

A4. |γ(x, u1, z)− γ(y, u1, z)| ≤ α(z)|x− y|,

A5. |γ(x, u1, z)| ≤ α(z)(1 + |x|) and |γ(x, u1, z)|1|z|<1 ≤ Cx, Cx ∈ R.

Let us define a HJB variational inequality by

max

{
inf
u∈K

[Auϕ(y) + f(y, u(y))] , g(y)− ϕ(y)

}
= 0, (20)

and
ϕ = g on ∂S. (21)

where Ayϕ(y) is defined by equation (9).

Definition 3.1 (Viscosity solutions) A locally bounded function ϕ ∈ USC(S̄) is called a viscosity
subsolution of (20)-(21) in S if (21) holds and for each ψ ∈ C2

0(S) and each y0 ∈ S such that ψ ≥ ϕ

on S and ψ(y0) = ϕ(y0), we have

max

{
inf
u∈K

[Auψ(y0) + f(y0, u(y0))] , g(y0)− ψ(y0)

}
≥ 0 (22)

A function ϕ ∈ LSC(S̄) is called a viscosity supersolution of the (20)-(21) in S if (21) holds and
for each ψ ∈ C2

0(S) and each y0 ∈ S such that ψ ≤ ϕ on S and ψ(y0) = ϕ(y0), we have

max

{
inf
u∈K

[Auψ(y0) + f(y0, u(y0))] , g(y0)− ψ(y0)

}
≤ 0 (23)

Further, if ϕ ∈ C([0, T ] × Rn) is both a viscosity subsolution and a viscosity supersolution it is
called a viscosity solution.

Proposition 3.2 (Dynamic programming principle) Let Φ be as in (8). Then we have

(i) ∀h > 0,∀y ∈ Rk

Φ(y) = sup
τ∈T

inf
u∈A

Ey[

∫ τ∧h

0

f(Y (s), u(s))ds+ g(Yτ )1τ<h + Φ(Yh)1h≤τ ].
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(ii) Let ε > 0, y ∈ Rk, u ∈ A and define the stopping time

τ εy,u = inf{0 ≤ t ≤ τs; Φ(Y y,u
t ) ≤ g(Y y,u

t ) + ε}.

Then, if τu ≤ τ εy,u, for all u ∈ A, we have that:

Φ(y) = inf
u∈A

Ey[

∫ τu

0

f(Y (s))ds+ Φ(Y y
τu)].

Remark 3.1 Prop.3.2 (i) is a consequence of Prop. 3.2 (ii) as observed in Krylov [14] p135.

Proof. The demonstration being long is postponed for more brightness in Part 5.

Theorem 3.3 Under assumptions A1-A4, the value function Φ is a viscosity solution of (20)-(21).

Proof. Φ is continuous according to the estimates of the moments of the jump diffusion state
process (see Lemma 3.1 p.9 in [18]) and from Lipschitz condition A2 on f and g we get that

Φ(y) = g(y) on ∂S.

We now prove that Φ is a subsolution of (20)-(21). Let ψ ∈ C2
0(S) and y0 ∈ S such that

0 = (ψ − Φ)(y0) = min
y

(ψ − Φ). (24)

Define
D = {y ∈ S|Φ(y) > g(y)}.

If y0 /∈ D then g(y0) = Φ(y0) and hence (22) holds. Next suppose y0 ∈ D. Then we have by
Proposition 3.2 for τ̂ = τD and h > 0 small enough:

Φ(y0) = inf
u∈A

Ey0 [

∫ h

0

f(Y y0(t), u(t))dt+ Φ(Y y0(h))].

From (24) we get

0 ≤ inf
u∈A

Ey0 [

∫ h

0

f(Y y0(t), u(t))dt+ ψ(Y y0(h))− ψ(y0)].

By Itô ’s formula we obtain that

0 ≤ inf
u∈A

1

h
Ey0

[∫ h

0

[Auψ(Y y0
t ) + f(Y y0(t), u(t))]dt

]
.

Using assumptions A1-A4 with estimates on the moments of a jump diffusion and by letting h→ 0+,
we have

inf
u∈K

[Auψ(y0) + f(y0, u(y0))] ≥ 0,

and hence

max

{
inf
u∈K

[Auψ(y0) + f(y0, u(y0))], g(y0)− ψ(y0)

}
≥ 0.

This shows that Φ is a viscosity subsolution. The proof for supersolution is similar.
The problem of showing uniqueness of viscosity solution is not addressed in this paper but will be

considered in a future article.
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4 Examples

Let us look at some control problems where we include stopping times as one of the controls. We
then apply the result of the previous section to find a solution. We will look at both a jump and a
non-jump market.

Exemple 4.1 (Optimal Resource Extraction in a Worst Case Scenario) Let

dP (t) = P (t)[αdt+ βdB(t) +

∫
R0

γ(z)Ñ(dt, dz)];P (0) = y1 > 0,

where α, β are constants and γ(z) is a given function such that
∫

R0
γ2(z)ν(dz) < ∞ . Let Q(t) be

the amount of remaining resources at time t, and let the dynamics be described by

dQ(t) = −u(t)Q(t)dt;Q(0) = y2 ≥ 0.

where u(t) controls the consumption rate of the resource Q(t), and m is the maximum extraction rate.
We let

dY (t) =



dY0(t) = dt

dY1(t) = dP (t);P (0) = y1 > 0,

dY2(t) = dQ(t);Q(0) = y2 ≥ 0,

dY3(t) = −Y3(t)
[
θ0(t)dB(t) +

∫
R0
θ1(t, z)Ñ(dt, dz)

]
;Y3(0) = y3 > 0.

(25)

Let the running cost be given by K0 +K1ut (K0, K1 ≥ 0, constants). Then we let our performance
functional be given by, with θ = (θ0, θ1),

Jτ,u,θ(s, y1, y2, y3) (26)

= Ey

[∫ τ

0

e−δ(s+t)(u(t)(P (t)Q(t)−K1)−K0)Y3(t)dt+ e−δ(s+τ)(MP (τ)Q(τ)− a)Y3(τ)

]
,

where δ > 0 is the discounting rate and M > 0, a > 0 are constants (a can be seen as a transaction
cost). Our problem is to find (τ̂ , û, θ̂) in T × U ×Θ such that

Φ(y) = Φ(s, y1, y2, y3) = sup
u

[
inf
θ

(
sup
τ
Jτ,u,θ(y)

)]
= J τ̂ ,û,θ̂(y). (27)

Then the generator of Y u,θ is given by;

Au,θϕ(y) = Au,θϕ(s, y1, y2, y3) =
∂ϕ

∂s
+ y1α

∂ϕ

∂y1

− uy2
∂ϕ

∂y2

+
1

2
y2

1β
2 ∂

2ϕ

∂2y1

+
1

2
y2

3θ
2
0

∂2ϕ

∂2y3

− y1y3βθ0
∂2ϕ

∂y1∂y3

+

∫
R0

{
ϕ(s, y1 + y1γ(z), y2, y3 − y3θ1(z))− ϕ(s, y1, y2, y3)− y1γ(z)

∂ϕ

∂y1

+ y3θ1(z)
∂ϕ

∂y3

}
ν(dz).
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We need to find a subset D of S = R4
+ = [0,∞)4 and ϕ(s, y1, y2, y3) such that

ϕ(s, y1, y2, y3) = g(s, y1, y2, y3) := e−δs(My1y2 − a)y3, ∀ (s, y1, y2, y3) /∈ D,
ϕ(s, y1, y2, y3) ≥ e−δs(My1y2 − a)y3, ∀ (s, y1, y2, y3) ∈ S,
Au,θϕ(s, y1, y2, y3) + f(s, y1, y2, y3, u) := Au,θϕ(s, y1, y2, y3) + e−δs(u(y1y2 −K1)−K0)y3

≤ 0, ∀ (s, y1, y2, y3) ∈ S\D, ∀ u ∈ [0,m],

sup
u

[
inf
θ
{Au,θϕ(s, y1, y2, y3) + e−δs(u(y1y2 −K1)−K0)y3}

]
= 0, ∀ (s, y1, y2, y3) ∈ D.

Then

θ̂0 =
y1

y3

β
ϕ13

ϕ33

, (28)

is a minimizer of θ0 7→ Au,θϕ(s, y1, y2, y3) where we are using the notation

ϕij =
∂2ϕ

∂yj∂yi
.

Let θ̂1(z) be the minimizer of θ1(z) 7→ Au,θϕ(y) and let û be the the maximizer of u 7→ Au,θϕ(y) +

f(y, u) i.e.

u 7→ Au,θϕ(s, y1, y2, y3) + e−δsuy3(y1y2 −K1)− uy2ϕ2 − y3K0. (29)

Let us try a function on the form

ϕ(s, y1, y2, y3) = e−δsF (w), where w = y1y2y3. (30)

Then

û =

m, if wF ′(w) < w − y3K1

0, otherwise,
(31)

and

θ̂ = β

(
1 +

F ′(w)

F ′′(w)w

)
. (32)

Further, the first order condition for θ̂1(z) is∫
R0

{
(1 + γ(z))F ′(w(1 + γ(z))(1− θ̂1(z)))− F ′(w)

}
ν(dz) = 0. (33)
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For wF ′(w) < w − y3K1 we have

Aû,θ̂e−δsF (y1, y2, y3) = −δe−δsF (w) + we−δsαF ′(w)−mwe−δsF ′(w) (34)

+
1

2
w2β2F ′′(w)e−δs +

1

2
w2β2F ′′(w)e−δs

(
1 + (

F ′(w)

F ′′(w)w
)2 +

2F ′(w)

F ′′(w)w

)
− wβ2e−δs

(
F ′(w) +

(F ′(w))2

F ′′(w)w
+ wF ′′(w) + F ′(w)

)
+ e−δs

∫
R0

{
F (w(1 + γ(z))(1− θ̂1(z)))− F (w)− wγ(z)F ′(w) + θ̂1(z)wF ′(w)

}
ν(dz)

= −δe−δsF (w) + we−δsαF ′(w)−mwe−δsF ′(w)

+ β2e−δs
(
−(F ′(w))2

2F ′′(w)
− wF ′(w)

)
+ e−δs

∫
R0

{
F (w(1 + γ(z))(1− θ̂1(z)))− F (w)− wγ(z)F ′(w) + θ̂1(z)wF ′(w)

}
ν(dz).

We then need that if wF ′(w) < w − y3K1, then

Aû,θ̂F (w) + (m(y1y2 −K1)−K0)y3 = −δF (w) + wαF ′(w)−mwF ′(w) (35)

− β2

(
(F ′(w))2

2F ′′(w)
+ wF ′(w)

)
+

∫
R0

{
F (w(1 + γ(z))(1− θ̂1(z)))− F (w)− wγ(z)F ′(w) + θ̂1(z)wF ′(w)

}
ν(dz)

+ (m(y1y2 −K1)−K0)y3 = 0.

Similarly, if wF ′(w) ≥ w − y3K1, then û = 0 and hence we must have

Aû,θ̂F (w)−K0y3 = −δF (w) + wαF ′(w) (36)

− β2

(
(F ′(w))2

2F ′′(w)
+ wF ′(w)

)
+

∫
R0

{
F (w(1 + γ(z))(1− θ̂1(z)))− F (w)− wγ(z)F ′(w) + θ̂1(z)wF ′(w)

}
ν(dz)

−K0y3 = 0.

The continuation region D gets the form

D = {(s, y1, y2, y3) : F (w) > (My1y2 − a)y3}

Therefore we get the requirement

F (w) = (My1y2 − a)y3, ∀ (s, y1, y2, y3) /∈ D. (37)

In light of this requirement and in order for ϕ to be on the form (30) we see that we need K0, K1

and a to be zero. Hence we let K0 = K1 = a = 0 from now on. Then we need that F satisfies the
variational inequality

max{Aû,θ̂0 F (w) + m̃w,Mw − F (w)} = 0, w > 0, (38)
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where

Aû,θ̂0 F (w) = −δF (w) + wαF ′(w)− m̃wF ′(w)− β2

(
(F ′(w))2

2F ′′(w)
+ wF ′(w)

)
(39)

+

∫
R0

{
F (w(1 + γ(z))(1− θ̂1(z)))− F (w)− wγ(z)F ′(w) + θ̂1(z)wF ′(w)

}
ν(dz),

with

m̃ := mχ(−∞,1)(F
′(w)). (40)

The variational inequality (38) - (40) is hard to solve analytically, but it may be accessible by numer-
ical methods.

Exemple 4.2 (Worst case scenario optimal control and stopping in a Lévy -market) Let our dy-
namics be given by

dY0(t) = dt; Y0(0) = s ∈ R.

dY1(t) = (Y1(t)α(t)− u(t))dt+ Y1(t)β)dB(t)

+ Y1(t−)

∫
R
γ(s, z)Ñ(ds, dz); Y1(0) = y1 > 0.

dY2(t) = −Y2(t)θ0(t)dB(t)− Y2(t)

∫
R
θ1(s, z)Ñ(ds, dz); Y2(0) = y2 > 0.

Solve

Φ(s, x) = sup
u

[
sup
τ

(
inf
θ0,θ1

Jθ,u,τ (s, x)

)]
where

Jθ,u,τ (s, x) = Ex

[∫ τ

0

e−δ(s+t)
uλ

λ
Y2(t)dt

]
The interpretation of this problem is the following:
Y1(T ) represents the size of the population (e.g. fish) when a harvesting strategy u(t) is applied to it.
The process Y2(t) represents the Radon-Nikodym derivative of a measure Q with respect to P , i.e.

Y2(t) =
d(Q|Ft)
d(P |Ft)

= E[
dQ

dP
|Ft]; 0 ≤ t ≤ T.

This means that we can write

Jθ,y,τ (s, x) = Ex[

∫ ∞
0

e−δ(s+t)χ[0,τ ](t)
uλ(t)

λ
E[
dQ

dP
|Ft]dt]

= Ex
Q[

∫ ∞
0

e−δ(s+t)
uλ(t)

λ
dt].

Hence Jθ,y,τ represents the expected utility up to the stopping time τ , measured in terms of a scenario
(probability measureQ) chosen by the market. Therefore our problem may be regarded as a worst case
scenario optimal harvesting/stopping problem. Alternatively, the problem may be interpreted as a risk

11



minimizing optimal stopping and control problem. To see this, we use the following representation
of a given convex risk measure ρ:

ρ(F ) = sup
Q∈P
{EQ[−F ]− ς(Q)};F ∈ L∞(P ),

where P is the set of all measures Q above and ς : P → R is a given convex “penalty” function. If
ς = 0 as above, the risk measure ρ is called coherent. See [1], [9] and [10] .

In this case our generator becomes

Au,θϕ(s, y1, y2) =
∂ϕ

∂s
+ (y1α− u)

∂ϕ

∂y1

+
1

2
y2

1β
2 ∂

2ϕ

∂2y1

+
1

2
y2

2θ
2
0

∂2ϕ

∂2y2

− y1y2βθ0
∂2ϕ

∂y1∂y2

+

∫
R

[
ϕ(s, y1 + y1γ(s, z), y2 − y2θ1(s, z))− ϕ(s, y1, y2)− y1γ(s, z)

∂ϕ

∂y1

+ y2θ1(z)
∂ϕ

∂y2

]
ν(dz).

and hence

Au,θϕ(s, y1, y2) + f(s, y1, y2) =
∂ϕ

∂s
+ (y1α− u)

∂ϕ

∂y1

+
1

2
y2

1β
2 ∂

2ϕ

∂2y1

+
1

2
y2

2θ
2
0

∂2ϕ

∂2y2

− y1y2βθ0
∂2ϕ

∂y1∂y2

+

∫
R

[
ϕ(s, y1 + y1γ(s, z), y2 − y2θ1(s, z))− ϕ(s, y1, y2)− y1γ(s, z)

∂ϕ

∂y1

+ y2θ1(z)
∂ϕ

∂y2

]
ν(dz)

+ e−δs
uλ

λ
y2.

Imposing the first-order condition we get the following equations for the optimal control processes
θ̂0, θ̂1 and û:

θ̂0 =
y1

y2

β
ϕ12

ϕ22

,

∫
R
{ϕ2(s, y1 + y1γ(s, z), y2 − y2θ̂1(s, z))− ϕ2(s, y1, y2)}ν(dz) = 0,

and

û = (
eδsϕ1

y2

)
1

λ−1 ,

where ϕi = ∂ϕ
∂yi

; i = 1, 2. This gives

Aû,θ̂ϕ(s, y1, y2) + f(s, y1, y2, û) =
∂ϕ

∂s
+ (y1α− (eδs

ϕ1

y2

)
1

λ−1 )ϕ1 +
1

2
y2

1β
2ϕ11 −

1

2
y2

1β
2ϕ

2
12

ϕ22

(41)

+

∫
R

[
ϕ(s, y1 + y1γ(s, z), y2 − y2θ̂1(s, z))− ϕ(s, y1, y2)− y1γ(s, z)

∂ϕ

∂y1

+ y2θ̂1(z)
∂ϕ

∂y2

]
ν(dz)

+ e−δs
(φ1eδs

y2
)

λ
λ−1

λ
y2.
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Let us try a value function of the form

ϕ(s, y1, y2) = e−δsyλ1F (y2), (42)

for some function F (to be determined). Then

θ̂0 = β
λβF ′(y2)

y2F ′′(y2)
, (43)

∫
R
{(1 + γ(s, z))γF ′(y2 − y2θ̂1(s, z))− F ′(y2)}ν(dz) = 0, (44)

and

û = (
F (y2)λ

y2

)
1

λ−1y1. (45)

With θ̂1 as in (44) put

Aθ̂,û0 F (y2) = −δF (y2) + (α− (
λF (y2)

y2

)
1

λ−1 )λF (y2) +
1

2
β2λ(λ− 1)F (y2)− 1

2
β2F

′2(y2)

F ′′(y2)
(46)

+
y2

λ
(
λF (y2)

y2

)
λ
λ−1 +

∫
R

[
(1 + γ(z))λF (y2 − y2θ̂1(z))

− F (y2)− γ(z)λF (y2) + y2θ̂1(z)F ′(y2)
]
ν(dz).

Thus we see that the problem reduces to the problem of solving a non-linear variational-integro
inequality as follows:
Suppose there exits a process θ̂1(s, z) satisfying (44) and a C1-function F : R+ → R+ such that if we
put

D = {y2 > 0;F (y2) > 0}

then F ∈ C2(D) and
Aθ̂,û0 F (y2) = 0 for y2 ∈ D.

Then the function ϕ given by (42) is the value function of the problem. The optimal control process
are as in (43) - (45) and an optimal stopping time is

τ ∗ = inf{t > 0;Y2(t) /∈ D}.

Exemple 4.3 (Risk minimizing optimal portfolio and stopping)

dY0(t) = dt; Y0(0) = s ∈ R. (47)

dY1(t) = Y1(t)[(r + (α− r)π(t))dt+ βπ(t)dB(t)]; Y1(0) = y1 > 0. (48)

dY2(t) = −Y2(t)θ(t)dB(t); Y2(0) = y2 > 0, (49)
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where r, α and β > 0 are constants. Solve

Φ(s, x) = sup
π

[
sup
τ

(
inf
θ
Jπ,θ,τ

)]
(50)

where

Jπ,θ,τ (s, x) = Ex
[
e−δτλY1(τ)Y2(τ)

]
, (51)

where 0 < λ ≤ 1 and (1− λ) is a percentage transaction cost. The generator is

Aθ,πϕ(s, y1, y2) + f(s, y1, y2) =
∂ϕ

∂s
+ y1(r + (α− r)π)

∂ϕ

∂y1

+
1

2
y2

1β
2π2 ∂

2ϕ

∂2y1

+
1

2
y2

2θ
2 ∂

2ϕ

∂2y2

− y1y2βθπ
∂2ϕ

∂y1∂y2

.

From the first order conditions we get that

π̂ =
(α− r)ϕ1ϕ22

y1β2(ϕ2
12 − ϕ11ϕ22)

,

and
θ̂ =

(α− r)ϕ1ϕ12

βy2(ϕ2
12 − ϕ11ϕ22)

.

Let us try to put

ϕ(s, y1, y2) = e−δsλy1y2. (52)

Then we get
Aθ̂,π̂ϕ(s, y1, y2) = y1y2(r − δ),

θ̂ =
α− r
β

. (53)

and

π̂ = 0. (54)

So if
r − δ ≤ 0,

then Aθ̂,π̂ϕ ≤ 0 and the best is to stop immediately and ϕ = Φ. If

r − δ > 0,

then
D = [0, T ]× Rk × Rk,

so τ̂ = T .
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Remark 4.1 Note that the optimal value given in (53) for θ̂ corresponds to choosing the measure Q
defined by

dQ(ω) = Y2(T )dP (ω)

to be an equivalent martingale measure for the underlying financial market (S0(t), S1(t)) defined by

dS0(t) = rdt;S0(0) = 0,

dS1(t) = S1(t)[αdt+ βdB(t)];S1(0) > 0.

This illustrates that equivalent martingale measures often appear as solutions of stochastic differen-
tial games between the agent and the market. This was first proved in [17] and subsequent in a partial
information context in [2] and [3].

5 Proof of the Dynamical Programming Principle (Prop. 3.2)

The Proposition3.2 (ii) is proved by Krylov [14] for diffusion processes and mixed strategies whereas
Pham [18] has mentioned how to generalize it to this context of jump diffusions. Let us explain how
it may be adapted to our case of stochastic differential games with optimal stopping and stochastic
control for jump diffusions. First we need a Bellman’s Principle for stochastic differential games. We
here refer to Fleming and Sougadinis [8] Theorem 1.6 and Biswas [5] Theorem 2.2, whose proofs
rest on the continuity of the value functions and the introduction of a restrictive class of admissible
strategies. Next, to generalize the Dynamic Programming Principle to our optimal stopping and
stochastic control differential games problem, we use the technique of randomized stopping developed
by Krylov [14] p. 36. For greater generality, we establish a version of the Dynamical Programming
Principle whose Prop. 3.2. is a particular case.

5.1 A general context

5.1.1 Dynamics

For a fixed positive constant T and s ∈ [0, T ), the state Y (t) = Y s,y,u
t where 0 ≤ t ≤ T − s is driven

by

dY (t) = b(s+ t, Y (t), u(t)) dt+ σ(s+ t, Y (t), u(t)) dB(t)

+

∫
Rk0
γ
(
s+ t, Y (t−), u(t), z

)
Ñ(dt, dz) (55)

with the initial condition
Y (s) = y ∈ S.

b : [0, T ]× Rk ×K → Rk , σ : [0, T ]× Rk ×K → Rk×k and γ : [0, T ]× Rk ×K × Rk → Rk×k

are given functions and verify the assumptions of regularity of the part 3 uniformly with respect to t
and are lipschitz continuous in the variable t for all (y, u). B(t) and Ñ(., .) are defined as in part 2.
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u(t) is the control process assumed to be predictable and with values in K for a.a. t, ω. The set of
controls is denoted by M(s).

τS = inf {0 < t ≤ T − s;Y (t) /∈ S} (56)

Ts,T denotes the set of all stopping times τ ≤ τS

For τ ∈ Ts,T and u ∈M(s) the performance functional is

Jτ,u(s, y) = Eu
s,y

[∫ τ

0

f(s+ t, Y (t), u(t))e−ϕtdt+ g(τ, Y (τ))e−ϕτ
]

(57)

where ϕs,y,ut =
∫ t

0
cur(s + r, Y s,y,u

r )dr, c : [0, T ] × Rk × K → R+, f : [0, T ] × Rk × K → R and
g : [0, T ]× Rk → R are given functions.
The value function is defined as

Φ(s, y) = sup
τ∈Ts,T

inf
u∈M(s)

Jτ,u(s, y). (58)

5.1.2 The canonical sample space

We work in a canonical Wiener-Poisson space, following [5], [11] and [6]. For a constant T and
0 ≤ s < t ≤ T , let Ω1

s,t be the standard Wiener space i.e. the set of all functions from [s, t] to Rk

starting from 0 and topologized by the sup-norm. We denote the corresponding Borel σ-algebra by
B0

1 and let P 1
s,t be the Wiener measure on (Ω1

s,t,B0
1).

In addition, upon denotingQ∗s,t = [s, t]×(Rk\0), let Ω2
s,t be the set of all N

⋃
{∞}-valued measures

on (Q∗s,t,B(Q∗s,t)) where B(Q∗s,t) is the usual Borel σ-algebra ofQ∗s,t. We denote B0
2 to be the smallest

σ-algebra over Ω2
s,t so that the mappings q ∈ Ω2

s,t 7→ q(A) ∈ N
⋃
{∞} are measurable for all

A ∈ B(Q∗s,t). Let the co-ordinate random measure Ns,t be defined as Ns,t(q, A) = q(A) for all
q ∈ Ω2

s,t, A ∈ B(Q∗s,t) and denote P 2
s,t to be the probability measure on (Ω2

s,t,B0
2) under which Ns,t is

a Poisson random measure with Lévy measure ν satisfying∫
R\{0}

min(|z|2, 1)ν(dz) <∞.

Next, for very 0 ≤ s < t ≤ T , we define Ωs,t = Ω1
s,t × Ω2

s,t, Ps,t ≡ P 1
s,t

⊗
P 2
s,t and Bs,t ≡

B0
1 ×

⊗
B0

2 i.e. the completion of B0
1 ×

⊗
B0

2 with respect to the probability measure Ps,t. We
will follow the convention that Ωt,T ≡ Ωt and Bt,T ≡ Ft . A generic element of Ωt is denoted by
ω = (ω1, ω2), where ωi ∈ Ωi

t,T for i ∈ {1, 2}, and we define the coordinate functions

W t
s(ω) = ω1(s) and Nt(ω,A) = ω2(A)

for all 0 ≤ t ≤ s ≤ T , ω ∈ Ω, A ∈ B(Q∗t,T ). The process W t is a Brownian motion starting at t
and N t is a Poisson random measure on the probability space (Ωt,Ft, Pt), and they are independent.
Also, for t ∈ [0, T ], the filtration Ft,. = (Ft,s)s∈[t,T ] is defined as follows:

.
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We make F̂t,. to be right-continuous and denote it by F+
t,.. Finally, we augment F+

t,. by Pt-null sets
and call it Ft,.. As and when it necessitates, we extend the filtration Ft,. for s < t by choosing Ft,s
as the trivial σ algebra augmented by Pt-null sets. We follow the convention that Ft,T = Ft. When
the terminal time T is replaced by another time point, say τ , the filtration we have just described is
denoted by F τt,..
Finally, note that the space Ωs,t is defined as the product of canonical Wiener space and Poisson
space. Therefore, for any τ ∈ (t, T ), we can identify the probability space (Ωt,Ft,., Pt) with (Ωt,τ ×
Ωτ ,F τt,.

⊗
Fτ,., Pt,τ

⊗
Pτ ) by the following bijection π : Ωt → Ωt,τ × Ωτ . For a generic element

ω = (ω1, ω2) ∈ Ωt = Ω1
t,T × Ω2

t,T , we define

ωt,τ = (ω1|[t,τ ], ω2|[t,τ ]) ∈ Ωt,τ

ωτ,T = ((ω1 − ω1(τ))|[t,τ ], ω2|[t,τ ]) ∈ Ωτ,T

π(ω) = (ωt,τ , ωτ,T )

The description of the inverse map π−1 is also apparent from above.

5.1.3 The general DPP

Theorem 5.1 Let s ∈ [0, T ], y ∈ Rk and let τ = τu ∈ Ts,T be defined for each u ∈M(s). Then

Φ(s, y) = sup
γ∈Ts,T

inf
u∈M(s)

Eu
s,y

[∫ τ∧γ

0

fut(s+ t, Yt)e
−ϕtdt

+g(s+ γ, Yγ)e
−ϕγχγ≤τ + Φ(s+ τ, Yτ )e

−ϕτχτ≤γ
]
, (59)

where fut(s+ t, Yt) = f(s+ t, Yt, ut).

This theorem is in fact a consequence of the more general following result. Let ε > 0, we define:
τ εs,y,u = inf {t ≥ 0 : Φ(s+ t, Y s,y,u

t ) ≤ g(s+ t, Y s,y,u
t ) + ε}.

Theorem 5.2 Let s ∈ [0, T ], y ∈ Rk, u ∈ M(s) and τu ∈ Ts,T . We are given a nonnegative process
rut , progressively mesurable and bounded. Then

Φ(s, y) ≥ inf
u∈M(s)

Eus,y
[∫ τ

0
(fut + rtΦ)(s+ t, Yt)e−ϕt−

R t
0 rpdpdt

+Φ(s+ τ, Yτ )e−ϕτ−
R τ
0 rpdp

]
. (60)

If τu ≤ τ εy,u for some ε > 0 and all u ∈M(s), we have equality in (60).

Proof. (Theorem (5.2 to Theorem 5.1)
We write the right side of (59) as W1(s, y) then

W1(s, y) ≥ inf
u∈M(s)

Eu
s,y

[∫ τ∧τε

0

fut(s+ t, Yt)e
−ϕtdt+ g(s+ τ ε, Yτε)e

−ϕτεχτε<τ

+Φ(s+ τ, Yτ )e
−ϕτχτ<τε

]
. (61)
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and from the inequality
g(s+ τ ε, Yτε) ≥ Φ(s+ τ ε, Yτε)− ε,

it follows that

W1(s, y) ≥ inf
u∈M(s)

Eu
s,y

[∫ τ∧τε

0

fut(s+ t, Yt)e
−ϕtdt+ Φ(s+ τ ∧ τ ε, Yτ∧τε)e−ϕτ∧τε − ε

]
.(62)

Since τ∧τ ε ≤ τ ε, by Theorem 5.2 for rut = 0, we have that the last lowerbound is equal to Φ(s, y)−ε.
Now let ε tend to zero therefore W1(s, y) ≥ Φ(s, y).
On the other hand, g(s, y) ≤ Φ(s, y) so that

W1(s, y) ≤ sup
γ

inf
u∈M(s)

Eu
s,y

[∫ τ∧γ

0

fut(s+ t, Yt)e
−ϕtdt+ Φ(s+ τ ∧ γ, Yτ∧γ)e−ϕτ∧γ

]
. (63)

Let assume in Theorem 5.2 that rut = 0, we note that the last upper bound does not exceed Φ(s, y).
Hence W1(s, y) ≤ Φ(s, y).
In order to investigate the proof of the Theorem 5.2 we introduce the case of stochastic differential
games (see [5]).

5.2 The stochastic games

5.2.1 Context

We introduce a two-player zero-sum stochastic differential game where the state is governed by con-
trolled jump-diffusions. For t ∈ [0, T − s]

dY (t) = b(s+ t, Y (t), u(t), v(t)) dt+ σ(s+ t, Y (t), u(t), v(t)) dB(t)

+

∫
Rk0
γ
(
s+ t, Y (t−), u(t), v(t), z

)
Ñ(dt, dz); (64)

Y (s) = y ∈ Rk.

Remark 5.3 For us and on the rest of the paper b(t, y, u, v) = b(t, y, u), σ(t, y, u, v) = σ(t, y, u) and
γ(t, y, u, v, z) = γ(t, y, u, z) so that Y s,y,u,v

t = Y s,y,u
t = Y (t).

For convenience, we shall use the superscripts u, v and the subscripts s, y on the expectation sign to
indicate expectation of quantites which depend on s, y and strategies u, v. We introduce f(t, y, u, v) =

fu(t, y) + vg(t, y); cu,v(t, y) = cu(t, y) + v and ϕs,y,u,vt =
∫ t

0
cur,vr(s+ r, Yr)dr. We use the notation

ψ = (u, v) and define

Jψn (s, y) = Eψ
s,y

[∫ T−s

0

f(s+ t, Yt, ut, vt)e
−ϕtdt+ g(T − s, YT−s)e−ϕT−s

]
, (65)

for strategie v = (vt) with values in [0, n], n ∈ N∗.
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5.2.2 Admissible controls and strategies

Definition 5.4 An admissible control process u(.) (resp. v(.)) for player I (resp. player II) on [s, T ]

is a K (resp.[0, n])-valued process which is Fs,.-predictable. The set of all admissible controls for
player I (resp.II) is denoted byM(s) (resp. N (s)).
We say the controls u, ũ ∈ M(s) are the same on [s,t] and write u ≈ ũ on [s, t] if Pt (u(r) = ũ(r)

for a.e. r ∈ [s, t]) = 1. A similar convention is followed for members of N (s).

Definition 5.5 An admissible strategy α (resp. β) for player I (resp. II) is a mapping α : N(s) →
M(s) (resp. β : M(s) → N(s)) such that if v(.) ≈ ṽ(resp.u ≈ ũ)) on [s, t], then α[v] ≈ α[ṽ] on
[s, t] for every t ∈ [s, T ] (resp.β[u] ≈ β[ũ]). The set of admissible strategies for player I (resp. II)
on [s, T ] is denoted by Γn(s) (resp. ∆n(s)).

Remark 5.6 We will denote Γ(s) :=
⋃
n

Γn(s) and ∆(s) :=
⋃
n

∆n(s) .

We set Bn = K × [0, n] and Bn the set of strategies. Let Rn be a set of nonnegative processes
r̄t which are progressively measurable with respect to (Ft) and such that r̄t(ω) ≤ n for all (t, ω),
B =

⋃
n

Bn and R =
⋃
n

Rn. Each strategy ψ ∈ Bn is obviously a pair of processes (u, v̄) with

u = (ut) ∈M(s), v̄ = (β[u]t) ∈ ∆n(s).

Definition 5.7 i) The lower value of the SDG (64- 65) with initial data (s, y) is given by

Φn(s, y) := inf
α∈Γn(s)

(
sup
v∈N (s)

Jn(s, y, α[v], v)

)
(66)

ii) The upper value of the SDG (64 - 65) is

Φn(s, y) := sup
β∈∆n(s)

(
inf

u∈M(s)
Jn(s, y, u, β[u])

)
. (67)

5.2.3 DPP for stochastic games

Proposition 5.8 The upper and lower value functions are Lipschitz continuous in y , Hölder contin-
uous in t and verify |Φn(s, y)|+ |Φn(s, y)| ≤ C(1 + |y|)m.

Proposition 5.9 Let s ∈ [0, T ] , τ ∈ Ts,T , for every y ∈ IRk,

Φn(s, y) = sup
β∈∆n(s)

inf
u∈M(s)

Eu,β
s,y [

∫ τ

0

(fut + β[u]tg)(s+ t, Yt)e
−ϕtdt

+Φn(s+ τ, Yτ )e
−ϕτ ] (68)

Φn(s, y) = inf
α∈Γn(s)

sup
v∈N (s)

Eα,v
s,y [

∫ τ

0

(fα[v]t + vtg)(s+ t, Yt)e
−ϕtdt

+Φn(s+ τ, Yτ )e
−ϕτ ]. (69)
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Remark 5.10 (i) Thanks to comparison theorems for Isaacs equations and the inequality H+ ≤ H−

where
H+ = inf

u∈K
sup
v∈[0,n]

(Auϕ(t, y) + f(t, y, u, v)),

H− = sup
v∈[0,n]

inf
u∈K

(Auϕ(t, y) + f(t, y, u, v)),

we have Φn ≤ Φn.
(ii) Under Isaac’s condition, that is H+ = H−, we have

Φn(s, y) = Φn(s, y).

This is true for instance:
- in the deterministic case, see [7]
- if the controls appear separated in both the dynamics and the payoff , see [4].

Proposition 5.11 (i) Φ(s, y) is Lipschitz continuous in (s, y).

(ii) Φn(s, y)↗ Φ(s, y) uniformly on each set of the form {(s, y) : s ∈ [0, T ], |y| ≤ R}.

5.3 Proof of the Thm. 5.2

5.3.1 Intermediate results

For more lightness we give all the intermediate results whose proofs are postponed in the next sub-
section. For ψ = (u, v) ∈ K × [0, n], let define

Gψ
s,tw(y) = Eψ

s,y

[∫ t−s

0

fψ(s+ r,Xr)e
−ϕrdr + w(Xt−s)e

−ϕt−s
]

and
Gs,tw(y) = sup

ψ
Gψ
s,tw(y).

Lemma 5.12 Let s0 < s1 < ... < sn = T . Then

Φn(s0, y) ≥ Gs0,s1Gs1,s2 ...Gsn−1,sng(y).

Theorem 5.13 Let s0 = si0 < si1 < ... < sin(i) = T (i = 1, 2, ...), maxj(s
i
j+1 − sij) → 0 for i → ∞.

Then

Φn(s0, y) = lim
i→∞

Gsi0,s
i
1
Gsi1,s

i
2
...Gsi

n(i)−1
,si
n(i)
g(y) (70)

= sup
i
Gsi0,s

i
1
Gsi1,s

i
2
...Gsi

n(i)−1
,si
n(i)
g(y). (71)
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Lemma 5.14 (a) Let s ∈ [0, T ], y ∈ IRk, ψ = (u, v) ∈ M(s) × ∆n(s) with v = β[u] then the
processes

δψ,s,yt ≡ Φn(s+ t, Y u,s,y
t )e−ϕ

ψ,s,y
t − Eψ

s,y

[∫ T−s

t

fψr(s+ r, Yr)e
−ϕrdr + g(YT−s)e

−ϕT−s/Ft

]
and

Kψ,s,y
t ≡ Φn(s+ t, Y u,s,y

t )e−ϕ
ψ,s,y
t +

∫ t

0

fψr(s+ r, Yr)e
−ϕrdr,

defined for t ∈ [0, T−s] are supermartingales with respect to {Ft}, the first process being nonnegative
(a.s.).
(b) Gs,tΦn(t, y) ≤ Φn(s, y) for y ∈ IRk, 0 ≤ s ≤ t ≤ T .

Lemma 5.15 Let s ∈ [0, T ], y ∈ IRk, ψ = (u, β) ∈M(s)× Γn(s) then the process

Φn(s+ t, Y u,s,y
t )e−ϕ

ψ,s,y
t +

∫ t

0

[fup + β[up]Φn](s+ p, Y u,s,y
p )e−ϕ

ψ,s,y
p dp

defined for t ∈ [0, T − s] is a continuous supermartingale.

Lemma 5.16 (a) Let s ∈ [0, T ], y ∈ IRk and for each u ∈ M(s) let τu ∈ Ts,T , rut ∈ R be defined.
Then

Φn(s, y) = inf
u∈M(s)

Eu
s,y

[∫ τ

0

[
fut + n(g − Φn)+

]
(s+ t, Yt)e

−ϕt−
R t
0 rpdpdt+ Φn(s+ τ, Yτ )e

−ϕτ−
R τ
0 rpdp

]
(b) Let gn = g ∧ Φn. Then

Φn(s, y) = sup
τ∈Ts,T

inf
u∈M(s)

Eu
s,y

[∫ τ

0

fut(s+ t, Yt)e
−ϕtdt+ gn(s+ τ, Yτ )e

−ϕτ
]

Corollaire 5.17 Since gn ≤ g, Φn ≤ Φ.

Corollaire 5.18 (Consequence of Prop 5.9 and Lemma 5.15) Let s ∈ [0, T ], y ∈ IRk, ψ = (u, v̄) ∈ B
then the process

ρψ,s,yt ≡ Φ(s+ t, Y u,s,y
t )e−ϕ

ψ,s,y
t +

∫ t

0

[fup + v̄pΦ] (s+ p, Y u,s,y
p )e−ϕ

ψ,s,y
p dp

defined for t ∈ [0, T − s] is a continuous supermartingale.

5.3.2 Proofs

The following result is given without demonstration, we refer to [14] Lemma 2.14 p148.

Lemma 5.19 Let s ∈ [0, T ], 0 ≤ t1 ≤ t2 ≤ T − s and ψ ∈ M(s) × Γ(s) such that ψt = ψt1 for
t ∈ [t1, t2). Let the continuous function w(y) satisfying |w(y)| ≤ N(1 + |y|)m . Then a.s.

Eψ
s,y

[∫ t2

t1

fψt(s+ t, Yt)e
−ϕtdt+ w(Yt2)e

−ϕt2/Ft1
]

= e−ϕ
ψ,s,y
t1 G

ψt1
s+t1,s+t2w(Y

ψt1
t1 ).
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Proof. (Lemme 5.15) By Lemma 5.14 (a),

Kψ,s,y
t = Φn(s+ t, Y ψ,s,y

t )e−ϕ
ψ,s,y
t +

∫ t

0

fψp(s+ p, Yp)e
−ϕψ,s,yp dp

is a supermartingale. In particular for ψ = (u, 0),

Φn(s+ t, Y u,s,y
t )e−ϕ

u,s,y
t +

∫ t

0

fup(s+ p, Y u,s,y
p )e−ϕ

u,s,y
p dp

is a supermartingale. Applying the lemma from Appendix 2 in [14] with Φt = e−
R t
0 β[u]sds thus

completing the proof.
Proof. (Lemme 5.12)
We introduce wi(y) = Gsi,si+1

...Gsn−1,sng(y), i = 0, ..., n − 1 and wn(y) = g(y). Let ε > 0, by
the Theorem 2.2 (Chap. 3) in [14] and the assumption (A3),we deduce the continuity of wn−1 and
that |wn−1(y)| ≤ N(1 + |y|)m. Arguing in the same way, we convince ourselves that all the functions
wi(y) are continuous. Furthermore wi(y) = Gsi,si+1

wi+1(y) = sup
ψ
Gψ
si,si+1

wi+1(y), i = 0, ..., n− 1.

By the corollary 2.8 in [14] p145, the functions Gψ
si,si+1

wi+1(y) are continuous with respect to ψ and
y. Then for all y ∈ IRk there exists a Borel function βyi such that

wi(y) ≤ G
u,βyi
si,si+1wi+1(y) + ε, ∀u ∈M(s). (72)

We construct a strategy ψεt = (uεt , v
ε
t ) by the following way: uεt = uεi ∈ K and vεt = β[uεi ] for

t ∈ [si, si+1). Then ψεt is admissible and by the lemma 5.19,

Eψε

s0,y

[∫ si+1−s0

si−s0
fψt(s0 + t, Yt)e

−ϕtdt+ wi+1(Ysi+1−s0)e
−ϕsi+1−s0

]
= Eψε

s0,y
e−ϕsi−s0Gψε

si,si+1
wi+1(Ysi−s0).

Thus this result combining with (72) yields

Eψε

s0,y

[∫ si+1−s0

si−s0
fψt(s0 + t, Yt)e

−ϕtdt+ wi+1(Ysi+1−s0)e
−ϕsi+1−s0

]
≥ Eψε

s0,y
(e−ϕsi−s0wi(Ysi−s0))− ε.

Adding up all such inequalities and collecting like terms, we find

Eψε

s0,y

[∫ T−s

0

fψt(s0 + t, Yt)e
−ϕtdt+ g(YT−s)e

−ϕT−s
]

= Jψ
ε

n0
(s0, y) ≥ w0(y)− nε.

Then
sup
β∈Γ(s)

inf
u∈M(s)

Jψn (s0, y) ≥ w0(y)− nε

and letting ε tend to zero we prove

Φn(s0, y) ≥ w0(y) = Gs0,s1Gs1,s2 ...Gsn−1,sng(y).
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Proof. (Thm 5.13) By lemma 5.12 we have

Φn(s0, y) ≥ Gsi0,s
i
1
Gsi1,s

i
2
...Gsi

n(i)−1
,si
n(i)
g(y).

so that it remains to prove

Φn(s0, y) ≤ lim inf
i→∞

Gsi0,s
i
1
Gsi1,s

i
2
...Gsi

n(i)−1
,si
n(i)
g(y).

We give us step strategies (ui, vi = β[ui]) such that Jψin (s0, y)→ Φn(s0, y) as i→∞ and uit = ui
sij−s0

for t ∈ [sij − s0, s
i
j+1 − s0). Then if we introduce win(i)(y) = g(y), wij(y) = Gsij ,s

i
j+1
wij+1(y), (j =

0, ..., n(i)− 1), we get by the lemma 5.19 that

Eψi

s0,y

[∫ sij+1−s0

sij−s0
fψr(s0 + r, Yr)e

−ϕrdr + wij+1(Ysij+1−s0)e
−ϕ

si
j+1
−s0

]
(73)

= Eψi

s0,y

[
e
−ϕ

si
j
−s0G

ψi
si
j
−s0

sij ,s
i
j+1
wij+1(Ysij−s0)

]
(74)

≤ Eψi

s0,y

[
e
−ϕ

si
j
−s0wij(Ysij−s0)

]
. (75)

Adding up such inequalities with respect to j from j = 0 to j = n(i)−1, and collecting like terms,
we obtain:

Eψi

s0,y

[∫ T−s0

0

fψr(s0 + r, Yr)e
−ϕrdr + win(i)(Ysin−s0)e

−ϕ
sin−s0

]
≤ wi0(y),

that is Jn(s0, y, ψ
i) ≤ wi0(x) and finally Φn(s0, y) ≤ lim inf

i→∞
wi0(y).

Proof. (Lemma 5.14) (a) Obviously

δψ,s,yt −Kψ,s,y
t = −Eψ

s,y

[
g(YT−s)e

−ϕT−s +

∫ T−s

0

fψr(s+ r, Yr)e
−ϕrdr/Ft

]
where the right side is a martingale. Hence δψ,s,yt is a supermartingale if Kψ,s,y

t is a supermartin-
gale. The nonnegativity of δψ,s,yt is a consequence of the defintion of a supermartingale, δψ,s,yt ≥
Eψ
s,y [δT−s/Ft] and δψ,s,yT−s ≡ 0. Furthermore by the Prop 5.8, the function Φn(s + t, y) is continu-

ous with respect to y and verifies |Φn(s + t, y)| ≤ N(1 + |y|)m . Then by lemma 2.7 [14] p144,
lim
n→∞

Kψn,s,y
t = Kψ,s,y

t ,∀t ∈ [0, T − s] if ψn → ψ . We can choose step strategies ψn so that we need

proveKψ,s,x
t is a supermartingale for step strategies only. It suffices to prove that Eψ

s,x [Kt2/Ft1 ] ≤ Kt1

(a.s.) for t2 ≥ t1 if ut = ut1 ∈ K on [t1, t2) and vt = β[ut1 ] ∈ [0, n] for t ∈ [t1, t2). We then have by
the Lemma 5.19

Eψ
s,y[Kt2/Ft1 ] =

a.s.

∫ t1

0

fψr(s+ r, Y ψ,s,y
r )e−ϕ

ψ,s,y
r dr (76)

+Eψ
s,y[

∫ t2

t1

fψt(s+ t, Yt)e
−ϕtdt+ e−ϕ

ψ,s,y
t2 Φn(s+ t2, Yt2)/Ft1 ] (77)

=

∫ t1

0

fψr(s+ r, Yr)e
−ϕψ,s,yr dr (78)

+e−ϕ
ψ,s,y
t1 G

ψt1
s+t1,s+t2Φn(s+ t2, Y

ψ,s,y
t1 ). (79)
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So that it remains to prove the assertion (b) of the lemma.
(b) Our objective is to prove that Gs,tΦn(t, y) ≤ Φn(s, y)(= supβ infu J

u,v=β[u]
n (s, y)). We construct

a sequence of subdivisions of [t, T ] whose diameter tends to zero:

t = s0 = si0 < ... < sij < ... < sin(i) = T, max
j

(sij+1 − sij) →
i→+∞

0.

By lemma 5.12, Proposition 5.8 and the assumptions (A1)-(A5), we get for ψ0 = (u0, v0) ∈ K×[0, n]

N(1 + |y|)m ≥ Φn(t, y) ≥ Gsi0,s
i
1
Gsi1,s

i
2
...Gsi

n(i)−1
,si
n(i)
g(y) (80)

≥ Gψ0

si0,s
i
1
Gψ0

si1,s
i
2
...Gψ0

si
n(i)−1

,si
n(i)

g(y) (81)

= Eψ0
s,y

[
+

∫ T−t

0

fψ0(t+ r, Yr)e
−ϕrdr + g(YT−t)e

−ϕT−t
]

(82)

≥ −N(1 + |y|)m (83)

whereN does not depend on y. This implies that for every u ∈ K,Gsi0,s
i
1
Gsi1,s

i
2
...Gsi

n(i)−1
,si
n(i)
g(Y u,s,y

t−s )

does not exceed N(1 + |Y u,s,y
t−s |)m, the latter expression having a finite mathematical expectation.

Then by Gψ
s,tGsi0,s

i
1
Gsi1,s

i
2
...Gsi

n(i)−1
,si
n(i)
g(y) = Eψ

s,y

[∫ t−s
0

fψr(s+ r, Yr)e
−ϕrdr + wi0(Yt−s)e

−ϕt−s
]
,

and the application of Lebesgue’s theorem and Theorem 5.13, we deduce

lim
i→∞

Gψ
s,tw

i
0(y) = Eψ

s,y

[∫ t−s

0

fψr(s+ r, Yr)e
−ϕrdr + wi0(Yt−s)e

−ϕt−s
]

(84)

= Gψ
s,tΦn(t, y). (85)

Finally by lemma 5.12, we have

Gψ
s,tΦn(t, y) = lim

i→∞
Gψ
s,tGsi0,s

i
1
Gsi1,s

i
2
...Gsi

n(i)−1
,si
n(i)
g(y) ≤ Φn(s, y).

Proof. (Lemma 5.16) First (b) is a consequence of (a). Indeed, by (a) with rut ≡ 0, we have

Φn(s, y) = inf
u∈M(s)

Eu
s,y

[∫ τ

0

[fut + n(g − Φn)+](s+ t, Yt)e
−ϕtdt+ Φn(s+ τ, Yτ )e

−ϕτ
]
. (86)

If fun := fu + n(g − Φn)+, since fun ≥ fu and that Φn ≥ gn, we have for every τ = τu,

Φn(s, y) ≥ inf
u∈M(s)

Eu
s,y

[∫ τ

0

fu(s+ t, Yt)e
−ϕtdt+ gn(s+ τ, Yτ )e

−ϕτ
]

(87)

≥ sup
τ∈Ts,T

inf
u∈M(s)

Eu
s,y

[∫ τ

0

fu(s+ t, Yt)e
−ϕtdt+ gn(s+ τ, Yτ )e

−ϕτ
]
. (88)

Furthermore if we define τ0 ≡ inf{t ≥ 0,Φn(s + t, Y u
t ) ≤ g(s + t, Y u

t )}, for t ∈ [0, τu0 ) we have
fun (s+ t, Y u

t ) = fu(s+ t, Y u
t ) , Φn(s+ t, Y u

t ) = gn(s+ t, Y u
t ) and in (86) we find

Φn(s, y) = inf
u∈M(s)

EY
s,y

[∫ τu0

0

fu(s+ t, Yt)e
−ϕtdt+ gn(s+ τ0, Y

u
τ0

)e−ϕτ0
]
. (89)
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Then combining (88) with (89), we deduce (b).
It remains to establish the assertion (a). In fact it is enough to prove it for τu = T − s and r ≡ 0.

Let ψ = (u, v̄) ∈ Bn we introduce

Kt = Φn(s+ t, Y ψ,s,y
t )e−ϕ

ψ,s,y
t +

∫ t

0

fψp(s+ p, Y ψ,s,y
p )e−ϕ

ψ,s,y
p dp,

and Φt = e
R t
0 v̄pdp. By the Lemma 5.14 the process Kt is a supermartingale. Thus applying the lemma

of Appendix 2 in [14], the process ρt ≡ Ktφt −
∫ t

0
Ksdφs is a supermartingale and

Φn(s, y) = Eρ0 ≥ EρT−s ≥ en(T−s)[EKT−s − Φn(s, y)] + Φn(s, y). (90)

Using Fubini’s theorem, we prove that

EρT−s = Eu
s,y

[
g(T, YT−s)e

−ϕT−s +

∫ T−s

0

[fut + v̄t(g − Φn)](s+ t, Yt)e
−ϕtdt

]
.

Further we note the upper bound of the last expression with respect to v̄ is

Eu
s,y

[
g(T, YT−s)e

−ϕT−s +

∫ T−s

0

[fut + n(g − Φn)+](s+ t, Yt)e
−ϕtdt

]
Thus taking the upper bound and the lower bound with respect to respectively v̄ and u in (90), we find

Φn(s, x) ≥ inf
u∈M(s)

Eu
s,y

[∫ T−s

0

[fut + n(g − Φn)+](s+ t, Yt)e
−ϕtdt+ g(T, YT−s)e

−ϕT−s
]

≥ en(T−s) sup
v̄

inf
u∈M(s)

(E[KT−s]− Φn(s, y)) + Φn(s, y).

Finally the expression of KT−s leads to sup
v̄

inf
u∈M(s)

E[KT−s] − Φn(s, y) = 0 so that the expected

equality follows.
Proof. (Proposition 5.11) (i) follows from the Proposition 5.8.

(ii) Since Bn ⊂ Bn+1, the sequence Φn(s, y) increases. Moreover by Corollary 5.17 Φn ≤ Φ so that
we define Φ̃(s, y) = lim

n→∞
Φn(s, y). By Corollary 5.17 , Φ̃(s, y) ≤ Φ(s, y).

Recalling Φn(s, y) ≤ Φn(s, y) (see remark 5.10 (i)), let ε > 0 and αε ∈ ∆n(s) such that

Φn(s, y) ≥ Φn(s, y) ≥ sup
v∈N (s)

Eαε,v
s,y

[∫ T−s

0

[fα
ε
t [v] + vtg)](s+ t, Yt)e

−ϕtdt+ g(T, YT−s)e
−ϕT−s

]
− ε

≥ Eαε,v
s,y

[∫ T−s

0

[fα
ε
t [v] + vtg)](s+ t, Yt)e

−ϕtdt+ g(T, YT−s)e
−ϕT−s

]
− ε,∀v ∈ N (s).(91)

We take for τ ∈ Ts,T , vt ≡ nχτ≤t. Then, using Fubini’s theorem we get

Φn(s, y) ≥ Eαε

s,y

[∫ T−s

τ

ne−n(t−τ)[

∫ t

0

fα
ε
p(s+ p, Yp)e

−ϕpdp+ g(s+ t, Yt)e
−ϕt ]dt

]
+Eαε

s,y

[
e−n(T−s−τ)[

∫ T−s

0

fα
ε
t (s+ t, Yt)e

−ϕtdt+ g(T, YT−s)e
−ϕT−s ]

]
− ε. (92)
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We introduce

ηα
ε,s,y(t) =

∫ t

0

fα
ε
p(s+ p, Y αε,s,y

p )e−ϕ
αε,s,y
p dp+ g(s+ t, Y αε,s,y

t )e−ϕ
αε,s,y
t , t ≤ T − s

ηα
ε,s,y(t) = η(T − s), t > T − s. (93)

Furthermore we introduce a random variable ξ which has an exponential distribution with a param-
eter equal to unity and which, in addition, does not depend on {ηαε,s,y(t)} . We obtain Φn(s, y) ≥
Eαε

s,yη(τ + 1
n
ξ)− ε.

Therefore, by Lebesgue’s theorem

Φ̃(s, y) + ε ≥ Eαε

s,yη(τ)

Φ̃(s, y) + ε ≥ sup
τ

Eαε

s,yη(τ) ≥ inf
α

sup
τ

Eαε

s,yη(τ)

Letting ε tend to zero then Φ̃(s, y) ≥ Φ(s, y) and we conclude that Φ̃(s, y) = Φ(s, y). The rest of the
proof is a consequence of Dini’s theorem and the property |gn(s, y)| ≤ N(1 + |y|)m with the same
constant N for all n, s, y.

Proof. (Theorem 5.2)

Corollary 5.18, properties of supermartingales and Φ(s, y) = ρ0 imply

Φ(s, y) = Eψ
s,y(ρ0) ≥ Eu

s,y(ρτ ) = Eu
s,y

[∫ τ

0

[fut(s+ t, Yt) + v̄tΦ(s+ t, Yt)]e
−ϕt−

R t
0 v̄pdpdt

+Φ(s+ τ, Yτ )e
−ϕτ−

R τ
0 v̄pdp

]
. (94)

which proves inequality (60).
Next let ε > 0 τ εu,s,y = inf{t ≥ 0 : Φ(s+ t, Y u,s,y

t ) ≤ g(s+ t, Y α,s,y
t ) + ε} and τu ≤ τ εu,s,y.

According to DPP (see Prop 5.8) for each n,

Φn(s, y) = sup
β∈∆n(s)

inf
u∈M(s)

Eu,β
s,y [

∫ τ

0

(fut + β[u]tg)(s+ t, Yt)e
−ϕtdt

+Φn(s+ τ, Yτ )e
−ϕτ ]

≤ sup
β∈∆(s)

inf
u∈M(s)

Eu,β
s,y [

∫ τ

0

(fut + β[u]tg)(s+ t, Yt)e
−ϕtdt

+Φ(s+ τ, Yτ )e
−ϕτ ].

Taking the limit as n→∞ and using the fact that Φn ↗ Φ we have

Φ(s, y) ≤ sup
β∈∆(s)

inf
u∈M(s)

Eu,β
s,y

[∫ τ

0

(fut + β[u]tg)(s+ t, Yt)e
−ϕtdt+ Φ(s+ τ, Yτ )e

−ϕτ
]
. (95)

Now by (94) and the inequality Φ ≥ g we get

Φ(s, y) ≥ Eu,β
s,y

[∫ τ

0

(fut + β[u]tg)(s+ t, Yt)e
−ϕtdt+ Φ(s+ τ, Yτ )e

−ϕτ
]
. (96)
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so that combining (95) and (96) we find

Φ(s, y) = sup
β∈∆(s)

inf
u∈M(s)

Eu,β
s,y

[∫ τ

0

(fut + β[u]tg)(s+ t, Yt)e
−ϕtdt+ Φ(s+ τ, Yτ )e

−ϕτ
]
. (97)

Further, we take a sequence ui ∈M(s) and βi = β[ui] ∈ ∆(s) such that

Φ(s, y) = lim
i→∞

Eui

s,y

[∫ τ

0

(fu
i
t + β[ui]tg)(s+ t, Yt)e

−ϕu
i,β
t dt+ Φ(s+ τ, Yτ )e

−ϕuiτ −
R τ
0 β[ui]pdp

]
. (98)

From g(s+ t, Y u,s,y
t ) < Φ(s+ t, Y u,s,y

t )− ε for t < τu,s,yε , (94) and (98), we find

ε lim
i→∞

Eui

s,y

[∫ τ

0

β[ui]te
−ϕt−

R τ
0 β[ui]pdpdt

]
= 0. (99)

By lemma 4.2 in [Krylov] p 153, (99) and (98) we deduce

Φ(s, y) = lim
i→∞

Eui

s,y

[∫ τ

0

fu
i
t(s+ t, Yt)e

−ϕtdt+ Φ(s+ τ, Yτ )e
−ϕτ
]
. (100)

On the other hand by Corollary 5.18, the process

Ku,s,y
t = Φ(s+ t, Y u,s,y

t )e−ϕ
u,s,y
t + Eui

s,y

[∫ t

0

fu
i
p(s+ p, Yp)e

−ϕpdp

]
is a continuous supermartingale. Therefore according with lemma given in appendix 2 in [14],
Ku,s,y
t − ρ

Y,β[u],s,y
t is a supermartingale for each ψ = (u, β[u]). In particular, Eu

s,yKτ ≤ Eψ
s,yρτ

which together with (100) and (94) yields

Φ(s, y) = lim
i→∞

Eui

s,yKτ ≤ lim
i→∞

Eui,β[ui]
s,y ρτ

= lim
i→∞

Eui

s,y

[
Φ(s+ τ, Yτ )e

−ϕτ−
R τ
0 β[ui]pdp

+

∫ τ

0

(fu
i
t + β[ui]tΦ)(s+ t, Yt)e

−ϕt−
R t
0 β[ui]pdpdt

]
.

Thus

Φ(s, y) ≤ Eu
s,y

[∫ τ

0

(fut + β[u]tΦ)(s+ t, Yt)e
−ϕt−

R t
0 β[u]pdpdt

+Φ(s+ τ, Yτ )e
−ϕτ−

R τ
0 β[u]pdp

]
≤ Φ(s, y).

The required equality is then proved.
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