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Abstract

The Protonics project is an effort to further understand the spatio-temporal dynamics of dayside auroral hydrogen emissions, also known as dayside proton aurorae. Spectrometers measuring dayside Balmer $\alpha$ ($\text{H}_\alpha$) and Balmer $\beta$ ($\text{H}_\beta$) were deployed to two locations on Svalbard at Longyearbyen and Ny-Ålesund. Measured hydrogen Doppler profiles were analysed via a Monte Carlo model of proton precipitation, resulting in an estimate of characteristic energy of the precipitating proton/hydrogen population. The difference in energy found between the two stations is interpreted as an ionospheric signature of magnetic merging near the magnetopause.

Initially, a significant energy difference was discovered in two cases. However, weak emissions required spectral scans from the two instruments to be separately averaged for roughly two hours to produce the result. A third case featuring a stronger proton precipitation event was found, resulting in a statistically significant difference in energy with averaging on the order of minutes. This third case is the first statistically significant ground-based detection of the ion velocity filter effect in the dayside hydrogen aurora.

A natural extension of the project was to investigate the relative occurrence of electron and proton aurora under the influence of solar wind shocks across the boreal auroral zone. Since this study required areal data coverage much larger than the vicinity of Svalbard, data from meridian scanning photometers (MSP) in Canada, Greenland and Svalbard were combined and compared with large-scale UV auroral images from the Polar spacecraft. Analysis of MSP data for events previously studied solely using space-based imagery added needed spatio-temporal resolution. Shock aurora propagation times were refined, and agreed with previous results to within uncertainties. Furthermore, the majority of instruments detected low energy discrete auroral arcs poleward of diffuse, higher energy proton and electron aurora. Two-pulse proton aurora onset sequences were also observed.

A significant amount of time and effort was spent to ensure that the ground-based instruments had correct wavelength and intensity calibrations; the methodology for calibrating with respect to both is discussed in detail. Finally, the growing importance of inexpensive, commercially available digital single lens reflex cameras was recognized, and a detailed scheme for intensity calibration of the individual colours of a camera’s detector is described. Such instruments have proven quite useful as auroral context instruments and cloud detectors, thereby reducing time and effort required for data reduction.
Preface

This dissertation is primarily concerned with the study of Doppler-shifted hydrogen emissions occurring in the lower thermosphere – dayside proton aurorae. In addition, a study of relative proton and electron auroral propagation under the influence of solar wind interplanetary shocks was performed using distributed instruments in the North American and Scandinavian sectors. A significant amount of work was also done with the calibration of various optical instruments used to acquire such data.

The majority of this work took place in cooperation with the University Centre on Svalbard (UNIS), through which I received funding to pursue my dissertation research. Data presented herein were largely acquired at Nordlysstasjonen (The Auroral Station) in Adventdalen during the final seasons of its operation before being succeeded by the Kjell Henriksen Observatory (KHO).

In addition to the papers presented, I contributed to other research endeavours resulting in the following publications:


The organization of this work is as follows: An introduction is given in Section 1, including fundamentals of radiometric calibration of optical instruments, history, theory and recent advances in proton aurora research, and a review of aurora occurring under the
influence of solar wind shocks, known as shock aurora. Motivation for the research undertaken is presented in Section 2. A summary of the papers comprising the effort is found in Section 3. A review of current outstanding problems and potential future research topics is in Section 4, with references for all of the above in Section 5. Five papers on the previously introduced topics conclude the work.
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1. Introduction

1.1. Radiometric calibration of optical instruments

In the modern paradigm, radiometry is the study of the measurement of optical electromagnetic fields in the frequency range $3 \times 10^{11} \text{ – } 3 \times 10^{16}$ Hz ($\lambda$1000 $\mu$m – 10 nm). More specifically, it deals with the energy content of electromagnetic radiation and how it is transmitted from a source to a detector via a medium [Bass et al., 2005].

The scope of the following sections will be limited to radiometric treatment of visible and near-infrared wavelengths from 400 nm, the approximate blue limit of the human eye, to 1000 nm, the red limit of silicon detectors. Furthermore, the formalism that is used makes basic assumptions, namely that light propagation can be fully realized with geometric optics, the medium is lossless, and that diffraction and interference effects can be neglected. The degree of source coherence is also ignored. Rigorous treatises on radiometry can be found by, e.g., Wyatt [1978]; Boyd [1983]; Pamler and Grant [2009].

1.1.1. Fundamental radiometric concepts

In order to depict clearly how aeronomic optical instruments are calibrated, it is important to describe the fundamental radiometric quantities used and their units. In this section, SI units will be used exclusively. The section that follows will introduce the Rayleigh, a unit used in aeronomical and astronomical community, and the conversions to and from SI.

There are three quantities that characterize an observing or calibration setup, comprised of a source, a medium (including any instrumental optics), and a detector. All three are geometric variations on the radiant power of electromagnetic radiation. When considering the total power emanating from or received at a point source, the radiant power $\Phi$ can be expressed as:

$$\Phi = \frac{dQ}{dt} \left[ \frac{J}{s} \right], \left[ W \right], \text{or} \left[ \frac{\text{photons}}{s} \right],$$ \hspace{1cm} (1)

where $Q$ is the radiant energy emitted or received.

Irradiance, $E$, is defined as the ratio of radiant power incident upon a surface element $dA$ to its projected area. With $\phi$ being the angle between the surface normal and the direction of radiation, irradiance can be expressed in terms of radiant power per unit area:

$$E \equiv \frac{d\Phi}{dA \cos \phi} \left[ \frac{\text{photons}}{s \cdot m^2} \right].$$ \hspace{1cm} (2)
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Note that the term *exitance* (denoted by $M$) is mathematically identical to irradiance, except that this nomenclature is used to describe the radiant power per unit area *emitted* from a surface. Useful geometrical relationships for discussing irradiance and exitance are shown in Figure 1.

Radiant *intensity* describes the ratio of power to unit solid angle in a given direction. It applies to the power per solid angle, $\Omega$, both incident upon and emanating from a point. Denoted by $I$, it is expressed simply as:

$$I \equiv \frac{d\Phi}{d\Omega} \left[ \frac{\text{photons}}{s \cdot sr} \right].$$

Finally, the ratio of radiant power at an angle $\phi$ to an infinitesimal projected area and solid angle is the *radiance*, $L$:

$$L \equiv \frac{d\Phi}{dA d\Omega \cos \phi} \left[ \frac{\text{photons}}{s \cdot m^2 \cdot sr} \right].$$

Radiance is important since in an idealized (i.e. lossless) system, it is the parameter that is conserved. In the sections that follow, concepts of irradiance, intensity and radiance will be applied to a practical calibration experiment, comprised of an emitting screen as a source and a photometer or Charge Coupled Device (CCD) based instrument as the detector.

1.1.2. The Rayleigh

The Fourth Baron Rayleigh, Robert John Strutt, was the first to make absolute measurements of the night airglow intensity [Rayleigh, 1930]. The aeronomical community adopted the unit bearing his name after introduction by Hunten et al. [1956], later reinforced by Chamberlain [1961]. They conceived the unit specifically to describe the integrated column emission rate of a distant source, with units of $\text{photons s}^{-1} \text{ m}^2 \text{ col}^{-1}$. (Note that ‘col’ was included in the specification of the units to distinguish a column-
-integrated volume emission rate from a general photon fluence of identical dimensions.)

The Rayleigh, \( R \), was historically defined as a \( \text{megaphoton cm}^{-2} \text{ column}^{-1} \text{ s}^{-1} \). In SI units:

\[
R \equiv \frac{10^{10} \text{ photons}}{\text{s} \cdot (\text{m}^2 \cdot \text{col})}. \tag{5}
\]

This measure of the line-of-sight integrated volume emission rate is quite useful for extended sources that are optically thin (i.e. negligible scattering or re-absorption), such as auroral and airglow investigations, as exemplified below.

Given that upper atmospheric emission sources radiate based on the local physical constraints and without any regard to the line of sight of a remote observer, a method of converting Rayleighs measured from the ground or space to the above mentioned fundamental radiometric units is required. As discussed by Chamberlain [1961] and more explicitly in Baker and Romick [1976], the Rayleigh can be interpreted directly and more generally as a measure of photon radiance. This interpretation precludes the need to make \textit{a priori} assumptions about the nature of the radiating medium or radiative transfer requirements between the source and the detector (e.g., how it is distributed along the line of sight, whether it is emitting isotropically, etc.). The generalized definition of the Rayleigh is:

\[
R \equiv \frac{1}{4\pi} \frac{10^{10} \text{ photons}}{\text{s} \cdot (\text{m}^2 \cdot \text{sr})}. \tag{6}
\]

It is constructive to show examples of how to apply each of the two formulations of the Rayleigh. If one considers an auroral feature or airglow layer of thickness \( H \) and wavelength \( \lambda \) along an observer’s line of sight measured to be an irradiance of \( E \) Rayleighs, (5) is used to calculate the average volume emission rate over the column, \( \bar{\eta}_\lambda \):

\[
\bar{\eta}_\lambda \left[ \frac{10^{10} \text{ photons}}{\text{s} \cdot \text{m}^3 \cdot \text{nm}} \right] = E \left[ \frac{10^{10} \text{ photons}}{\text{s} \cdot (\text{m}^2 \cdot \text{col}) \cdot \text{nm}} \right] \times \frac{1}{H \left[ \text{m} \right]} \cdot \lambda. \tag{7}
\]

The directional volume emission rate distribution of the source can be found by dividing (7) by \( 4\pi \) steradians.

The generalized definition of the Rayleigh is applied in the second example, considering the laboratory calibration of an instrument using a diffusing screen. A flat diffusor is defined to be Lambertian if the radiance is independent of viewing angle. Equivalently, the radiant intensity varies as the cosine of the viewing angle relative to the surface normal. This is known as Lambert’s Cosine Law \cite{Lambert, 1760}. Consider a
1.1. INTRODUCTION: OPTICAL CALIBRATION

A detector of area \(a\) measuring \(L\) Rayleighs, while its field of view (FOV) is fully filled by a uniformly illuminated, Lambertian screen. The intensity of the radiation received at the detector is then:

\[
I_\lambda \left[ \frac{\text{photons}}{s \cdot \text{sr} \cdot \text{nm}} \right] = L_\lambda \left[ \frac{\text{photons}}{s \cdot \left(\text{m}^2 \cdot \text{sr}\right) \cdot \text{nm}} \right] \times a \left[ \text{m}^2 \right]. \tag{8}
\]

Given the Lambertian property of the screen, the radiant power can be found by multiplying by the \(2\pi\) steradians in the reflecting hemisphere:

\[
\Phi_\lambda \left[ \frac{\text{photons}}{s \cdot \text{nm}} \right] = I_\lambda \left[ \frac{\text{photons}}{s \cdot \text{sr} \cdot \text{nm}} \right] \times 2\pi \left[ \text{sr} \right]. \tag{9}
\]

Considering the dual interpretation of the Rayleigh, one as a measure of the column-integrated volume emission rate and the other of radiance, it is clear that the calibration of optical instrumentation used to observe atmospheric emissions is conveniently done using the Rayleigh. A practical description of such calibration experiments follows in the next section.

1.1.3. Laboratory and vicarious calibration of aeronomic optical instruments

Generally, a calibration scheme is a method to relate quanta measured by an instrument to known physical quantities. For example, optical calibration of instruments can take the form of converting photometer pulses in voltage or discrete digital counts in a CCD to a radiance in Rayleighs or \(\text{mW} \cdot \text{m}^{-2} \cdot \text{sr}^{-1}\). This process essentially results in a multiplicative calibration factor that relates the number of counts or pulses registered by a data acquisition system to the number of input photons.

Calibration lamps are commonly used as sources of known radiance (or irradiance). The calibration facility at UNIS uses tungsten lamps that are traceable back to the U.S. National Institute of Standards and Technology. Each is paired with an official tabulation of the lamp irradiance as a function of wavelength, both in \(\text{photons} \cdot \text{m}^{-2} \cdot \text{s}^{-1} \cdot \text{nm}^{-1}\) and \(\text{mW} \cdot \text{m}^{-2} \cdot \text{nm}^{-1}\), known as the lamp certificate. Measured and certified at an exact distance of \(z_0 = 1\) m, \(B_{0\lambda}\) is the known irradiance.

In addition, since view angles of real instruments are not infinitesimally narrow and the detectors used are not point-detectors, some apparatus is required that will evenly distribute the radiance of the lamp over the instrument’s field of view. While many approaches are possible, the UNIS calibration laboratory features both a flat diffusor screen and an integrating sphere. For simplicity, the formulation that follows will feature a Lambertian
Figure 2. Idealized calibration setup comprised of a source, diffusor screen, and a detector.

A flat surface that is uniformly emitting or reflecting, when observed from an angle $\phi$ to the surface normal, has a radiant intensity of

$$ I_{\lambda\phi} = I_{\lambda0} \cos \phi \left[ \frac{\text{photons}}{s \cdot sr \cdot nm} \right], \quad (10) $$

where $I_{\lambda0}$ is a normalization factor representing the intensity at normal incidence. Note that for consistency with Section 1.1.1, intensity is denoted $I$, while $R$ is used in Paper I.

Depicted in Figure 2, for a given infinitesimal wavelength interval $d\lambda$ and solid angle $d\omega$, the flux of photons incident upon an element of the screen $dA$ is

$$ I_{\lambda\omega} d\omega d\lambda = I_{\lambda\omega} \left( \frac{dA \cos \alpha}{z^2} \right) \left[ \frac{\text{photons}}{s \cdot nm} \right], \quad (11) $$

where $I_{\lambda\omega}$ is the intensity incident upon the screen, and $z$ is the distance from the source to the screen. Assuming a reflectance coefficient of $\rho (\approx 0.98)$, the screen’s reflected photon flux is

$$ \rho_{\lambda} \left\{ I_{\lambda\omega} d\lambda \left( \frac{dA \cos \alpha}{z^2} \right) \right\} = \pi I_{\lambda,0} d\lambda \left[ \frac{\text{photons}}{s \cdot nm} \right], \quad (12) $$

with the factor of $\pi$ being the result of integrating (10) over the diffusing hemisphere. Equation 12 can be inserted into (10) to find the radiant intensity reflected by the screen:

$$ I_{\lambda\phi} = \rho_{\lambda} \frac{I_{\lambda,0}}{\pi} \frac{dA \cos \alpha}{z^2} \cos \phi \left[ \frac{\text{photons}}{s \cdot sr \cdot nm} \right], \quad (13) $$

The radiant intensity in (13) divided by the projected area of the screen as viewed from the detector is the radiance received:
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\[ L_\lambda = \frac{I_{\lambda \phi}}{dA \cos \phi} = \frac{1}{dA \cos \phi} \rho_\lambda \left( \frac{I_{\lambda \phi}}{\pi} \left( \frac{dA \cos \alpha}{z^2} \right) \cos \phi \right) \]

\[ L_\lambda = \rho_\lambda \left( \frac{I_{\lambda \phi}}{\pi} \left( \frac{\cos \alpha}{z^2} \right) \right) \left[ \frac{\text{photons}}{s \cdot sr \cdot m^3 \cdot nm} \right] \quad (14) \]

Note that \( dA \cos \phi \) no longer appears in the equation; only the lamp-screen distance and the angle between the lamp and the screen normal are needed. The detector-screen distance also does not matter, provided that the diffuse re-emitting screen fills the detector field of view. This is important for the vicarious calibration procedure to be discussed later.

Returning to the lamp certificate, the known irradiance \( B_{0\lambda} \) can be related to both the radiant intensity and radiance emanating from the screen. Assuming the lamp radiates isotropically and losses can be neglected, the photon fluence through a sphere of radius \( z \) is identical to that of a sphere at the certification distance \( z_0 \):

\[ 4\pi B_{0\lambda} z_0^2 = 4\pi E_{\lambda \phi} z^2. \quad (15) \]

Thus, the radiant intensity incident upon the screen can be expressed in terms of the above equation:

\[ I_{\lambda \phi} = E_{\lambda \phi} z^2 = B_{0\lambda} z_0^2. \quad (16) \]

Substituting (16) into the intensity in (14) and integrating over the reflecting hemisphere results in the radiant exitance, \( M_\lambda \), leaving the screen:

\[ M_\lambda = \pi L_\lambda = B_{0\lambda} \rho_\lambda \left( \frac{z_0}{z} \right)^2 \cos \alpha \left[ \frac{\text{photons}}{s \cdot m^2 \cdot nm} \right]. \quad (17) \]

Using the historical definition, \( M_\lambda \) can be equivalently expressed in Rayleighs. Therefore, the ratio of \( M_\lambda \) to the count rate \( N_{\text{cts}} \) [counts s\(^{-1}\)] measured by the instrument during the calibration defines the calibration factor, \( C_\lambda \):

\[ C_\lambda = \frac{M_\lambda}{N_{\text{cts}}} = 10^{-10} B_{0\lambda} \rho_\lambda \left( \frac{z_0}{z} \right)^2 \cos \alpha \left[ \frac{R/nm}{cts/s} \right], \quad (18) \]

where the factor of \( 10^{-10} \) is needed when \( B_{0\lambda} \) is known in photons \( m^2 \) s\(^{-1}\) nm\(^{-1}\). The above factor is appropriate for an instrument such as a spectrometer or spectrograph, whose acquired data are functions of wavelength. For an imager or other instrument that acquires data averaged over some wavelength interval, \( C_\lambda \) can be integrated appropriately. For example, for a device using bandpass filters, the convention to determine \( C \) is to simply multiply \( C_\lambda \) by the full width at half maximum (FWHM) bandpass of the filter. More details of the laboratory calibration process and examples are found in Paper I.
Some differences between calibration procedures in a laboratory and those done vicariously should be noted. In this sense, vicarious calibration indicates a calibration method and environment different from the way the instrument calibration was initially performed. This can be thought of as a “field calibration”, since the instrument is calibrated exactly how it is deployed. For such optical instruments on Svalbard, the environments they operate in are somewhat different from a controlled laboratory setting.

A good optical calibration laboratory allows explicit control on the environment: room temperature, humidity and lighting (or lack thereof), and so forth. Furthermore, angles, distances and other important factors are determined with more repeatability in such a setting. If possible, repeated calibrations of optical instruments in the laboratory are important to determine how various aspects of both the calibration implements, such as the lamp and diffusor screen, and the instrument itself vary with time. Examples of instrumental changes include the reduction in sensitivity of a photomultiplier tube due to seasons of light exposure, the change of bandpass and/or transmission of an interference filter, and the reduction of instrument fidelity owing to dust, moisture, repeated movements, and general wear and tear. However, owing to the high sensitivity of some instruments, moving them back into the laboratory after they have been deployed and carefully aligned is not an option.

While not a replacement for careful laboratory measurements, vicarious calibration has the distinct advantage of allowing the instrument to acquire calibration data in nearly the exact configuration that it acquires atmospheric data. In addition, since most instruments reside under transparent hemispheric domes, inclusion of the dome as an optic that is part of the instrument is necessary for a realistic calibration. Estimates of dome transmission in the visible wavelengths can be made, and have been done during the inaugural season of the Kjell Henriksen Observatory (KHO). The mean transmission from 400–700 nm for new Lexan® (polycarbonate resin thermoplastic) domes was found to be 96% [Peters, 2009]. Note that dome transmission after many seasons begins to degrade, presumably owing to UV exposure; scientists have noted a ‘yellowing’ of domes, indicating that the reduction in transmission is not uniform throughout the visible wavelength range.

The calibration scheme that UNIS employed at Nordlysstasjonen is identical in nature to that currently used at KHO, as depicted in Figure 3. Generally following Figure 2, the instrument to be calibrated has its field of view filled by a diffusing screen, which reflects light from the distant lamp. The current convention is to have the angle of the screen
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In practice, first the angle \( \alpha \) is measured relative to gravity by means of a bubble inclinometer. Using a laser level, the height of the lamp is set to be equal to the centre of the screen. Then, \( \alpha \) is simply equal to \( 90^\circ - \phi \). The distance from the screen to the lamp is then measured using a laser distance meter.

Given that with this setup there are only two critical measurements, the screen angle \( \alpha \) and the distance \( z \) from the screen to the lamp, an elementary uncertainty analysis can be performed. Ignoring constants, and dropping the subscript \( \lambda \) because it applies to instruments that acquire data as a function of wavelength, the geometrical form of (18) is:

\[
C \sim \cos \alpha \frac{1}{z^2}. 
\] (19)

The absolute uncertainty, \( \delta C \), is determined by:

\[
\delta C^2 = \left[ \frac{\partial C}{\partial z} \right]^2 \delta z^2 + \left[ \frac{\partial C}{\partial \alpha} \right]^2 \delta \alpha^2 \] (20)

\[
\delta C = \sqrt{\frac{4 \cos^2 \alpha}{z^6} \delta z^2 + \frac{\sin^2 \alpha}{z^4} \delta \alpha^2}. \] (21)

The relative uncertainty can be found by dividing (21) by \( C \):

\[
\frac{\delta C}{C} = \sqrt{\frac{4}{z^2} \delta z^2 + \tan^2 \alpha \delta \alpha^2}. \] (22)
To illustrate the impact of the two parameters and their uncertainties on the relative uncertainty in (22), Figure 4 shows the percent relative uncertainty as functions of $\delta z$ and $\delta \alpha$. In the case of a small value of $\alpha$ such as 15 degrees, the contribution to $\delta C/C$ from $\delta \alpha$ in degrees is comparable to that of $\delta z$ in dm. Yet for larger $\alpha$, the contribution to $\delta C/C$ is clearly dominated by $\delta \alpha$. Thus, the relative uncertainty in the calibration factor, $C$, is minimized by keeping $z$ and $\alpha$ respectively as large and small as possible.

Practical constraints to $z$ and $\alpha$ are important to note. With a common bubble inclinometer, it is doubtful to be able to measure $\alpha$ to better than 2-3 degrees. Also, since the location of each instrument in the observatory is fixed, so are values of $z$ for the different instruments. In addition, while (22) and Figure 4 indicate that $\alpha$ should be minimized, the projected area of $\alpha$ towards the instrument is proportional to $\sin \alpha$. Thus, there is a limit to how small $\alpha$ can be without violating the assumption that the screen totally fills the instrument’s field of view.

Finally, if there is a height difference between the lamp and the screen, $\alpha$ is no longer equal to $90^\circ - \phi$. In this case, (19) becomes

$$C \sim \frac{1}{z^2} \cos \left[ 90^\circ - \phi + \tan^{-1} \left( \left( h_{\text{lamp}} - h_{\text{screen}} \right) / z \right) \right],$$

and the uncertainty analysis can be redone. However, with $z$ being so much larger than any reasonable height difference between the screen and the lamp, the effect on the relative uncertainty is minor. For example, the height difference required to produce a 1 degree change in $\alpha$ is 87 cm when $z = 50$ m. But if a differential height error does occur, it is helpful to have the screen be above the lamp, thus reducing $\alpha$ and the overall relative uncertainty.

Figure 4. Variation of relative percent uncertainty in Equation 22 with distance $\delta z$ and screen angle $\delta \alpha$. The dotted grey line indicates a slope of unity. The largest practical screen-lamp distance $z = 50$ m for field calibrations at KHO was chosen to illustrate the effect of screen angles 15, 30 and 45 degrees.
1.1.4. Calibration of digital single lens reflex cameras and their applications in aeronomy

Recent technological advances in consumer electronics have made Digital Single Lens Reflex (DSLR) cameras emerge as an inexpensive option for applications in aeronomic research. The ability to easily change many parameters on the camera, such as the lens, apertures, exposure time, etc., permits a flexibility not commonly found in expensive, custom-built optical systems that typically have a narrow set of scientific applications. This section describes how each of the colour channels of the DSLR can be calibrated absolutely in a laboratory. Some example applications of DSLR data will be given.

Modern DSLR cameras typically use either a CCD or a Complementary Metal Oxide Semiconductor (CMOS) sensor. On top of the detector is a composite array of filters and microlenses called a Colour Filter Mosaic (CFM). It is required to detect photons of different wavelengths corresponding to either primary or secondary colours used in forming a colour image. The most common CFM is known as a Bayer mosaic, which has two green, one red and one blue pixel, in order to account for the green bias of the human eye. This is shown schematically in Figure 5. An example alternative mosaic that uses secondary colours is a Cyan, Yellow, Green and Magenta (CYGM) array. A raw image on the detector is converted to a colour image by a demosaicing algorithm, specific for each CFM.

Calibration measurements of the individual colour channels of the Nikon D70 and D200 were performed in Paper II. The Nikon D80 was calibrated in a similar fashion in Peters [2009]. In contrast to the preceding calibration section, where the instrumental response as a function of wavelength (i.e. the instrument function) was known, a different technique is needed in order to quantify the relatively wide passbands of each of the colour filters in the CFM. Specifically, the light source is changed from a broadband tungsten lamp to a more narrowband source, as described below.

The method used to calibrate DSLRs in the UNIS calibration lab consists of the camera

![Diagram of Bayer colour filter mosaic](Burnett, 2006).
viewing a Lambertian screen or integrating sphere, illuminated by output from a monochromator. The HR320 Czerny-Turner monochromator produces narrow lines of approximately 1.2 nm bandwidth, varying from 400–700 nm. Both the camera and a calibrated CCD spectrograph observe the exitance from the screen (or sphere) over the 31 lines output from the monochromator over the visible range, as shown in Figure 6.

These data can be used to produce a measurement of the spectral responsivity for each colour channel of a DSLR. For a unique observation \( i \) of the source, the number of raw counts (cts) for a given pixel is expressed by:

\[
u_i^{(k)} = \int C_i(\lambda) \cdot S^{(k)}(\lambda) \, d\lambda, \quad [cts]
\]

with \( C_i(\lambda) \) being the absolute intensity of the source \([R]\) and \( S^{(k)}(\lambda) \) the spectral responsivity in cts \([cts]\) \([Chang \ and \ Chen, \ 2001]\). In the above configuration, \( C_i(\lambda) \) is determined using the output from the CCD spectrograph acquired at the time of the DSLR image for a given setting of the monochromator. Since the monochromator produces 31 lines, (24) can be expressed as a matrix equation, representing an observation set:

\[
\hat{\mathbf{u}}^{(k)} = \mathbf{C} \cdot \hat{\mathbf{S}}^{(k)}, \quad \mathbf{C} = [C_1 C_2 C_3 \cdots C_{31}]^T
\]

yielding the spectral responsivity over the entire wavelength range by solving for \( \hat{\mathbf{S}}^{(k)} \). This calibration method and the above equation both assume that the spectral responsivity is independent of wavelength over the monochromator bandwidth of \(~1.2 \text{ nm}\).

One practical matter to note is that the background should be subtracted from each pixel before (25) is computed. This is done by taking an image with identical settings as

![Figure 6. Absolute intensity of source 31 lines output from the integrating sphere-illuminated HR320 monochromator, as measured by the FICS CCD spectrograph. The line shape is a convolution of various optical components from lamp to detector, as discussed in Paper II.](image-url)
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when viewing the source, except in total darkness. This acts to account for any stray or background light in the calibration room. The detector bias should also be removed from the images before the calibration procedure. In practice, subtracting the counts recorded by the camera with the smallest possible exposure time (e.g., 1/8000 sec. for the D200) removes the bias. Considering that the nominal exposure times of the three DSLRs considered tend to be 4 seconds or greater for auroral imaging, the detector bias has a negligible effect.

Spectral responsivities for the Nikon D70 and D200 (left) and the D80 (right) are shown in Figure 7. Superposed on both panels are typical dayside and nightside spectra obtained by the meridian-imaging auroral spectrograph (ASG) of the Japanese National Institute for Polar Research (NIPR) and Tohoku University. Note that the method is the same, but the depiction is different for the left and right panels. Figure 7a shows the spectral responsivity in units of $10^6 \text{ cts R}^{-1}$, while in Figure 7b the responsivity has been divided by the exposure time, resulting in units of $\text{cts R}^{-1} \text{s}^{-1}$.

From the ASG spectral profiles shown in the figure below, it is clear that prominent auroral emissions such as $\lambda 427.8$, $\lambda 557.7$ and $\lambda 630.0$ nm are shifted relative to the passband peaks of the blue, green and red channels of these cameras, respectively. But the colour response of the DSLR sensor was not designed with atmospheric research in mind; it is chosen to emulate the human eye response. Nevertheless, assuming the mean auroral energy to be relatively low, one can expect the emissions measured in each of the channels of the DSLR to be from the three common wavelengths indicated above. On the other hand, in situations where multiple auroral emissions are present within each colour passband (e.g., high energy nightside aurora with molecular band structures), the DSLR is

![Figure 7](image)

**Figure 7.** Spectral responsivities of different Nikon DSLRs obtained in two different studies. Left: red, green and blue channel responsivities for the D70 (dotted lines) and the D200 (dot-dashed lines) from Paper II. Common auroral emissions are shown by black tick marks, with typical dayside (solid blue) and nightside (solid red) spectra. Right: spectral responsivity of D80, with error estimates for red, green and blue channels (after Peters [2009]). Responsivities are valid for 4 sec. exposure time and ISO 1600 on all three cameras.
not able to discriminate between them. But despite such events, the emissions listed above are still the dominant emission lines above Svalbard. Finally, the presence of non-auroral, broadband light such as twilight can saturate one or more colour channels with a too long exposure.

DSLR imagery is useful in any application where a multicolour image adds additional information. An example is the use of colour to distinguish between cloud cover and a slowly moving auroral feature. This is in contrast to traditional auroral imaging, which nearly always images over a very narrow wavelength interval (~ nm) at any particular time. Of course, a modern all-sky imager using a filter wheel can take three narrowband images at λ427.8 nm, λ557.7 nm and λ630.0 nm in a sequence, but the images are taken at different times. Furthermore, it is sometimes necessary to eliminate or change one or more filters from the imaging sequence, depending on the scientific application.

While the data from the DSLR in operation at KHO have not been fully exploited, they have initially been applied to detecting cloud cover and determining the general sky conditions when other, more sensitive instruments cannot be operated (e.g., during moonlit or intense twilight periods). Figure 8 shows two images from the DSLR operated at KHO by NIPR, both under clear sky conditions. The dayside image, Fig. 8a, shows twilight in the south (top), cloud cover illuminated by Longyearbyen city lights (bottom, left of centre), and auroral red and green structures typical of dayside aurora. Fig. 8b depicts

![Figure 8. Two DSLR images from KHO, representative of typical auroral conditions on Svalbard. Equipment used is a Nikon D700 and an 8 mm Nikkor F/2.8 circular fisheye lens, with an exposure time of 8 sec. at 6400 ISO. Dayside aurora acquired on 2010 Jan. 11 at 08:10:20 UT (a). Aurora, as part of a substorm poleward expansion, acquired on 2010 Nov. 10 at 18:45:40 UT (b). South is at the top; East on the right. Images courtesy of H. Miyaoka, NIPR.](image)
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substorm aurora above the observatory. In this picture, red aurora is seen above (i.e. closer to the image centre) brighter green emissions during the substorm poleward expansion.

There are some drawbacks to using DSLRs. The recent industrial momentum to produce cameras with progressively higher resolution (i.e. total pixel count), without appreciable increase in sensitivity, does not well serve their application to low light imaging. Even the smallest picture setting possible on the Nikon D80 produces $1936 \times 1296$ pixel images (2.51 megapixels) – hardly necessary for anything other than public relations purposes without a proportional increase in sensitivity. When using a scientific CCD for low light imaging, the image size is usually set such that a balance is achieved between sensitivity and needed spatial resolution. For example, some modern scientific CCD systems in aeronomic research use image sizes as small as $256 \times 256$ pixels, or 0.06 megapixels.

In addition, the shutter and mirror mechanisms in a DSLR will eventually wear out, which has happened already with one camera at KHO. There exist colour detectors with longer-lasting electronic shutters that are designed to cater to both the amateur astronomy and Closed Circuit Television (CCTV) communities. These are an attractive, workable alternative, but they are somewhat of a step to a higher price range than commonly available DSLRs. An example colour system, and further discussions of the application of colour imaging in auroral research can be found by Partamies et al. [2007].

Despite possessing moving parts and having lower sensitivity than research-grade imaging systems, commercially available DSLR systems are increasingly finding their place in aeronomic / auroral research as inexpensive context instruments. In addition, their low cost permits their deployment in multiple locations where multiple look angles are required, for example in auroral triangulation or sounding rocket experiments.

1.2. Proton aurora

The aurora is a phenomenon caused by the precipitation of energetic particles whose interaction with the upper atmosphere can produce fascinating displays of light. While whimsical and certainly impressive, the study of the particle characteristics and the light they produce provides real insight into the interactions between the solar wind, the magnetosphere, and finally the Earth’s neutral and ionized upper atmospheric regions: the thermosphere and ionosphere, respectively.

The majority of particles comprising the solar wind, the same particles that precipitate into the upper atmosphere, are electrons and protons. Through various interaction
processes, particle precipitation energizes atmospheric constituents and produces ionization. In excited states, atmospheric atoms and molecules emit photons with energy less than or equal to that which is imparted to them, thereby producing aurorae.

Photons emitted in atmospheric reactions involving precipitating electrons, termed electron aurorae, are the most commonly studied optical diagnostic used to understand magnetosphere-ionosphere coupling; magnetospheric topology, particle distributions and current systems; ionospheric and thermospheric composition and dynamics, and so on. While many fine details of the nature of these phenomena will occupy researchers for decades, possibly centuries to come, electron aurorae are generally better understood than those created by precipitating protons.

1.2.1. Hydrogen spectra and thermospheric proton precipitation

1.2.1.1. Discovery and phenomenology
Precipitating protons of magnetospheric origin are initially confined to a magnetic flux tube. Upon interaction with upper atmospheric particles, part of the proton population will undergo charge exchange reactions, capturing an electron to form neutral hydrogen of comparable kinetic energy. Subsequent charge stripping and capture reactions result in a heterogeneous proton/hydrogen (H⁺/H) population, as schematically illustrated by Figure 9. Since some of the incident particles are electrically neutral hydrogen, they are not subject to the Lorentz force that produces the charged particles’ helical trajectories. A neutral hydrogen atom moves freely across magnetic field lines and retains a pitch angle similar to the incident proton. A H⁺/H beam at the top of the thermosphere will therefore become more transversely extended with decreasing altitude. In addition, the proton gyroradius itself is typically hundreds of meters (~200m at 5 keV). Thus, emitted photons from the hydrogen component of the population, known as proton aurorae, exhibit a more diffuse character relative to discrete electron aurorae that do not suffer such effects [Vallance Jones, 1974]. These hydrogen emissions are the unique signature of proton aurorae, as precipitating electrons do not generate them to any detectable threshold.

Lars Vegard was the first to detect a Doppler shift in auroral hydrogen Balmer emissions (Hₐ λ656.3 and Hₐ λ486.1 nm) from the ground with spectral measurements beginning in 1921 [Vegard, 1939]. This discovery not only provided evidence of proton precipitation in the auroral regions, but also significantly supported the theory that auroral emissions, in general, are caused by precipitating particles [Vegard, 1948]. The finding of the Doppler–shifted and –broadened line profiles was confirmed decades later by Gartlein
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Figure 9. Schematic depiction of a precipitating H⁺/H particle trajectory. From top: incoming H particle undergoes charge stripping (H + M → H⁺ + M+ e⁻), is confined to helical trajectory about B, captures an electron (H⁺ + M → H(*) + M⁺), and so on. After Davidson [1965] and Simon [2006].

[1950], and with higher spectral resolution measurements by Meinel [1951].

Measurements of the Balmer Doppler profile at multiple look angles showed shifts and broadening that varied between the magnetic zenith and horizon directions. Observations toward the magnetic horizon produced profiles that were symmetric about the unshifted line, or rest wavelength. By contrast, magnetic zenith profiles showed a clear asymmetry. The profile peak was blue-shifted ~0.5 – 0.7 nm, and was more broadened toward shorter wavelengths [Eather and Jacka, 1966]. Since only particle motions along the observed line-of-sight contribute to the Doppler effect, only the particles’ gyroscopic motion and their distribution in pitch angle produced the symmetric broadening in the magnetic horizon profiles. The distribution of particle velocities parallel to the magnetic field produced both Doppler broadening and peak shift when observing in the magnetic zenith. Early theoretical formulations were able to describe the general behaviour of proton precipitation and hydrogen emissions, including accounting for this variation with observation direction [Chamberlain, 1954a, 1954b, 1957; Omholt, 1956; Tuan, 1962].
Eather [1967] reviewed the state of proton auroral research at the conclusion of the 1960s. More recent reviews include McNeal and Bierly [1973], Eather [1988], Rees [1989], Yevlashin [2000], Basu et al. [2001] and Galand and Chakrabarti [2006].

The blue-shifted wing of the Doppler profile was found to vary with magnetic local time (MLT), with narrower spectra and smaller mean Doppler shifts found on the dayside than the nightside. Its interpretation as proportional to the line of sight-integrated H⁺/H energy spectrum supports the notion that lower energy proton precipitation can be found near the dayside cusp [e.g., Derblom, 1975; Henriksen et al., 1985], and higher energy proton precipitation is found in the evening and on the nightside [e.g., Galand et al., 2004; Borovkov et al., 2005]. Figure 10 illustrates the variation of the Doppler profile in Hα between the night- and dayside. This general pattern of proton precipitation is also confirmed by satellite particle measurements [Hardy et al., 1985].

Interestingly, a smaller, but significant component in the magnetic zenith profiles indicated upward-moving H⁺/H particles in the form of a red-shifted wing. While initially believed to be due to magnetic mirroring of protons [Eather and Burrows, 1966], the relatively coarse instrumental spectral resolution made it difficult to unambiguously attribute the red shift to upward moving particles [Eather, 1966]. This is because the instrument functions of previous decades (≥ 1.0 nm) convolved with even unshifted hydrogen Doppler profiles resulted in a component of the profile at longer wavelengths. However, higher spectral resolution instruments (≤ 0.5 nm) deployed after 1980 have unambiguously detected red shifts attributed to upward moving H⁺/H particles [Lummerzheim and Galand, 2001; Lanchester et al., 2003]. Specific attention to this ‘albedo flux’ is given in the context of its contribution to the population of Energetic Neutral Atoms (ENA) of terrestrial origin, found in near Earth space [Søraas and Aarsnes, 1996; Synnes et al., 1998].

1.2.1.2. Recent theoretical and observational advances

In the 1960s, researchers built upon initial theoretical attempts of the previous decades in order to more quantitatively and accurately describe proton precipitation. From this time, the modelling efforts fall into three disparate categories: The Continuous Slowing Down Approximation (CDSA), Monte Carlo (MC) methods, and Linear Transport (LT) theory [Decker et al., 1996]. The CDSA is based on semi-empirical range-energy relations for H⁺/H particles in air, derived from laboratory results. This formulation uses the notions of stopping power and particle range, which are mature concepts from laboratory research. An expression for the energy loss of a H⁺/H particle, ΔE, between from an initial height h₀
down to an arbitrary height $h_1$, in steps of $\delta h$, is given by:

$$\Delta E(h,\alpha) = \frac{1}{\cos \alpha} \sum_{h=h_0}^{h_1} \frac{dE}{dR(E)} \frac{n(h')}{n_0} \delta h ,$$

with $n$, $\alpha$, and $R$ being the atmospheric density, pitch angle relative to the magnetic field, and range, respectively [Henriksen, 1979]. Here, the energy degradation coefficient $dE/dR(E)$ is analogous to stopping power.

Edgar et al. [1973, 1975] were the first to implement the CDSA for proton aurora. It was also applied specifically to the transverse spreading of H$^+$/H particles by Johnstone [1972] and Iglesias and Vondrak [1974]. Henriksen [1979] determined that the atmosphere attenuates precipitating H$^+$/H particles in approximate proportion to their pitch angle. Modern implementations of this technique, applied to simulating both the Balmer volume emission rates and ground-based Doppler profiles, are found and discussed by Sigernes et al. [1994] and Sigernes [1996, and references therein].
The next method, called the Monte Carlo technique, tracks individual precipitating H'/H particles and their interactions with the atmosphere as governed by probabilistic expectations. The particle trajectories are governed by two factors, the first being that precipitating protons in a converging magnetic field experience changes in pitch angle according to the adiabatic invariance of the magnetic moment [e.g., Parks, 2003]:

$$\mu = \frac{mv^2 \sin^2 \alpha}{2B} = \text{const.}$$  \hspace{1cm} (27)

It therefore follows that a precipitating proton encountering a stronger magnetic field magnitude increases its pitch angle. Second, the neutral hydrogen atom travels in a straight line, despite the presence of the converging magnetic field. The change in pitch angle of a hydrogen atom in a dipolar magnetic field from heights \( h_0 \) to \( h_1 \) is found through geometry:

$$\Delta \alpha = \tan^{-1} \left( \frac{1}{1 + \frac{h_0 + R_E}{h_1 + R_E}} \tan \alpha \right),$$  \hspace{1cm} (28)

where \( R_E \) is the Earth’s radius [Kozelov, 1993].

The essence of this technique is that the free path length \( \tau \) of an H'/H particle between interactions is randomly determined by:

$$\xi = \exp(-\tau); \quad \tau = \int_{h_0}^{h_1} \frac{dh'}{\cos \alpha(h')} \sum_{i,j} n_i(h') \sigma_{ij}^{int}(E_0),$$  \hspace{1cm} (29)

where \( \xi \) is a uniformly generated random number between zero and one, \( E_0 \) is the energy of the particle after the interaction at \( h_0 \), and the \( \sigma_{ij}^{int} \) are the cross sections for the interaction between the neutral specie \( i \) with the particle with charge state \( j \). In addition to elastic scattering, the possible interactions are:

- **Charge capture**
  \( H^+ + M \rightarrow H'^\ast + M^+ \)

- **Charge stripping**
  \( H + M \rightarrow H^+ + M + e^- \)

- **Ionization**
  \( H^+ + M \rightarrow H^+ + M^+ + e^- \)
  \( H + M \rightarrow H + M^+ + e^- \)

- **Excitation**
  \( H^+ + M \rightarrow H^+' \)
  \( H + M \rightarrow H + M^' \)
  \( H + M \rightarrow H^+ + M \)

First implemented by Davidson [1965], the MC simulations showed a substantial broadening of a H'/H beam with decreasing altitude. This corroborated then contemporary
ground-based optical measurements of diffuse Balmer emissions spread over a wide region [e.g., Eather, 1969]. Subsequent applications of the method were made by Ponomarev [1976], Galperin et al. [1976] and Kozelov and Ivanov [1992]. The first MC simulation using a dipolar magnetic field and a three species atmosphere was performed by Kozelov [1993]. Lorentzen [2000] used a similar setup to describe the H^+/H beam spreading effect in latitude and longitude. Further characterization of beam spreading and its effect on ionization and conductances in the ionosphere and neutral atmosphere were conducted by Fang et al. [2007, and references therein].

In recent years, simulations of H^+/H transport using MC formalism have been compared to ground- and space-based data with increasing success. Kozelov [1996] validated model output with in situ rocket-borne particle measurements of Søraas et al. [1974]. Lorentzen et al. [1998] used satellite particle data as input to an MC simulation; the simulated Doppler profiles matched well with ground-based spectrometer measurements. A comparison of simulated H_a profiles with modern CCD spectrograph data during substorm onset is illustrated by Borovkov et al. [2005]. In that study, observations showed two distinct populations of H^+/H particles (~30 and ~60 keV), co-located with N-S electron arcs.

Collisional angular redistribution has been included in the MC model of Kozelov and Ivanov [1992], and later Gérard et al. [2000], to more accurately reproduce the red-shifted (or blue-shifted for space-based observations) wing of the Doppler profile. The model output was used to compare both observations of Lyman α from space [Gérard et al., 2001] and Balmer β from the ground [Gérard et al., 2005].

From this analysis, the authors indicate how the full line shape of the Doppler profile must be used to infer estimates of the H^+/H energy distribution, as opposed to only using the Doppler shift of the peak intensity. This is because different physical processes involved in H^+/H precipitation contribute differently to the shape of the profile. For example, the presence of higher energy H^+/H particles produces photons of higher blue shift, extending the blue-shifted wing of the Doppler profile and shifting the peak to shorter wavelengths. On the other hand, the same particles undergo more collisions than lower energy particles, and are thus more isotropized. This leads to an enhancement in the Doppler profile at the rest wavelength, thus weighting the profile peak back towards the rest wavelength [Gérard et al., 2005].

Linear transport theory explicitly solves the coupled H^+/H Boltzmann equations along the magnetic field line either analytically or numerically, and is nominally a one-
dimensional framework. Initially applied by Jasperse and Basu [1982], their model used a uniform magnetic field, a plane-parallel geometry, and steady state conditions. A spreading factor was introduced to account for the broadening of the H⁺/H beam with decreasing altitude. While the model ignored the ionization produced by secondary electrons, a modified model self-consistently solved for the combined hydrogen, proton and electron fluxes [Basu et al., 1993; Strickland et al., 1993]. One interesting result from the latter study was that the secondary electron flux resulting from H⁺/H precipitation was found to be softer, or less energetic, than for that of primary electron precipitation. Jasperse [1997] adapted the model using matched asymptotic expansions to revisit the effect of H⁺/H beam spreading.

Galand et al. [1997, 1998] significantly advanced the modelling effort when they developed a LT model that solved the dissipative, coupled H⁺/H Boltzmann equations. One strength of the technique is that since the solution to proton energy degradation is analytic, the model can be run quickly and with a minimum of computational resources. In addition, this model made major headway regarding the inclusion of both magnetic mirroring and collisional angular redistribution of H⁺/H beams. It was found that while both processes contribute to the overall albedo flux of H⁺/H particles, magnetic mirroring acts to reflect particles primarily above the optical emission region of typically 100 – 300 km, thereby not contributing significantly to the detected Doppler-shifted red wing [Galand et al., 1998, 1999].

In addition, with in situ particle data from satellites as input, this model produced Doppler profiles that matched well with high resolution, ground-based spectra. Thus, provided such realistic modelling, the hydrogen Doppler profile can be used to estimate energy flux and characteristic energy of precipitating H⁺/H particle populations [Lanchester et al., 2003]. This is quite advantageous, considering satellite overpass timing and geometry are rarely ideal.

Simon [2006] developed a kinetic/fluid transport electron-proton transport code. Based on a synthesis of the kinetic proton model of Galand et al. [1997, 1998] and the TRANSCAR electron transport code [Lilensten and Blelly, 2002], it is unique in that for a given influx of protons, it simultaneously and self-consistently computes both the proton and electron kinetic transport and the associated fluid equations, including convection effects and collisional and magnetic angular redistribution. Model output agreed well with ground-based Hα spectra, and also radar-derived electron density resulting from simultaneous proton and electron precipitation. In the latter case, the model indicates the
relate the contribution of proton and electron precipitation to the total electron density profile as seen by the EISCAT Svalbard Radar [Simon et al., 2007].

Kozelov and Holmes [2008] presented new arguments regarding the simulation of the Doppler profile in hydrogen aurora. They used a new version of the Kozelov MC model with a collision-by-collision algorithm that accounts for scattering reactions specific for the different atomic states of hydrogen. For the occurrence of the red-shifted wing of the profile, they conclude that it is not necessary to assume a large average scattering angle for all charge exchange reactions, as was done in other modelling which contradicts currently available cross section data. Instead, angle scattering reactions consistent with available cross sections are shown to reproduce a substantial red-shifted wing when accounting for individual reactions for each final atomic state. Specifically, only excited hydrogen atoms are found to scatter to large angles, and thus contribute to the red-shifted wing of the Doppler profile.

1.2.2. Dayside proton aurora as a visible tracer of magnetopause boundary layer dynamics

The polar cusps are high latitude regions found in the dayside magnetosphere where solar wind particles have unmitigated access to the Earth’s lower magnetosphere and ionosphere. They appear as funnel-like structures where the Earth’s magnetic field

![Figure 11. Cutaway view of the Earth’s magnetosphere. Magnetic field lines are depicted in blue, plasma flows in green, and currents in red. Only the northern hemisphere cusp is shown. After Russell [2000].](image)
weakens and bifurcates [e.g., Tsyganenko and Russell, 1999]. Figure 11 shows a projection of the magnetosphere and its different regions. For typical conditions, the terminus of the cusps in the upper atmosphere is located approximately near ±75° magnetic latitude (MLAT), has ~1° latitudinal width, and is 5–6 hours wide in magnetic local time [Johnsen and Lorentzen, 2012]. Ground-based observatories with the best combination of appreciable winter darkness and proximity to the cusp are shown in green in Figure 12.

Recent decades of dayside auroral research have emphasized the study of the cusps and neighbouring magnetospheric boundary layers in order to learn more about the coupled solar wind-magnetosphere-ionosphere system (see review by Frey [2007], and references therein). When the merging of the solar wind magnetic field with that of the dayside magnetosphere occurs, constrained magnetosheath and magnetospheric particles can precipitate to create dayside and cusp aurorae, which often occur directly above Svalbard. Researchers have been using these auroral signatures as tracers of processes such as magnetic merging occurring at the low latitude (sometimes described specifically as sub-solar) magnetopause, and lobe merging, occurring at higher latitudes.

During dayside magnetopause merging, the interplanetary magnetic field (IMF) connects with magnetospheric field lines, leaving the resulting flux tubes opened to the

![Figure 12](image-url)
IMF on one end and connected to the geomagnetic field on the other. This newly opened flux is swept antisunward owing to prevailing magnetospheric convection [Dungey, 1961]. Intermixed magnetosheath and magnetospheric ion populations confined to the convecting flux tubes are accelerated; those with the highest velocity parallel to the magnetic field precipitate into the ionosphere first. This is shown schematically in Figure 13. Since at least two disparate ion populations are subject to this process, it is not surprising that a dispersion of precipitating ion energy with space and time occurs as the flux tube convects tailward. This is known as the ion velocity filter effect, first observed by satellites at high latitudes and altitudes in the plasma mantle [Rosenbauer et al., 1975; Haerendel, 1975]. The effect also manifests in the form of ion distributions with low energy cut-offs that have been used to investigate the location and plasma properties of the magnetopause reconnection site [Onsager and Elphic, 1996, and references therein]. Low altitude, polar-orbiting satellite measurements of this energy dispersion were also reported in and near the cusp, showing pulsed, stepped, and smooth ion dispersions along the spacecraft trajectory [Newell and Meng, 1988]. But because of the spatio-temporal ambiguity inherent in these measurements, the energy dispersions were difficult to interpret relative to magnetopause reconnection events [Lockwood and Smith, 1989].

Meanwhile, combined satellite and ground-based observations related the dayside

![Figure 13](image)

**Figure 13.** Depiction of the ion velocity filter effect for newly merged magnetic field lines (black). At time $t_1$, the arbitrary high (red) and low (blue) parallel energy particles are collocated after the initial merging. During $t_1 < t < t_3$, field-aligned acceleration and velocity dispersion occurs. At time $t_3$, the faster particle precipitates into the ionosphere, followed by the slower particle at higher MLAT at time $t_4$. After Onsager and Elphic [1996].
electron auroral features to flux transfer events (FTEs) at the magnetopause [Russell and Elphic, 1978, 1979], and illuminated the relationship between auroral dynamics and transient magnetopause merging [Sandholt et al., 1986]. Polar Moving Auroral Forms (PMAFs), attributed primarily to precipitating electrons, were discovered to be good candidate signatures of such ionospheric responses [Fasel, 1995]. Previously published characteristics of PMAFs consistent with FTEs and transient magnetopause merging are discussed by Sandholt et al. [2002, and references therein].

Spectra of H+/H emissions were observed from the ground with improved time resolution, revealing the pulsed nature of dayside proton precipitation on time scales similar to PMAF occurrence [Sigernes et al., 1996]. These hydrogen emissions were sometimes observed with an accompaniment of discrete electron auroral arcs, both on the dayside, often as PMAFs [e.g., Lorentzen et al., 1996, Lorentzen and Moen, 2000], and in nightside substorm aurora [e.g., Deehr, 1994, Deehr and Lummerzheim, 2001]. Despite the spatio-temporal coincidence of FTEs during dayside merging and PMAFs, no single theory linking the two phenomena has emerged. On the contrary, observations of dayside H+/H precipitation and supporting theory consistently illustrate the relationship with dayside magnetic merging [Deehr, 2002].

Spectral measurements of the hydrogen Doppler profile showing sudden changes in energy combined with the Pulsed Proton Events (PPEs), observed during magnetopause merging [Sigernes et al., 1996], motivated new hypotheses [Deehr et al., 1998]. The first was that latitudinally distributed, ground-based optical measurements of precipitating H+/H energy should reveal the ion velocity filter effect as well. Also, the variation of H+/H energy with time above the observatories could be used as a proxy for the merging rate at the magnetopause.

The Protonics project was initiated to further explore these concepts. Using spectral measurements of Balmer α and β from both Longyearbyen and Ny-Ålesund, the ion velocity filter effect was observed for three different cases, described in Papers III and IV. The first ground-based observations of the velocity filter effect in Paper III required the energy difference between the stations to be averaged for up to two hours in order to be statistically significant. The last case in Paper IV features Doppler profiles of sufficiently high signal-to-noise ratio that the energy difference between the two stations could be observed in a time-resolved, scan-by-scan fashion. Not only was a 2-5 keV energy difference observed over a period of 45 minutes, but also the difference increased throughout the period, indicative of a decreasing merging rate at the magnetopause.
1.3. Proton and electron shock aurora

The solar wind is replete with different discontinuities and shocks that affect the magnetosphere-ionosphere system. Those associated with sudden enhancements in the solar wind ram (or dynamic) pressure, $P_{\text{ram}}$, produce a compression of the dayside magnetosphere; the general term “pressure pulse” describes this enhancement. In turn, the compression intensifies the Chapman-Ferraro currents (also known as the magnetopause currents, cf. Figure 11), moving them nearer to Earth. The response of the horizontal component of the magnetic field at the Earth’s surface to this enhancement is termed a geomagnetic Sudden Impulse (SI). They are observed typically within one minute of the shock impingement on the magnetopause, dictated approximately by the Alfvén speed. When such an impulse is followed by a geomagnetic storm, the term Storm Sudden Commencement (SSC) is used, although morphologically SI and SSC are identical [Nishida, 1978].

Some effects of sudden increase in $P_{\text{ram}}$ associated with shocks and/or pressure pulses include, for example, the energization of trapped particle populations, creation of new radiation belts, and propagating auroral brightenings termed shock aurorae. In addition, in situations where a significant, concurrent IMF turning is observed, a net input of energy into the magnetosphere (for southward turnings), or a sudden energy release in the form of a magnetospheric substorm (for northward turnings) can occur [Tsurutani et al., 2011].

The advent of space-based UV imaging revealed the fascinating response of aurorae to the passage of shocks, as researchers were able to observe the dynamics of the entire oval at once [e.g., Craven et al., 1986]. Data from later UV imaging platforms such as the Polar Ultraviolet Imager (UVI) and Imager for Magnetopause-to-Aurora Global Exploration (IMAGE) have produced image sequences of higher fidelity and time resolution than ever before [e.g., Vorobjev et al., 2001], and in the latter case, the ability to unambiguously separate the proton and electron auroral components of shock aurora and their asymmetries between the dawn- and dusk sides of the auroral oval. [e.g., Meurant et al., 2003, 2004].

Space-based observations revealed that the shock auroral brightening in most cases appears first near local noon and then propagates along the dusk and dawn flanks of the oval towards the nightside [e.g., Spann et al., 1998, Brittnacher et al., 2000]. However, after the initial brightening, different propagation speeds have been observed. One observed type of near-instantaneous (~few minutes or less) auroral enhancement over part
of [Chua et al., 2001] or the entire auroral oval [Zesta et al., 2000; Boudouridis et al., 2003; Meurant et al., 2003], is attributed to fast Alfvén waves propagating across magnetic flux tubes [see discussion in e.g., Kozlovsky et al., 2007; Motoba et al., 2009]. The second type is a slower response, observed as a continuous propagation of auroral enhancement along the oval, reaching magnetic midnight in less than about 20 minutes. The propagation speeds are reported to be in the range of 6–11 km/s in the ionosphere, which, when mapped to the magnetospheric equator, roughly coincide with the speed of the shock passage in the magnetosheath and along the magnetopause [Zhou and Tsurutani, 1999]. Furthermore, the propagation of electron and proton shock aurora in some slow-response cases has been found to be different between the dawn and dusk sides, following the relative quiescent prevalence of electron and proton trapped particle populations as a function of MLT [Meurant et al., 2003].

Ground-based observations of shock auroral occurrence have added needed detail to complement advances using only space-based imagery. In addition to being able to refine the timing of shock auroral propagation with higher temporal resolution, such measurements possess the ability to spectrally and spatially discriminate between different auroral forms, thereby giving insight into their magnetospheric source regions and related particle acceleration physics.

One example is the identification of discrete dayside auroral arcs, found along the polar edge of the auroral oval and near the open/closed field line boundary, and a region of diffuse aurora more equatorward on closed field lines. The discrete auroral component is created by lower energy electron precipitation along highly structured field-aligned currents, as illustrated by a higher ratio of λ630.0 nm to λ557.7 nm emissions. The magnetospheric phenomena producing these auroral forms are thought to be magnetopause perturbations, magnetic shearing, and/or kinetic Alfvén waves generated by magnetic merging. By contrast, the diffuse precipitation is believed to occur by increased pitch angle scattering into an enlarged loss cone, owing to increased temperature anisotropy, loss cone instability, and wave-particle interactions [Zhou et al., 2003, 2009]. An illustration of the different processes that give rise to both discrete and diffuse shock aurora are shown in Figure 14.

In one event, proton and electron aurorae were detected in the diffuse region, yet with a different propagation speed and a two-pulse proton aurora onset pattern [Motoba et al., 2009]. The relative occurrence of proton and electron aurora in the previous example, observed both from ground and space, is shown in Figure 15. The different propagation
speeds between electron and proton shock aurora are also reported in Paper V. More recently, Liu et al. [2011] published an instance of auroral intensity decreasing during increased $P_{\text{ram}}$ associated with a shock passage, which was attributed to a postnoon downward Birkeland current, as modelled by Araki [1994].

![Figure 14](image14.png)

**Figure 14.** Depiction some possible physical mechanisms that give rise to discrete and diffuse shock aurora. After Zhou et al [2003].

![Figure 15](image15.png)

**Figure 15.** Shock aurora observed by IMAGE and an all-sky imager at South Pole Station. Top row: broadband aurora from Wideband Imaging Camera (WIC); middle row: S112 images of hydrogen (proton) aurora at Ly $\alpha$; bottom row: S113 images of electron aurora. After Motoba et al. [2009].
2. Motivation

Many studies of the relationship between solar wind / dayside magnetosphere interactions and dayside auroral phenomena have concentrated on IMF control of magnetospheric merging and the corresponding auroral response [Sandholt et al., 1986, 1998; Onsager and Elphic, 1996, and references therein; Deehr et al., 1998]. In general, this suite of research topics has been approached with many perspectives and experimental techniques, including but not limited to: rocket-borne measurements of auroral particles, photons and electromagnetic fields, satellite-based measurements of the same, ground-based magnetic, sounder and radar observations of auroral plasma motion and dynamics, and ground-based optical imaging and spectroscopy of proton and electron aurora.

As mentioned in Section 1.2.2, there was no mistaking the circumstantial evidence of the similar temporal occurrence of PMAFs to the repetition rate of FTEs at the magnetopause. And yet, no single theory has been found to consistently explain the causal relationship between dayside electron arcs and PMAFs to FTEs. Since the study of dayside proton precipitation and auroral hydrogen emissions is supported by theory that does explain their relationship to dayside merging, they were chosen to further separate spatial from temporal variations in dayside proton aurora and their context with respect to PMAFs and FTEs [Deehr, 2002].

Much was learned previously about the detailed nature of dayside proton aurora in and near the cusp. Two examples are: highly time-resolved observations of the pulsed temporal nature of dayside hydrogen emissions [Sigernes et al., 1996], and sudden increases in precipitating proton energy associated with increases in the magnetopause-merging rate [Deehr et al., 1998]. These studies were performed using a single observatory.

The ion velocity filter effect, initially measured by satellites high in the magnetospheric mantle [Rosenbauer et al., 1975; Haerendel, 1975], was later observed in the dayside auroral precipitation zone [e.g., Newell and Meng, 1988; Newell et al., 1991]. Figure 16 shows ion energy spectra obtained with a Defense Meteorological Satellite Program (DMSP) satellite in low earth orbit (bottom panel, near 12:46:00 UT). The spectra clearly depict the signature of increasing ion energy with decreasing latitude. But the effect had yet to be observed optically from the ground. Quantifying the velocity filter effect from the ground requires auroral hydrogen measurements from multiple observatories in order to
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Figure 16. Ion velocity filter effect in the cusp, as measured by DMSP F7 particle detectors. After Newell et al. [1991].

observe the difference in Doppler shift, and thus the characteristic energy of the H+/H particle population.

Why the ability to monitor the ion energy dispersion from the ground is important is a matter of the spatio-temporal difference between ground-based and low earth orbit satellite measurements. For example, particle sensors onboard the DMSP satellites produce high-fidelity measurements of electron and ion energy flux and differential energy spectra. The low altitude orbit results in snapshot-like observations of the region of interest, in this case, the cusp. In order to observe the rate of change of any parameters determined by DMSP over a period of more than a couple of minutes, one must wait until the next orbital period (~100 minutes). On the contrary, ground-based observatories slowly rotate into and out of the cusp, and can provide continuous observations for up to hours at a time.

Regarding proton and electron shock aurora, by far the majority of studies investigating these phenomena use satellite-based observations from which to draw scientific findings. This was done presumably owing to the large number of available observations, and the fact that ground-based optical observatories only operate during winter months and are plagued by cloud cover. As such, dayside ground-based optical observations of a shock-aurora onset at MLTs close to the initial brightening location are exceedingly rare [e.g.,
Sandholt et al., 1998; Kozlovsky et al., 2005; Motoba et al., 2009; Vorobjev et al., 2009; Zhou et al., 2009].

Such ground-based endeavours contribute needed spatial, temporal and often spectral detail that is often lacking in solely satellite-based studies. The ground-based studies mentioned above have all revealed heretofor unobserved details in shock-aurora evolutions such as the relative location of diffuse and discrete aurora [Sandholt et al., 1998; Vorobjev et al., 2009; Zhou et al., 2009], and motion of the dayside auroral oval boundaries, including the shock’s affect on the luminosity distribution within the oval [Kozlovsky et al., 2005].

However, not all ground-based shock aurora works use data from instrumentation capable of discriminating between proton and electron aurora. Clearly, being able to discriminate between the two particle populations by the aurora they produce can yield new physical insight into the magnetospheric source populations and their response to solar wind shocks and pressure pulses. The technique also can help constrain the various proposed theoretical processes by which shocks accelerate particles and produce auroral precipitation (cf. Figure 14). Finally, the above-mentioned studies and others have used no more than two ground-based observatories to observe shock aurora, and have sampled a limited range of MLT focused near magnetic noon. A set of distributed, ground-based observations can sample the effects of the passing shock on different auroral oval sectors.
3. Summary of Papers

Five papers are presented in this work. The first two papers describe procedures and methods used to perform intensity calibrations of both narrow-field instruments, such as the spectrometers used to acquire hydrogen spectra, and commercially available Digital Single Lens Reflex (DSLR) cameras. For comparisons to other complementary datasets, all data presented in the remaining papers are calibrated absolutely with respect to intensity and wavelength using the techniques described.

The following two papers describe results from the Protonics project, which is an experiment involving the measurement of dayside auroral hydrogen emissions from two locations on Svalbard collinear in magnetic longitude: Longyearbyen (LYR) and Ny-Ålesund (NYA). These papers are case studies of auroral hydrogen spectral measurements, applied to the characterization of cusp auroral proton populations and their source region dynamics. The main result from these studies is that the ion velocity filter effect can be observed, with sufficiently high fidelity, from a pair of ground-based observatories spaced ~100 km apart. Energy differences in the precipitating H’/H population, and their development in time, are observable for much longer than a brief observation from a passing low earth orbiting satellite.

The final paper investigates the relative contributions of proton and electron precipitation to shock aurorae. This study includes distributed ground-based optical observations covering much of the boreal auroral zone using five multichannel meridian scanning photometers. Data from the photometers are used to intuit the spatio-temporal occurrence of shock-induced proton and electron aurora enhancement with high resolution. Ultraviolet imagery from the Polar spacecraft provides contextual data of the entire boreal auroral oval during the shock passage. An interesting finding is that a two-pulse shock aurora onset, involving both precipitating protons and electrons, was observed in two cases. One of the cases is a prenoon observation that suggests field-aligned currents opposite to those of a previously reported postnoon event.

There are two themes that link the final three observational papers. The first is technique, as the experiments all employ distributed, ground-based observations of auroral hydrogen emissions. The second, more important, theme is the investigation of ionospheric and auroral effects of solar wind interaction with the magnetosphere. Having shown the relationship between auroral hydrogen emissions to the strength and orientation
of the IMF (Papers III–IV), the next logical step was to investigate this relationship to other IMF conditions. In the case of Paper V, the purpose is to explore the response of the auroral oval to increases in the solar wind dynamic pressure in the form of fast shocks.


The method by which spectrometers, such as those used in the Protonics project, are calibrated absolutely with respect to intensity is described. Specifically, this paper discusses a method suitable for optical instruments with small fields of view (FOV, i.e. $\lesssim 15$ degrees full angle). A determination of the ratio of electronic or digital counts output to the number of input photons is an absolute intensity calibration. The setup of the UNIS calibration laboratory is given, and the mathematical framework of the calibration process using a tungsten lamp of known radiance and a Lambertian diffuser screen is outlined. The method is exemplified for a spectrometer calibration and a secondary lamp certification. Finally, a technique to control the exitance of the known source without varying its spectral response is illustrated using the variation of brightness at the detector with distance between the lamp and the Lambertian screen.


This paper is an application of the concepts discussed in Paper I, only applied to commercially available Digital Single Lens Reflex (DSLR) cameras. Narrow-band light produced by a monochromator is used as a source, and is varied in wavelength such that a library of nearly monochromatic lines from 400 to 700 nm is produced. An intensity calibrated spectrometer and a DSLR camera both image the output projected onto a diffusing screen. Details and caveats on the procedure used to calculate the spectral responsivity are given, and the result is calculated for two different Nikon cameras. When DSLR images are separated into their component colours, the red and green portions have adequate spectral sensitivity to detect the common auroral emissions of $\lambda 630.0$ (red) and $\lambda 557.7$ nm (green) during both dayside and nightside
conditions. For ideal detection capabilities, the red and green spectral responsivities should be shifted around 30.0 and 40.0 nm, respectively.


This paper describes the initial case study of distributed measurements of auroral hydrogen spectra on Svalbard. Simultaneous spectra from both LYR and NYA are presented for two different days. A detailed process of fitting simulated hydrogen Doppler profiles generated by a Monte-Carlo algorithm is used to estimate the precipitating proton energy. In addition, a robust method used to fit the contaminating OH (6-1) airglow band ensures isolated Balmer alpha (H$_\alpha$) emissions before fitting modelled profiles. Balmer beta (H$_\beta$) spectra, which are more easily contaminated by Rayleigh-scattered twilight, are isolated using a technique where a normalized pure twilight spectrum is subtracted from the data. Energies estimated between the two stations were compared and emissions from lower latitudes were found to be of slightly higher energy when averaged over approximately two hours. This preliminary result supports the ion velocity filter paradigm, which predicts such a latitudinal energy difference because of spatial ion energy dispersions owing to an acceleration process taking place on tailward-swept newly reconnected field lines.


This study is a continuation of the experiment whose initial results are presented in Paper III. In the previous paper, H$_\alpha$ spectra at NYA were compared with H$_\beta$ at LYR. Data from a newly deployed Ebert-Fastie spectrometer at LYR allow for the more straightforward comparison of H$_\alpha$ at both locations. A 45-minute period of strong cusp proton aurora was analysed in a manner similar to that in Paper III. In this case, a statistically significant energy difference was found throughout the period. In addition, the high signal-to-noise ratio in both datasets resulted in energy uncertainties small enough to sufficiently time-resolve the energy difference and its evolution. This is the
first statistically significant ground-based measurement of the ion velocity filter effect, previously measured by both low- and high-altitude satellites in the cusp and mantle regions of the magnetosphere. Finally, the energy difference over the period increased with time, which is indicative of a decreasing merging rate at the reconnection site.


Meridian scanning photometer (MSP) data are combined with global ultraviolet images from the Polar Ultraviolet Imager instrument to estimate the timing and propagation speed of shock auroras previously studied using solely space-based ultraviolet auroral imagery. The multispectral nature of the MSPs, including the presence of a Balmer beta channel, enables the discrimination between proton and electron aurora. Following a near-magnetic noon onset, the occurrence of auroral emissions created by shocked precipitating protons and electrons is observed to propagate tailward, along the auroral oval with speeds of several km/s, consistent with the shock propagation speed in the solar wind. In two cases, shock aurora propagation speeds along the auroral oval determined from satellite imagery are confirmed, to within calculated uncertainties, with ground-based timing. The majority of instruments detect low-energy discrete auroral arcs poleward of diffuse, higher-energy aurora. Evidence of a previously reported two-pulse proton aurora shock onset is detected at some, but not all, locations.
4. Outstanding Problems and Future Work

While the most general properties and physics of auroral proton precipitation have been worked out decades ago, there remain some details that still elude explanation. For example, the red-shifted wing of the auroral hydrogen Doppler profile is now accepted to be the optical manifestation of upward moving protons, also known as albedo flux. While the red-shifted wing was not a critical part of the analysis in Papers III and IV, which focused on the ion velocity filter effect of downward moving H\(^+\)/H particles, the Monte Carlo model still fitted the entire Doppler profile. Data-model discrepancies contributed to the overall uncertainty calculation for the downward-moving H\(^+\)/H characteristic energy. What is more, H\(^+\)/H albedo flux is still worth exploring in its own right to further complete the body of knowledge about proton aurora.

Currently, there is disagreement regarding the physical processes by which albedo flux is created. Some modelling efforts have recreated physically reasonable fluxes in agreement with observations by using a fairly large collisional angular redistribution at low energies (1 keV or less). However, this assumption does not agree with current information about relevant cross sections. As an alternative, detailing the scattering reactions for specific excited states is more realistic, as certain excited hydrogen states naturally lend themselves to large angle scattering [Kozelov and Holmes, 2008], ultimately creating a source of albedo flux. At the time of writing, the theoretical basis for this adaptation has been worked out but not implemented in existing models.

Regarding continuing research on the ion velocity filter effect, and more generally the relationship between cusp proton aurora, its electron counterpart, and dayside magnetospheric boundary layer dynamics, several challenging but immediately possible variations should be undertaken. The first and most obvious one would be to present more cases of the velocity filter effect, as observed in Papers III and IV. In the event of positive IMF B\(_z\), the deduced H\(^+\)/H energy dispersion should be the opposite sense of that reported in Papers III and IV. Again, this has not been observed from the ground.

A useful addition would be to include in situ particle data from a satellite conjunction, which could be used to constrain the assumptions about the top-of-atmosphere precipitating proton flux (that is, energy and pitch angle distribution functions) for modelling. There is, however, some luck involved in obtaining good ground-based data during a fortuitously timed conjunction.
Next, the determined energy dispersion of H^+/H particles between a pair of ground stations can be used to make an estimate of the merging rate at the magnetopause. This rate can then be compared with other estimates determined by other means, for example using the SuperDARN network of coherent-scatter radars, high-latitude incoherent-scatter radars such as EISCAT, and the inclusion of relevant space-based measurements [e.g., Lockwood et al., 2005; Chisham et al., 2008 and references therein].

As scientific imaging technology matures, a pair of meridian-imaging spectrographs could eventually replace the photometer-based Ebert-Fastie spectrometers used in cusp hydrogen aurora measurements. Though the required sensitivity would still necessitate large apertures, dynamic binning on the focal plane arrays (for example, using only ~10-20 pixels along the spatial dimension) would allow for many common-volume measurements of adequate spectral resolution.

Finally, further investigation into the relative occurrence of proton and electron shock aurora is encouraged. While at least one study discriminated between proton and electron shock aurora using satellite-based imaging [Motoba et al., 2009], the same capability was not employed in the ground-based measurements. High sensitivity, high time resolution imaging of emissions (be they images or meridian scans) is likely to reveal more information and detail about the relative location of proton precipitation, when placed in context with Ly-alpha images from space.
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Abstract. Simultaneous optical ground-based observations of auroral Balmer excited hydrogen atoms were performed during the boreal winters of 2002-2003 and 2003-2004 at Ny-Ålesund, Svalbard (NYA 76.26°N 110.98°E geomagnetic) and Longyearbyen, Svalbard (LYR 75.31°N 111.88°E geomagnetic). Balmer α (H₆) with a natural wavelength of 6563 Å was detected at Ny-Ålesund, while Balmer β (H₅) at 4861 Å was measured at Longyearbyen. The emissions are well known to originate from precipitating protons whose charge exchanges with the neutral atmosphere lead to a diffuse, Doppler-shifted emission region. Measurements are made using Ebert-Fastie spectrometers that are located 118 km apart on a line of roughly constant geomagnetic longitude, thus making this configuration suitable for studying the variation of proton energy with geomagnetic latitude, the so-called "velocity filter" effect. For two different days, analysis of the spectrometer data sets was performed, yielding in both cases positive energy differences between LYR and NYA in support of the velocity filter concept. In order to reduce uncertainties in the determined energies obtained from the Doppler profile, distributions of energy difference were constructed using the entire time period (up to 2 h) for each case.
1. Introduction

Although auroral hydrogen emissions owing to proton precipitation are typically not as intense as other emissions resulting from precipitating electrons, they nonetheless are a signature of a significant amount of energy transferred into the Earth's thermosphere. In fact, proton precipitation, the source of auroral hydrogen emissions, can sometimes be the dominant source of energy input in a given auroral event [Rees, 1982]. The diffuse nature of proton precipitation and the associated optical emissions produce a large-scale optical ionospheric footprint of magnetospheric plasma sources [Lorentzen and Moen, 2000]. This can be used to map from the ionosphere to dayside magnetopause reconnection sites and characterize the spatial distribution of precipitating ion energy [Deehr et al., 1998].

A beam of protons incident upon the upper atmosphere is initially confined to a magnetic flux tube. Hydrogen atoms are created after a fraction of the proton population undergoes charge exchange reactions with the ambient neutral constituents. The repeated process of charge exchange and stripping produces a mixed proton/hydrogen (H+/H) population. Newly formed hydrogen atoms, no longer confined to the magnetic field, propagate downward across field lines with pitch angles like the initial protons. Therefore the transverse width of a H+/H beam increases with decreasing altitude to the region of effective energy dissipation, thus producing the diffuse aspect of proton aurora [Davidson, 1965].

Owing to the initial earthward momentum of a H+/H beam, hydrogen emissions viewed in the magnetic zenith at the ground will be generally Doppler shifted towards shorter wavelengths. This shift was first detected by Vegard during the boreal winter of 1939–1940 [Vegard, 1939, 1940]. Further evidence to support the notion that auroral emissions in general are caused by precipitating particles was lent by Meinel [1951], Galperin [1959], Yevlashin [1961], and later Eather and Jacka [1966]. The asymmetric Doppler-shifted hydrogen profiles were obtained while observing in the magnetic zenith and the symmetric Doppler-broadened ones while observing in the direction of the magnetic horizon. Only line-of-sight motions of emitting particles produce a net Doppler shift. Therefore, for magnetic zenith profiles only the motion parallel to the magnetic field produces a shift while the gyroscopic motion has no effect. Conversely, when pointing toward the magnetic horizon, only the gyroscopic motions of the H+/H population produce a broadening which is symmetric about the unshifted line. Several
reviews of progress in the study of auroral hydrogen emissions are given by Eather [1967], McNeal and Birely [1973], Eather [1988], Rees [1989], Yevlashin [2000] and Galand and Chakrabarti [2006].

As the technology required to produce both high resolution instruments and narrow bandpass interference filters improved, a contribution in the observed hydrogen emission profiles shifted to longer wavelengths was observed. Whereas in the past this red-shifted component was thought to be the result of the convolution of wider instrumental functions, recent high resolution measurements with much narrower instrument functions unambiguously measured this "red wing" and determined it to be an attribute of the emission itself [Lummerzheim and Galand, 2001; Lanchester et al., 2003]. The physical interpretation of such a feature is that there exists a fraction of the H^+/H population propagating upward in the lower thermosphere. The red-shifted component was also reproduced by the numerical model of Galand et al. [1998], but with the assumption of very large angular redistribution of the H^+/H population. The cause of this redistribution is noted as being a combination of magnetic mirroring [Eather, 1966; Kozelov, 1993] and collisional scattering, the latter being more influential at lower altitudes coincident with the hydrogen emission region, which is typically 100-150km depending on the particle energy distribution.

In the case of dayside reconnection at the magnetopause, newly opened field lines, mapping to the dayside cusp, accelerate magnetosheath ions as the field lines are convected antisunward. As this progresses, the fastest ions in the population will arrive at the ionosphere first [Deehr et al., 1998]. Assuming a simple geometry, along a given line of magnetic longitude in the ionosphere the energy inferred from the ground for the incoming population will drop while convecting antisunward since the slower particles are arriving later. This process of distributing precipitating particle energy is known as a velocity filter [Rosenbauer et al., 1975; Haerendel, 1975].

We report on simultaneous measurements made by high resolution Ebert-Fastie (E-F) spectrometers [Fastie, 1952; Sivjee et al., 1979] at two different locations along a line of nearly constant magnetic longitude. A spectrometer measuring a wavelength region centered around the H_α emission is located at Ny-Ålesund (76.26°N 110.98°E geomagnetic), and one measuring the H_β hydrogen profile is located at Longyearbyen (75.31°N 111.88°E geomagnetic) at the Auroral Station in Adventdalen. Brief instrumental details on the spectrometers, along with the procedure used to isolate
Figure 1. MSP keogram for January 3, 2003 from 0625 – 0810 UT. The four panels from top to bottom show emission intensity as a function of elevation angle in the magnetic meridian and time for the wavelengths 6300 Å \([\text{O I}]\), 4278 Å \(\text{N}_2^+\), 5577 Å \([\text{O I}]\), and 4861 Å \(\text{H}_\alpha\). Intensity in Rayleighs is given in the colour scale.

Balmer emissions from neighboring spectra, are given in Sect. 2. Two case studies of simultaneous measurements at the sites are presented in Sect. 3. Interpretation of the proton energies derived from measurements at both locations is given in Sect. 4. Concluding remarks are given in Sect. 5.

2. Instrumentation and processing

2.1. Optical instruments

The two E-F spectrometers used in this study scan a wavelength region of nearly 80 Å about the two Balmer emissions. Each spectrometer consists of a spherical mirror, a reflecting grating at the mirror focus, curved entrance and exit slits, and a photomultiplier detector. For a particular position of the grating, the mirror images the entrance slit onto the exit slit at a particular wavelength.

The average linear dispersion, which is a measure of the width of a spectral interval
in the plane of the exit slit, is 3.06 Å/mm for the 1 m Green spectrometer at LYR and 4.18Å /mm for the ½ m Black spectrometer at NYA. Since the exit slit width for both instruments is 1 mm, the resulting bandpasses are 3.06 Å and 4.18 Å for LYR and NYA, respectively. Furthermore, due to the entrance and exit slits of both the spectrometers being matched, the bandpass in this case is identical to the full width at half maximum (FWHM) of the triangular instrumental function.

An order-sorting filter is placed before the entrance slit to prohibit overlapping spectral orders from contaminating the signal. Specifically, both instruments are measuring the second diffracted order. Spectral scanning is achieved by the mechanical rotation of the grating, driven by a synchronous motor. From the exit slit, a light pipe ducts the light to a thermoelectrically-cooled GaAs photomultiplier tube that has a nearly uniform spectral response across the wavelength region of interest. Both spectrometers have a field of view of 4-5 degrees along the entrance slit and are aligned to the local magnetic zenith, which is approximately 8 degrees south of geographic zenith in the magnetic meridian plane [Sigernes et al., 1996].

To allow the narrow-field spectrometer data to be interpreted in the larger context of auroral activity as a whole, data from the meridian scanning photometer (MSP) at Longyearbyen was used. This instrument is composed of a five channel photomultiplier array, each channel fitted with a narrow band interference filter which can be tilted relative to the optical axis. The tilting of the filters shifts the effective filter passband, thereby enabling background measurements in addition to peak measurements [Romick, 1976]. This is especially important to the measurement of emission lines with greatly varying backgrounds such as H\textsubscript{p}.

The MSP photometers sweep the magnetic meridian via a scanning mirror with a full rotational period of 4 seconds. Data records are composed of two peak scans and two background scans, resulting in a time resolution of 16 seconds. In the current configuration, the MSP acquires data at the following peak wavelengths: 6300 Å [O I] 'D, 4278 Å N2' 1NG, 5577 Å [O I] 'S, 4861 Å H\textsubscript{p}, and 8446 Å [O I]. With the Ny-Ålesund spectrometer located only 118 km from the MSP, there is sufficient overlap at E-region altitudes to use MSP keograms to determine if both of the spectrometers are recording hydrogen spectra from the same influx of protons.
Figure 2. Time series of Balmer \(H_\alpha\) and \(H_\beta\) spectra and derived parameters at Ny-Ålesund and Longyearbyen for January 3, 2003 between 0624 – 0812 UT. (A) \(H_\alpha\) spectra, (B) \(H_\beta\) spectra, (C) integrated intensity: \(H_\alpha\) (black), \(H_\beta\times3\) (grey), (D) fitted mean energy: \(H_\alpha\) (black), \(H_\beta\) (grey), (E) Balmer decrement.

2.2. Data Processing

To improve the signal-to-noise (S/N) ratio of the Doppler profiles, two scans are averaged together. The two spectrometers have variations in design; for example, the 1 m E-F at LYR has a mirror focal length which is twice that of the 1/2 m E-F at NYA and the two scan at different rates. The spectrometer at NYA scans an additional wavelength region to observe the hydroxyl airglow layer after every \(H_\alpha\) scan. Because of this, the minimum time required to acquire a profile of sufficient S/N is \(~70\) seconds for \(H_\beta\) at LYR and \(~218\) seconds for \(H_\alpha\) at NYA. Both of the spectrometers are
calibrated absolutely with respect to intensity and wavelength using a scheme described in Dyrland and Sigernes [2007].

After the data are calibrated, spectral profiles for both emissions are corrected for variations in background and nearby emissions that can contaminate the signal. In the case of $H_\beta$, Stringer [1971] carefully studied the contamination of the Doppler profile by electron precipitation and found that the Vegard-Kaplan (2-15) band can contribute up to 25% of the total signal, while the nearby O II lines possibly contribute up to 10%. Methods for judging whether or not measured $H_\beta$ intensities are contaminated by electron auroral emissions are discussed in Moen et al. [1998]. Electron auroral contamination of the $H_\beta$ Doppler profile manifests itself as a varying background continuum brightness that must be subtracted [Lummerzheim et al., 2003]. Also, near local noon on Svalbard, the effect of Rayleigh scattered sunlight must be accounted for [Henriksen et al., 1985; Robertson et al., 2006]. To correct for electron auroral contamination and Rayleigh scattered sunlight, an average normalized "twilight" spectrum, obtained during a period with no proton auroral emissions, is constructed. The normalization factor used is the average intensity in the wavelength region 4875-4915 Å. During the process of fitting an observed spectrum with the twilight spectrum plus the simulated Doppler spectrum, the twilight spectrum is scaled to account for varying solar zenith angle. This method is very similar to that applied to the $H_\alpha$ emission by Borovkov et al. [2005].

For the case of $H_\alpha$, the removal of signal contaminants is more sophisticated. In order to isolate hydrogen emissions, neighboring spectra are simulated in order to be removed. Possible contaminants include the OH (6-1) airglow emissions and both the $N_2$ 1PG (7,4) and $N_2$ 1PG (6,3) electron auroral emissions at 6545- and 6624 Å, respectively [Galand et al., 2004]. The relevant hydroxyl emissions were simulated using a procedure after Sigernes et al. [2003]. Then, the suitably normalized OH emissions were combined with a modeled $H_\alpha$ profile to provide a best fit to the measured data. For this study the OH spectral contaminants were simulated but the $N_2$ 1PG emissions were not. Instead, MSP keograms were used to ensure that no significant electron auroral activity was simultaneously occurring.

The model profiles for $H_\alpha$ and $H_\beta$, assuming Maxwellian energy distribution in precipitated proton flux, are simulated from a library of profiles of varying initial energy. The library was produced by a series of Monte-Carlo simulations of proton precipitation, assuming a monoenergetic, isotropic initial proton beam in a dipolar
magnetic field. Furthermore, the hydrogen emissions produced are also assumed to be isotropic. The transport model was described in Kozelov [1993], Kozelov and Ivanov [1994], and Kozelov and Kozelova [1995], and was successfully applied to rocket [Kozelov, 1994] and ground-based observations [Borovkov et al., 2005]. In addition, this model accounts for unshifted geocoronal/galactic contribution, but not the red-shifted portion of the Doppler profiles.

3. Observations

We present two case studies found suitable to perform a proton energy analysis. The criteria used in data selection were the following: (1) Data acquisition at both locations was made under clear skies. Verification of sky conditions over Longyearbyen was made subjectively by inspection of channels of the MSP known to exhibit discrete arc activity, namely the 5577-, 4278-, and 8446 Å channels. At Ny-Ålesund the spectral time series of the 1/2 m Black spectrometer had to appear clean, meaning isolated from broadband emissions from the settlement backscattered by clouds. (2) Since both the Hα
and H\(_p\) signals can be contaminated by neighboring spectral emissions resulting from electron precipitation, all spectra must be compared with the 5577- and 4278 Å channels of the MSP to ensure minimal contamination. Also, the diffuse character of proton auroral emissions requires that they should appear as a relatively broad region in geomagnetic latitude, which can be verified by the H\(_p\) channel of the MSP at LYR.

### 3.1. January 3, 2003

Figure 1 shows the variation of auroral intensity with elevation angle and time (a keogram) from the meridian scanning photometer at LYR on January 3, 2003 from 0625-0810 UT. Note that magnetic noon is about 0850 UT for Svalbard. The panels from top to bottom indicate emissions at 6300-, 4278-, 5577-, and 4861 Å. We observed two bursts of proton precipitation, as shown in the H\(_p\) channel of the MSP, around 0655 UT and 0715 UT with durations of approximately 7 and 25 minutes, respectively. Note that between the two proton events there was a period of discrete electron aurora near geographic zenith at LYR, the implications of which will be discussed below. As seen from Longyearbyen, the bulk of the proton emission during both bursts was most intense between 40° and 120°, ensuring that the magnetic field-aligned spectrometer in Ny-Ålesund would observe the same proton events. Finally, the poleward edge of the proton emission in the keogram is well defined both during the proton bursts and outside of them. Beginning with the initial burst of 0655 UT, the poleward edge of the hydrogen emission region is seen to slowly drift poleward approximately 10 degrees by 0800 UT.

Spectra and derived parameters for the two spectrometers are presented in Figure 2. Note that the intensity scale of the H\(_\alpha\) spectral time series (panel A) is larger than the H\(_p\) (panel B) below it. For the case of H\(_\alpha\), the intensity enhancement near 0715 UT is distinct, but the one at 0655 UT is not present since several spectra were unuseable. The H\(_p\) emission measured at Longyearbyen more closely follows the behavior of the corresponding MSP channel.

Panel C in Figure 2 shows the integrated intensity in Rayleighs for the two datasets. The wavelength integration limits are 6540-6575 Å for H\(_\alpha\) and 4840-4875 Å for H\(_p\). Again, the 0655 UT enhancement is visible in the H\(_p\) trace but not in H\(_\alpha\). The burst of hydrogen emissions beginning around 0715 UT peaks shortly before 0730 in both emissions. There are no significant time delay between the two sites visible in the
Figure 4. Balmer hydrogen emission time series, similar to Figure 2, but for December 31, 2003 from 0555 – 0755 UT.

data. Panel D shows the energy resulting from fitting a modeled Doppler profile to each spectrum. The scatter and uncertainty in the energy will be discussed below. The ratio of integrated intensities (panel C) is shown in panel E. For the time period, the Balmer decrement remains roughly constant until after 0740 UT where it increases sharply. Since there are more values of integrated intensity for H\text{\alpha} than for H\text{\beta}, the ratio was only calculated at times for which H\text{\alpha} values were available.

3.2. December 31, 2003

The auroral dynamics for December 31, 2003 between 0555-0755 UT are characterized by the MSP in Figure 3. Like the previous case, this event occurred shortly before
magnetic noon at Svalbard. However, there exists more auroral activity over the time period than in the previous case. Specifically, equatorward of magnetic zenith over LYR, discrete aurora caused by electron precipitation dominates, as seen in both the 5577- and 4278 Å channels. The majority of the Balmer emissions occur mostly poleward of magnetic zenith at LYR, the most intense period being between 0630 and 0700 UT. In addition, inspection of the 6300 Å channel reveals both discrete features between 90° and 120° elevation angle and slightly more diffuse ones poleward of that. The brightness and character of the proton precipitation north of LYR eliminates the possibility that the diffuse red line emissions have been washed out owing to cloud cover; they are likely stimulated by secondary electrons produced in charge stripping collisions of the incident protons. Finally, note that the poleward edge of the hydrogen emission drifts slowly equatorward during the most intense period.

Figure 4 shows the hydrogen spectra measured at NYA and LYR for this case. Again, the intensity scale of the H\(_{\beta}\) plot is almost triple that of the H\(_{\alpha}\) one. The enhanced period observed in the MSP H\(_{\beta}\) keogram between 0630 and 0700 UT is easily seen in panels A and C, as is an additional burst around 0740 UT.

### 4. Discussion

For the velocity filter effect to be observed, we expect a difference in the energy inferred from hydrogen Doppler profiles measured at LYR and NYA. Specifically, assuming poleward convection on the dayside, energy at LYR should be greater than that at NYA. Inspection of convection maps produced by the SuperDARN network of radars has shown that for both of the cases considered, on average, the ionospheric convection over Svalbard points from LYR towards NYA (not shown).

However, the uncertainties in the energy estimates in the Doppler profiles are such that for both cases, the error bars generally overlap. Thus, for a record-by-record comparison between the two locations, no significant energy difference is seen. The energy uncertainties are determined using a simple empirical estimation of total error that includes instrumental uncertainties and characteristics of the Doppler profile. Using the well-known relation between velocity and energy, the relative energy uncertainty can be expressed as:

\[
\frac{E \pm dE}{E} = \frac{(v \pm dv)^2}{v^2}
\]  (1)
Figure 5. Distributions of energy difference ($E_{p}^{LYR} - E_{p}^{NYA}$) between Longyearbyen and Ny-Ålesund for both January 3 and December 31, 2003.

The uncertainty in the Doppler velocity, $dv$, is estimated by

$$dv = \max(\frac{2dI}{I}, BP)$$  \hspace{1cm} (2)$$

where $I$ is the peak intensity of the profile, $dI$ is the standard deviation of the error in the profile fit, $v$ is the largest velocity in the profile above the noise floor, and $BP$ is the instrument bandpass. For $dv/v = 1$, Equation 1 reduces to

$$\frac{dE}{E} = 2 \frac{dv}{v}$$  \hspace{1cm} (3)$$

Due to the instrumental bandpass of both of the spectrometers, Equation 2 is equal to that bandpass in the majority of cases. Thus the combination of large bandpass and low proton Doppler velocities associated with the cusp leads to the large and overlapping error bars in Figures 2 and 4.

Despite the fact that the large uncertainties in the energy estimates preclude us from comparing energies in a time-resolved fashion, for each case the energy separation can be treated in a statistical sense. Figure 5 shows distributions of energy differences ($E_{p}^{LYR} - E_{p}^{NYA}$) between the two stations for both cases considered. As was done with the Balmer decrement calculations, to determine energy differences, the $H_p$ time series in panel D of Figures 2 and 4 was interpolated to the coarser $H_p$ dataset. The percent of total samples whose difference was above 0 keV was 62.5- and 93.2 % for 03 January 2003 and 31 December 2003, respectively. Therefore for both of the cases, on average there is higher proton energy over Longyearbyen than Ny-Ålesund.

5. Conclusions

We have presented two examples of auroral hydrogen emissions over Svalbard and the inferred proton energy difference between Longyearbyen and Ny-Ålesund, which are
aligned along a geomagnetic meridian. Both cases have exhibited a separation in proton energy between the two stations, which supports the velocity filter effect paradigm. Unfortunately, the energy differences are only statistically significant after averaging over the entire time periods of interest (1h45m and 2h for 03 January and 31 December 2003, respectively). Distributions of energy difference were obtained; 62.5 and 93.2 % of samples in the distribution showed a positive energy difference, thus supporting the paradigm. Future work includes changing the instrumental configurations such that time-resolved, statistically significant measurements of proton energy can be interpreted in the context of dayside reconnection and ionospheric convection in and near the cusp.
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