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Summary

Mg$_{1-y}$Ti$_y$H$_x$ (Mg-Ti-H) thin films have electrical and optical properties that can be tuned by changing the hydrogen content. This makes them interesting for a number of applications, such as optical hydrogen sensors and semiconductor devices or as switchable coating on solar collectors and smart windows. However, Mg and Ti do not mix or form alloys under normal circumstances and samples have to be made using non-equilibrium techniques, like magnetron sputtering. This has made the structure of such samples a topic for discussion. In this work experimental and computational methods have been combined to investigate the electronic structure and atomic distribution in the meta-stable Mg-Ti-H system.

Density functional theory (DFT) was used to calculate the stability of atomistic models with nano-cluster (NC) and quasi-random (QR) distribution of Ti atoms in Mg. For Mg-rich compositions it was found that arranging Ti in nano-clusters of sizes below the X-ray detectable limit lowers the mixing enthalpy of the system, which is the cohesive energy of the elements in the model system relative to that of the standard states. In other words, nano-scale segregation of Ti makes the meta-stable Mg-Ti system less unstable than having Ti randomly distributed in the Mg matrix. Bader analysis, which is a method for dividing the valence electron density calculated by DFT into regions corresponding to the atoms in the structure, showed that a large transfer of electrons takes place from Mg to Ti and that clustering of Ti allowed some of the Ti atoms to be shielded from this extra charge. The Ti atoms in the middle of the clusters exhibited an electronic state close to that of pure Ti. It was also found that near the Fermi level the density of states (DOS) was distinctly different in the NC and QR cases. This inspired a comparison of the DFT derived DOS with the valence spectrum obtained by X-ray photoelectron spectroscopy (XPS) from a thin film sample with composition Mg$_{80}$Ti$_{20}$. The experimental data corresponded best with the DOS calculated for the NC model, supporting the presence of Ti nano-clusters in Mg-Ti.

XPS investigations were performed on both pure Mg and Mg-Ti thin film samples, with and without hydrogen. In the Mg-Ti-H samples a distinct new peak was discovered in the Mg KLL spectrum, located between the metallic and the oxide component. No traces of contaminating species were found, leaving influence from hydrogen as a likely suspect. This inspired a DFT investigation of the hydrogenation process of Mg-Ti. A single hydrogen atom was introduced on different interstitial sites in the metallic Mg-Ti crystal structure, which revealed a substantial lowering of the mixing enthalpy upon addition of H. It was found that hydrogen prefers to occupy octahedral sites with one or more Ti atoms as nearest neighbors. Contrary to prior assumptions
in the literature, the sites at the interface between Mg and Ti were thermodynamically preferred over the sites inside the Ti nano-clusters. Bader analysis showed that much of the charge lost from Mg could be attributed to the H atoms at the interface, which provided an "electron shield" for Ti. However, both the sites at the interface and inside the Ti clusters were found to be very stable, with hydrogenation energies down to -115 kJ/(mol H₂), likely to keep a certain amount of H trapped in the system even after hydrogen unloading was attempted by heating in vacuum. This could explain previous reports in literature about the maximum hydrogen content obtained experimentally being lower than the stoichiometric ratio expected for Mg-Ti. The hydrogen content in the DFT model was increased gradually according to the calculated relative stabilities for H on the different sites, starting with the ones at the Mg-Ti interface, which were the most stable. It was found that with respect to the mixing enthalpy, the Mg-Ti-H system changed from meta-stable to stable for hydrogen contents above 0.07 H per metal. The results from this study helped explain why the reversibility of Mg-Ti thin films, which are initially meta-stable, can be preserved over many cycles of attempted loading and unloading of hydrogen. Returning to the initial XPS data, it was concluded that the hydride samples had lost H due to the Ar⁺ sputtering that had to be employed to remove the Pd caplayer which protected the samples from oxidation. The new peak found in the Mg KLL spectrum of Mg-Ti-H corresponded well with the interface trapped H suggested by DFT.

In a high-energy XPS investigation using Cr Kβ radiation further details of the oxidation process of Mg-Ti were uncovered. It was found that immediately after Pd removal no traces of oxidation were found in the Mg KLL spectrum. Instead, a peak was found in the high kinetic energy (E_K) shoulder of the metallic Mg component. This peak disappeared and oxidation progressed rapidly in the time it took to acquire high resolution spectra. However, the high E_K peak was not observed for the hydride phase. Previously, no significant effect of introducing Ti had been found in Mg spectra obtained by XPS, which was somewhat puzzling considering the magnitude of the charge transfer predicted by DFT. With the DFT study of hydrogen in Mg-Ti as a backdrop, it was considered whether oxygen could play a similar role in shielding Ti from the charge transfer from Mg. Using DFT it was found that introducing O to octahedral sites in the crystal structure dramatically lowered the mixing enthalpy of the system. In the case of oxygen the sites inside the clusters were preferred, with the energy gain decreasing with increasing number of Ti nearest neighbors. In this context the high E_K peak in the Mg KLL spectrum could be explained by the interaction with Ti, which would disappear as soon as the sites at the interface between Mg and the Ti nano-clusters were filled with hydrogen. In the hydrogenated sample prior to oxygen exposure, these sites would already be filled by H, possibly explaining why the high E_K peak was not seen in the Mg KLL spectrum of the hydrogenated material.
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Preface

Work on this thesis started in the autumn of 2007, and has been funded by the University of Oslo. In total one year was devoted to teaching obligations. The major part of the research was carried out at the Department of Physics, under the supervision of Ole Martin Løvvik and Spyros Diplas. The main focus of the work has been combining X-ray photoelectron spectroscopy (XPS) and density functional theory (DFT) to improve the understanding of the meta-stable Mg-Ti-H material system. All samples were prepared by Herman Schreuders in the group of Professor Bernard Dam at the Technical University of Delft (The Netherlands).

During the spring of 2009 three months were spent in the group of Professor John Watts at the University of Surrey (UK) and in the summer of 2010 high-energy XPS was performed at the former National Centre for Electron Spectroscopy and Surface Analysis (NCESS) at Daresbury Laboratory (UK).
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Chapter 1

Motivation

We live in a world that is high on energy consumption. In spite passing trends to ”go green” and face “inconvenient truths” there is little to suggest that environmental concerns are enough to make a sufficient amount of people give up on the commodities of modern life. Rather it seems that all though ”Life in the woods”-fantasies [1] are frequently dusted off and thrown around their lifetime appear to have an astonishing correlation with the battery life of the latest portable Apple product. This picture becomes even more alarming when considering the vast number of people still living in poverty around the globe. Figure 1.1 a) shows a map of the world where the area of each country is scaled according to their fuel usage. Comparing this with the corresponding map scaled with population, figure 1.1 b), may serve to put things into perspective. After all, there is no reason to think that people in the developing world will not strive to achieve the same standard of living as we take for granted in the West. However, if all people on earth were to live like Norwegians, for instance, we would actually need about 2.7 planets to supply the resources [2]. Needless to say, this represents a bit of a problem. Yet amidst all this despair there is also opportunity, at least for the scientist. It is not without a certain sense of irony one observes that after decades of thorough dethroning the scientists are once more called to the rescue. First we were heroes, then we were villains and now, maybe we can be heroes again?

The threat of climate change has had a notable impact on science funding, and materials science is one of the fields that has been both willing and able to shift its focus in a big way, for political and moral reasons alike. Materials play an important role in many renewable energy systems [3, 4], from solar cells [5] and wind mills [6] to fuel cells [7] and hydrogen storage [8]. Materials are also essential in energy saving efforts, like white light emitting diodes that are far superior to other sources of illumination when it comes to both life time and efficiency [9, 10] or thermoelectric materials that utilize waste heat from sources like car exhaust pipes and industrial processes.
Figure 1.1: Territory size proportional to the percentage of world fuel usage (a) and population (b). Illustration from www.worldmapper.com, based on data from 2000/2001.
to produce electricity [11]. However, before picking out superhero costumes it is worth dwelling for a moment on the possible downside of the current "save the world by next election"-approach to science funding. Are we in danger of shooting ourselves in the foot when we rush to accept this pre-order for innovation? Of course we do want to save the world, but does it not come with a sneaking suspicion that we are operating on different time scales from that of the politicians? What happens when expectations are not met? And where do we go from here if basic research is neglected? There lies a phenomenal pedagogical challenge in explaining to the general public how science really works. After all, if the scientist was to wear a superhero costume it should probably have a giant P on the chest. P for patience. Or perhaps P for puzzle, which is a word that actually describes the nature of science quite well. A puzzle, with its progress depending on the players’ ability to add the right pieces at the right place, usually without a clear idea of what the picture is supposed to look like. Sometimes it turns out to be something completely unexpected. Sometimes it just doesn’t fit. Some very few individuals, brilliant or just plain lucky, get the pleasure of being present when the pivotal piece is put down and everything starts to unravel. Those moments are few and far between, which the recent discovery of a possible Higgs particle [12, 13] illustrates in a grand way. One of the papers is even dedicated to "the memory of our ATLAS colleagues who did not live to see the full impact and significance of their contributions to the experiment."

On a more modest scale the project presented in this thesis illustrates quite well the many levels of details and the large number of small steps that are necessary in science to make up a greater picture. It originated in the context of materials for hydrogen storage, which is an important prerequisite in realizing the exhaust free car running on hydrogen produced by energy from renewable sources. More specifically, however, the project was derived from a fascinating discovery by Huiberts et al. in 1996 [14]; the so-called switchable mirrors. Thin films of yttrium and lanthanum are reflective and act as mirrors in the metallic state (figure 1.2 top), but upon hydrogenation they turn into transparent semi-conductors (figure 1.2 bottom). As can be seen in the picture YH$_3$ is quite yellow in colour, while LaH$_3$ is said to be more red. The following year van der Sluis et al. found optical switching also in Mg-La thin films, this time with a colourless transparent state [15]. Richardson et al. [16] followed up in 2001 with Mg-Ni films showing similar behaviour and from then on the ball has kept on rolling. Right from the start the possibility for new physics was evident. In a review by Griessen et al. some of the early players sum it up as follows [17]: "One of the most surprising results (...) was, however, that the films retained their structural integrity even though they expanded by typically 15 % during hydrogenation of the pure parent metal to the trihydride. This meant that for the first time physical properties, such as
electrical resistivity, Hall effect, optical transmission, reflection and absorption, were amenable to experimental investigations. This led to the discovery of new phenomena in the electrical, optical and mechanical properties of these materials. Furthermore, the possibility to fine-tune their properties by alloying and the ease to change continuously their hydrogen content made them especially attractive for fundamental condensed matter physics. Soon after their discovery it became clear that switchable metal-hydride films would pose intriguing questions.” One such question emerged with the discovery of partially hydrogenated Mg$_2$Ni thin films exhibiting an unusual optical black state, which disappeared when the film was fully hydrogenated [18]. As it turns out this black state was caused by preferential nucleation of Mg$_2$NiH$_4$ at the substrate interface and is in reality an interference effect due to light reflecting on the interfaces on either side of Mg$_2$NiH$_4$. A similar intermediate black state was also seen in Mg, Mg-Y and Mg-La thin films [19], but this was found to be due to coexistence of metallic Mg and insulating MgH$_2$ particles and not an interference effect. Finally, a stable black state was reported for optically switchable Mg-Ti thin films in the fully hydrogenated state [20]. Mg-Ti films are interesting for a number of reasons, not just for its exotic optical behaviour. For starters, Mg and Ti are immiscible, which means that they can only be produced by non-equilibrium techniques such as for instance magnetron sputtering [20] or physical vapour deposition [21]. They show excellent hydrogen storage capacity and kinetics, even at room temperature [22], and what is more: they are stable over repeated cycles of hydrogen loading and unloading [23]. The latter is really quite remarkable considering the inherent meta-stability of Mg-Ti. Rather one would expect segregation into pure Mg and Ti upon cycling, as is the case for several other Mg containing alloys [24, 19, 25, 26]. In short there are a lot of questions arising from the observed properties of hydrogenated Mg-Ti thin films, especially about the microstructure of such samples, and this is where the present work aims to make a contribution. Hopefully this brief history of switchable mirrors will give a sense of the careful work that tends to lie between discovery and applications. For switchable mirrors the possible applications are many, ranging from coatings on solar collectors [20] and smart windows [27] to optical hydrogen sensors [28] and semiconductor devices such as solar cells [29]. The discovery also prompted the development of a new technique, called hydrogenography [30], where a compositional gradient film can be used to map the formation enthalpy of thousands of alloy compositions at once, speeding up the search for suitable new hydrogen storage materials.

In this thesis the electronic structure and atomic distribution of Mg-Ti thin films were studied both theoretically through density functional calculations (DFT) and experimentally by X-ray photoelectron spectroscopy (XPS). The methods were chosen for their relevance to the problem
at hand, as well as for their generic usefulness in the face of the ongoing nanotechnology revo-

tution. As the size of components and devices are decreased, precise understanding and control

of the material properties become critical. In this work atomistic modeling and spectroscopy

were combined to investigate local interactions between immiscible elements in a meta-stable

system, thus contributing to the gathering of atomic scale knowledge of materials properties.

In combination with atomistic modeling results from XPS, which has a lateral resolution in the

order of tens of micrometers, can be used also to investigate local electronic structure. As an

experimentalist turned to computation the work was always focused on the real material. How

do the calculations fit with experimental observations? How can the two be combined to reach

further knowledge? The two main methods, XPS and DFT, are described in chapter 2, while a

more detailed background on Mg-Ti thin films is given in chapter 3. Chapter 4 sums up the work

presented in the papers that follow.
**Figure 1.2:** The switchable mirror discovered by Huiberts et al. The pictures illustrate how the yttrium film is reflecting in the metallic state (top) and transparent (bottom) in the hydrogenated state. From ref. [14].
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Chapter 2

Methodology

In this work two main methods were used in parallel, namely X-ray photoelectron spectroscopy (XPS) and density functional theory (DFT) calculations. The dual approach made it possible to draw inspiration from results obtained by one method into the data accumulation and interpretation of the other. This chapter gives a brief description of each method, as well as an overview of specific details relevant for the research presented in the appended papers. Ref. [1] and [2] have been used as a basis for the general XPS and DFT descriptions, supplemented by other resources as stated in the text.

2.1 X-ray photoelectron spectroscopy

X-ray Photoelectron Spectroscopy (XPS) is a technique for studying composition, chemical state and electronic structure of the outermost few nanometers of a material. The principle is "X-rays in - electrons out", see figure 2.1. The material is irradiated with X-rays and from measuring the kinetic energy \( E_k \) of the emitted photoelectrons their binding energy \( E_b \) relative to the Fermi level can be calculated. All elements except H and He can be detected directly. The technique is very surface sensitive, normally with an analysis depth of about 5-10 nm. XPS measurements are performed in ultra high vacuum (UHV), which protects the sample surface from contamination during measurement and allows easy detection of emitted electrons.

Figure 2.2 shows an example of a survey spectrum for a Mg-Ti sample. Sharp peaks are formed at the binding energies of emitted photoelectrons and the combination of peaks serves as a fingerprint of the elements present in the sample. Each peak is named after their orbital of origin, e.g.,
Figure 2.1: The principle of XPS is based on the photoelectron process, where X-rays with energy $h\nu$ knock out photoelectrons (1) with binding energy $\leq h\nu$. Also detected are the Auger electrons (3), which are emitted due to the energy being released when the initial photoelectron hole is filled (2).
2.1. X-ray photoelectron spectroscopy

Figure 2.2: An example of XPS survey spectrum for a Mg-Ti sample.

Mg 2p, Mg 2s, Ti 2p in figure 2.2. While the position of the peaks can be used to identify the elements, the relative heights or areas of the peaks can be used to obtain quantitative information about the composition, with an accuracy down to 0.1 at.% [3]. In addition to the photoemission peaks an XPS spectrum may also contain additional features called Auger peaks. When an electron is emitted as a photoelectron the atom is left in an excited state with a hole in the emitting orbital. When this hole is filled by a second electron from a higher orbital the energy difference between the orbitals must be released and can result in emittance of a third electron from even further out; the so-called Auger-electron. While the $E_k$ of the photoelectron will depend on the energy of the incoming X-ray beam, the Auger-process only depends on internal transitions and will be detected at the same $E_k$ regardless of the X-ray source at hand (given the energy is high enough to create the initial photoelectron). The Auger peaks are named after the orbitals of the three electrons involved in the process, e.g., Mg $KLL$ and Ti $LMM$ in figure 2.2.

2.1.1 The binding energy and chemical shifts

The binding energy ($E_b$), which is the energy needed to move an electron from its orbital to the Fermi level, can be expressed as follows:

$$
E_b = h\nu - E_k - \phi_{\text{sample}} - (\phi_{\text{spec}} - \phi_{\text{sample}}) \\
= h\nu - E_k - \phi_{\text{spec}},
$$

(2.1)
Figure 2.3: Binding energy ($E_b$) referencing in the XPS instrument, in the case of conducting samples. The figure illustrates how it is the work function of the spectrometer ($\phi_{\text{spec}}$) which affects the measured kinetic energy ($E_k$) of the photoelectron ($e^-$), rather than the work function of the sample ($\phi_{\text{sample}}$) itself. Given that the sample is conducting and in electrical contact the Fermi levels of the sample and the instrument line up. The work functions, however, differ. The sample is shown before and after equilibration of the Fermi levels.
where $h\nu$ is the energy of the X-ray beam and $\phi_{\text{spec}}$ and $\phi_{\text{sample}}$ are the work functions of the instrument and the sample, see figure 2.3. A work function is the energy required to remove the electron from the sample surface, i.e., from the Fermi level to the vacuum level. So how does the binding energy relate to the orbital energy $\varepsilon$ as we know it from quantum mechanics? According to Koopman’s theorem it is very simple, in a ”frozen orbital” approximation the binding energy is just the orbital energy one would obtain from Hartree-Fock calculations. Fortunately for us, however, the orbitals in an atom are not really frozen. If they were it would make XPS much less interesting, as explained below. In reality the core hole produced in the photoemission process creates a change in the potential of the atom which then causes the remaining electrons to readjust to minimize the energy. This is called relaxation ($R$) and can be categorized into intra- and extra-atomic contributions. The intra-atomic contribution arises from the rearrangements of the electrons within the atom, i.e., the outer electrons will be more tightly bound. The extra-atomic response comes from the neighbouring atoms, whose electrons might also feel the change in potential and take part in the screening, by charge transfer or polarization. Thus we get the expression:

$$E_b = -\varepsilon - R$$

(2.2)

The effect of the $R$ part is to lower the $E_b$ with respect to $\varepsilon$, almost like the photoelectrons are given a small extra push on the way out. The relaxation will be different in different chemical states and environments, giving rise to chemical shifts in the binding energies of an element. It is the detection of these shifts that makes the XPS technique so incredibly sensitive to changes in chemical environment. The chemical shift reflects changes in electronic structure and bonding and with XPS one can pick up on these changes, for instance oxidation states, alloy formations etc. Figure 2.4 shows the chemical shift between MgO and Mg(OH)$_2$ in the O 1s peak. However, as the shifts may sometimes be small, reliable energy referencing becomes an issue. Measurements from different instruments and setups may not always be safely compared and even in a hypothetically perfect instrument the energy scale may be obscured due to sample charging. This can be tackled by using known features for calibration, e.g., the 1s peak from adventitious carbon. Another way to reduce the uncertainty related to referencing is to use Auger-parameters (APs), which will be discussed in a separate section.

An important thing to note is that the relaxation of the system upon photoemission implies that XPS does not give direct information of the atom in its initial-state, the ground state. Instead, what we measure is in fact the final-state, with one electron missing. However, the final-state is influenced by the initial-state, making XPS a valuable tool for sample analysis.
Figure 2.4: An example of XPS high resolution spectrum, illustrating the chemical shift in O 1s between MgO and Mg(OH)$_2$ in an Mg-Ti sample.
2.1.2 Additional features in XPS spectra

In this section some of the additional features that may be present in an XPS spectrum are described, mainly based on Ref. [4]:

The valence electrons have low binding energy, in the region from 0 to about 20 eV. This part of the XPS spectrum appears visually different from the core level peaks as they consist of many closely spaced levels, as illustrated in figure 2.5. Also, the emission cross-sections for valence electrons are much lower than for core electrons and when put together this leaves a lot to be desired in terms of resolution. Nevertheless, valence spectra may still play an active role in sample analysis, for instance for polymers [5]. The close relation between the density of states and the XPS valence spectrum also makes such data suited for comparison with theoretical calculations, for instance from DFT [6]. Figure 2.6 shows an example of an XPS valence spectrum.

Spin-orbit coupling often gives rise to energy splitting of photoelectron peaks in XPS spectra. The interaction between the electron spins $s$, which has two states (up or down) and the orbital angular momentum $l$, causes a split into different energy states. The Ti 2p in figure 2.7 is an example of a split photoelectron peak. The intensity ratio of the peaks can be calculated quite easily from the total angular momenta ($j$): $I \propto \frac{(2j_s+1)}{(2j-1)}$.

\footnote{If valence spectra are the primary interest of an investigation ultra-violet photoelectron spectroscopy (UPS) would be a better choice of technique, offering better energy resolution than XPS.}
Figure 2.6: XPS valence spectrum from a Mg-Ti sample with 20 at.% Ti.

Figure 2.7: The Ti 2p spectrum from a Mg-Ti sample with 20 at.% Ti, showing splitting of the photoelectron peak and asymmetric peak shape.
2.1. X-ray photoelectron spectroscopy

Figure 2.8: The Mg KLL spectrum from a Mg-Ti sample with 20 at.% Ti, showing the presence of surface and bulk plasmon energy loss, surf and bulk PL, respectively.

Shake-up satellites can sometimes be seen on the high $E_b$ side of photoelectron peaks as a result of the relaxation process of the valence electrons. As the valence electrons adjusts to the loss of a core electron, excitation to a higher unfilled level may occur. For certain transition metals with unpaired electrons in 3$d$ shells or 4$f$ shells in rare earth compounds, very strong satellites are found. Satellites are final state features that can be useful in chemical state investigations, as the same element may display different features in different environments. In the case of metals shake-up-type events usually give rise to a continuous tail rather than distinct features on the high $E_b$ side. This is due to the many one-electron states available just above the Fermi level and means that metallic peaks must be fitted with a certain asymmetry. The Ti 2p peaks in figure 2.7 are examples of asymmetric metallic peaks.

Plasmon loss features arise from collective oscillations of the conduction electrons. The frequency of oscillation ($\omega_p$) is characteristic of the material. When an electron gives away energy corresponding to this frequency a series of evenly spaced plasmon loss peaks can be seen on the higher $E_b$ side of the photoelectron peak. In the free electron model the energy can be expressed as [7]:

$$E_p = \hbar \omega_p = \hbar \sqrt{\frac{Ne^2}{Vm_0\epsilon_0}},$$

(2.3)

where $N$ is the number of valence electrons in the unit cell, $e$ is the electron charge, $V$ is the
volume of the unit cell, \( m_0 \) is the free electron mass and \( \epsilon_0 \) is the permittivity of free space. Thus changes in plasmon energy reflect changes in the material, like variations in conductivity or valence electron density. Plasmon loss peaks can be separated into two distinct types depending on their origin, either from bulk or surface plasmons, as shown in figure 2.8. The plasmon energies from XPS can be compared to plasmon energies from other techniques, for instance electron energy loss (EELS) data obtained by transmission electron microscopy (TEM).

In addition to the features mentioned above XPS spectra can be obscured by external structure arising from the use of non-monochromated X-rays. These are called X-ray satellites and ghosts and are low intensity peaks in the XPS spectrum which arise from less probable transitions in the X-ray producing anode material and impurity elements within the X-ray source, respectively.

### 2.1.3 Quantification

To obtain quantitative information from XPS spectra the peak intensities or areas must be transformed into atomic concentrations. Several factors affect the peak intensities/areas, both sample- and spectrometer-specific, as explained in Ref. [1]: Sample-specific factors are related to

- the cross section for photoemission, which depends on the element, the orbital of ejection and the excitation energy
- the escape depth or attenuation length of the emitted electron, which depends on the \( E_k \) of the electron and the nature of the sample

The latter point is due to the fact that photoelectrons have a limited mean free path in a specific sample. An electron with higher \( E_k \) will be able to escape from deeper in the sample than an electron with lower \( E_k \), thus effectively the analysis volume will differ for different peaks. The spectrometer-specific factors are related to

- the photon flux \( J \)
- the transmission function of the spectrometer, which is the proportion of the electrons transmitted through the spectrometer as a function of their kinetic energy
- the efficiency of the detector, i.e., the proportion of the electrons striking the detector which are detected
2.1. X-ray photoelectron spectroscopy

- the different effect of stray magnetic fields on high- and low-energy electrons

A simplified form of the intensity \( I \) is given by:

\[
I = J \rho \sigma K \lambda, \tag{2.4}
\]

where \( J \) is the X-ray photon flux, \( \rho \) is the concentration of the element, \( \sigma \) is the emission cross section, \( K \) is a term that covers the instrumental factors and \( \lambda \) is the electron attenuation length. The last three terms are usually incorporated into a parameter \( F \) called the relative sensitivity factor (RSF). For constant \( J \) the atomic percentage \( C \) of element \( i \) in a sample can be expressed as a fraction of the total sum of all normalized intensities:

\[
C_i = \left( \frac{I_i}{\sum_j I_j F_j} \right) \cdot 100 \text{ [at.\%]} \tag{2.5}
\]

The RSF of a certain orbital in a certain element irradiated by a certain source can be either theoretically or empirically determined. The RSF values based on cross sections theoretically calculated by Scofield\(^8\) are widely used, as are spectrometer specific values provided by the instrument manufacturers. In the above expressions a homogenous sample is assumed. Although this is seldom the case, the approach will still be useful in comparison of similar samples.

2.1.4 Auger parameters

As mentioned earlier chemical shifts are often small and thus vulnerable to energy referencing errors. A way to get around this problem is to employ the concept of the Auger parameter (AP)\(^9\). The final-state AP \( \alpha \) is defined as:

\[
\alpha = E_b(\text{photoelectron}) + E_k(\text{Auger electron}) \tag{2.6}
\]

\( \alpha \) is essentially the distance between a photoelectron peak and a related Auger-peak and thus a relative quantity not affected by energy referencing problems. By using AP’s rather than individual peak positions one can obtain reliable comparisons of different samples, regardless of the instruments or setups used. It can be shown that the change in AP from the element in its pure state to an element in a compound is given by\(^10\):

\[
\Delta \alpha = 2 \Delta R \tag{2.7}
\]
Thus changes in AP can give information about the final-state relaxation energy $R$. This was
developed even further, into a detailed expression which established the AP as a probe of charge
distribution [10, 11]:

$$\Delta \alpha = \Delta \left( \sum_i q_i \left[ \frac{dk_i}{dN} + \left( k_i - 2 \frac{dk_i}{dN} \right) \frac{dq_i}{dN} \right] \right) + \Delta \left( \frac{dU}{dN} \right)$$

(2.8)

where $q$ is the valence charge, $k$ is the change in the core potential when a valence electron
is removed, $N$ is the occupation number of the core orbitals and $U$ is the potential due to the
surroundings. The sum is taken over all valence orbitals. The first term represents the relaxation
contribution from shrinkage of the occupied valence orbitals when a core hole is produced. The
second term represents the contribution from transfer of screening charge from the surroundings
to the core ionized atom. The last term represents the effect of polarization of the surroundings
by the core hole. In conductors the last term is zero, and when comparing two metals the second
term will cancel out owing to perfect screening in metallic state. Thus for metals $\Delta \alpha$ can be used
to calculate charge transfer, e.g., between elements in an alloy. For non-conducting samples this
becomes more complicated.

### 2.1.5 Instrumentation

The XPS technique is very surface sensitive, as the photoelectrons have a limited mean free path.
Normally the analysis depth is 5-10 nm, and the depth resolution can be increased even further by
angle-resolved XPS. Depth profiles over several hundreds of nm can be obtained by controlled
Ar$^+$ sputtering. To protect the surface from contamination during measurements all commercial
instruments operate in ultra-high vacuum (UHV), i.e., in the range $10^{-8}$ to $10^{-10}$ mbar [1]. Still,
this vacuum is not perfect, and as will be shown in the present work, sensitive samples might
still be oxidized inside the analysis chamber during measurement. The vacuum also prevents the
photoelectrons from being scattered by gas molecules on their way from the sample to detection.
Samples have to be vacuum compatible. Samples that are not sufficiently conducting to transport
new electrons to the analysis area may build up electrostatic charge that will move the peaks to
higher $E_k$. This can be remedied by flooding the sample with low energy electrons to obtain
charge neutralization.

Essentially, in all XPS measurements there is a tradeoff between the energy resolution, which can
be adjusted as explained below, and the acquisition time. Only a given number of photoelectrons
are emitted from the sample and increasing the energy resolution will invariably decrease the
signal-to-noise ratio. Modern instruments are designed to make the most out of every photoelec-
tron, containing a myriad of specially designed optimizing features. Principally, however, the
three most important parts of an XPS instrument are still the X-ray source, the analyzer and the
detector. A brief, non-comprehensive description of these parts are given below, mainly based
on Ref. [1]:

In XPS X-rays are produced when high energy electrons, usually from an electrically heated
tungsten filament, hit a metal anode. The most common anode materials are aluminium (Al Kα
line, $h\nu = 1486.6$ eV) and magnesium (Mg Kα line, $h\nu = 1253.6$ eV). Most of the work
presented in this thesis was performed on an Kratos AXIS Ultra DLD instrument, which has the
choice of monochromated aluminium or silver (Ag Lα line, $h\nu = 2984.4$ eV) sources as well
as a non-chromated Al and Mg twin anode. In paper VI high-energy radiation from chromium
(Cr Kβ line, $h\nu = 5946.7$ eV) was used. Important aspects in choosing the X-ray source, apart
from the energy being high enough to excite electrons from the elements and orbitals of interest,
is the X-ray line width. Using monochromated X-rays the full width at half maximum (FWHM)
can be greatly reduced, e.g., from 0.9 eV to about 0.25 eV for Al Kα. Monochromation is
achieved using diffraction in a crystal lattice, usually a quartz crystal. As well as improving
spectral resolution the monochromation also cleans up the spectrum in the sense that certain
secondary features, like X-ray satellite peaks and ghosts, are avoided.

The analyzer generally used for XPS is called a hemispherical sector analyzer (HSA) and consists
of two concentric hemispherical electrodes with a potential difference across. When the electrons
enter the gap between the two hemispheres their paths are affected by the potential difference and
only electrons with the right energy will be able to make it through to the other side, as illustrated
in figure 2.9. To record a full spectrum the potential of the analyzer is varied in steps. The step
size, together with the pass energy of the analyzer, is set by the user in order to control the energy
resolution of the spectrum. In a real spectrometer numerous lenses exist in between the sample
and the analyzer, to collect and focus the emitted electrons. The kinetic energy of the electrons
also needs to be retarded before entering the analyzer, in order to achieve sufficiently high energy
resolution.

When it comes to detectors, there are two commonly used systems [12]: channel electron mul-
tipliers (channeltrons) and channel plates, which serve to multiply the electrons that are to be
counted. The channeltron is a metal-coated glass tube with a $\sim 2 - 4$ kV potential difference in
the length direction. When the photoelectron hits the walls of the tube secondary electrons are
emitted, which will again hit the walls sequentially to produce even more electrons. For each
Figure 2.9: Schematic representation of hemispherical sector analyzer, illustrating how only electrons with the “correct” energy are able to reach the detector. a) represents neutral particles, b) represents low energy electrons, c) represents the “correct” energy electrons and d) represents the high energy electrons. Figure adapted from http://en.wikipedia.org/wiki/Low-energy_ion_scattering.

A photoelectron entering the channeltron about 10^8 electrons are produced and picked up by the end collector. Usually an array of channeltrons is used to increase the sensitivity. Channel plates are discs having an array of small holes, where each hole essentially works as a channeltron. Channel plates can be used to detect signal in two dimensions as well.

2.1.6 Experimental details

The samples investigated in this work were made by magnetron sputtering by H. Schreuders in the group of Prof. B. Dam at the Technical University in Delft, the Netherlands. Mg_{80}Ti_{20} (Mg-Ti) and pure Mg films covered with a thin protective layer of Pd were deposited in a UHV system (base pressure = 10^{-6} Pa) by DC/RF magnetron sputtering. The former was made by co-sputtering of Mg (99.95%) and Ti (99.999%) targets in 0.3 Pa of Ar, on single-crystal Si(100) substrates. The substrate was kept at room temperature. In order to obtain homogenous films the substrate was continuously rotated during sputtering. The typical deposition rate was 2.2 Å/s at 150 Watt RF for Mg and 0.42 Å/s at 131 Watt DC for Ti. A Pd (99.98%) caplayer was sputtered with a rate of 0.58 Å/s at 25 Watt DC to prevent oxidation. The pure Mg films were deposited at similar conditions. The investigated samples were produced in two batches. In batch 1 the investigated film was 100 nm thick with a 5 nm Pd layer on top and in batch 2 the film was 200 nm thick with a 1.5 nm Pd layer. The first batch was hydrogenated ex situ in 10 bar H_2 at 80 °C.
The second batch was hydrogenated at room temperature in situ directly after sputtering with 100% hydrogen at 1 bar for about a day. The thin Pd layer of 1.5 nm is just enough to load the sample, while unloading is prevented. For paper I, MgH\textsubscript{2} thin films were deposited by RF magnetron reactive sputtering of an Mg (99.95%) target in a mixture of Ar and H\textsubscript{2}. The sputter pressure was 0.5 Pa at a flow rate of 15 sccm Ar and 30 sccm H\textsubscript{2}. The typical deposition rate was 0.9 Å/s at 80 W RF. The sample thickness was approximately 50 nm.

For paper I reactively sputtered MgH\textsubscript{2} samples were investigated by XPS using a Thermo Scientific Theta Probe with a monochromatic Al K\textsubscript{α} source (h\nu = 1486.6 eV) operated at 15 kV and 6.7 mA. High-resolution spectra were acquired with pass energy 20 eV and step size 0.1 eV/s. Measurements at different sample depths were obtained by sputtering an area of 3 x 3 mm with a 2 kV Ar\textsuperscript{+} ion beam delivering 1 μA of current.

For paper V, which contains the main part of the XPS work, the Mg and Mg-Ti samples with and without H were investigated by XPS using a KRATOS AXIS ULTRA\textsuperscript{DLD} instrument with monochromatic Al K\textsubscript{α} radiation (h\nu = 1486.6 eV) operated at 15 kV and 15 mA. The Pd layer was removed by sputtering an area typically about 2 mm x 2 mm with an Ar\textsuperscript{+} ion beam of 0.5 or 2 kV delivering 100 μA of current. To minimize cratering effects and avoid detection of Pd the measurements were done using a "small spot" aperture with a diameter of 110 μm. High resolution spectra were acquired with pass energy 20 eV and dwell time 200 ms. Two different series of experiments were performed. In the over-night exposure (ON) experiments the measured sample was left in position in the XPS analysis chamber for about 24 hrs before the same measurement was repeated. Magnesium is highly reactive to oxygen, which means that it will oxidize even in UHV. Thus the results from the ON experiment show the changes in spectra upon gentle oxidation, comprising data from pure Mg, pure Mg with H and Mg-Ti with H. A comparative depth profile (DP) experiment was performed for Mg-Ti with and without H. For each sample measurements where done at intervals of 5 minutes Ar\textsuperscript{+} sputtering at 0.5 kV, starting with 5 minutes and ending with 30 minutes total sputtering time. The sputtering time was not converted to sample depth as the aspect ratio of the craters were too small to be measured by available methods, e.g., stylus profilometry, atomic force microscopy. Details of the measurements are listed in table 2.1. The Mg 2p, Mg 1s, Ti 2p and O 1s photoelectron peaks and the Mg KLL Auger peak were acquired.

In paper VI high-energy XPS was performed at the former National Centre for Electron Spectroscopy and Surface Analysis (NCESS) at Daresbury Laboratory using a Scienta ESCA-300 spectrometer with a dual monochromatic X-ray source [13]. The high-energy Cr K\textsubscript{β} (5946.7 eV) source was used in order to probe the deeper core levels of Ti. The increased energy compared
to Al Kα also allows for deeper analysis of the sample than what is the case for conventional Al Kα XPS. In order to remove the protective Pd layer the samples were Ar⁺ sputtered prior to measurement at 4 kV and 150 μA. The metallic sample was sputtered for 55 minutes, while the hydrogenated sample was measured twice, after 45 and 65 minutes sputtering. Survey spectra and rapid spectra of the Mg KLL peak were recorded at a pass energy of 500 eV and a step size of 2 eVs⁻¹, while high resolution spectra were recorded at a pass energy 300 eV and a step size 0.1 eVs⁻¹. The duration of a rapid Mg KLL scan was about a minute, while a corresponding high resolution spectrum of the Mg KLL peak would take 105 minutes to acquire. To monitor the development of surface oxidation during measurement the high resolution data were taken in several subsequent scans, which were added in the end to provide adequate signal-to-noise ratio.

In all cases data processing was done using CasaXPS [14]. All spectra were fitted with a standard Shirley background [15] and in quantifications Scofield cross-sections were used for the relative sensitivity factors [8].
Table 2.1: List of measurements in paper V, labeled by measurement numbers (M no.) The experiments are categorized as initial, depth profile (DP) or over-night exposure (ON). The compositions refer to pure Mg (Mg) and Mg$_{80}$Ti$_{20}$ (Mg-Ti) with and without H. Information about sample batch number and Ar$^+$ sputtering parameters are also given. See text for details.

<table>
<thead>
<tr>
<th>M no.</th>
<th>Experiment</th>
<th>Composition</th>
<th>Batch no.</th>
<th>Ar$^+$ sputtering volt. [kV]</th>
<th>sputtering time [min]</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>initial</td>
<td>Mg</td>
<td>1</td>
<td>2</td>
<td>3.5</td>
</tr>
<tr>
<td>M2</td>
<td>initial</td>
<td>Mg-Ti</td>
<td>1</td>
<td>2</td>
<td>3.5</td>
</tr>
<tr>
<td>M3</td>
<td>DP</td>
<td>Mg-Ti</td>
<td>2</td>
<td>0.5</td>
<td>5</td>
</tr>
<tr>
<td>M4</td>
<td>DP</td>
<td>Mg-Ti</td>
<td>2</td>
<td>0.5</td>
<td>10</td>
</tr>
<tr>
<td>M5</td>
<td>DP</td>
<td>Mg-Ti</td>
<td>2</td>
<td>0.5</td>
<td>15</td>
</tr>
<tr>
<td>M6</td>
<td>DP</td>
<td>Mg-Ti</td>
<td>2</td>
<td>0.5</td>
<td>20</td>
</tr>
<tr>
<td>M7</td>
<td>DP</td>
<td>Mg-Ti</td>
<td>2</td>
<td>0.5</td>
<td>25</td>
</tr>
<tr>
<td>M8</td>
<td>DP</td>
<td>Mg-Ti</td>
<td>2</td>
<td>0.5</td>
<td>30</td>
</tr>
<tr>
<td>M9</td>
<td>DP</td>
<td>Mg-Ti-H</td>
<td>2</td>
<td>0.5</td>
<td>5</td>
</tr>
<tr>
<td>M10</td>
<td>DP</td>
<td>Mg-Ti-H</td>
<td>2</td>
<td>0.5</td>
<td>10</td>
</tr>
<tr>
<td>M11</td>
<td>DP</td>
<td>Mg-Ti-H</td>
<td>2</td>
<td>0.5</td>
<td>15</td>
</tr>
<tr>
<td>M12</td>
<td>DP</td>
<td>Mg-Ti-H</td>
<td>2</td>
<td>0.5</td>
<td>20</td>
</tr>
<tr>
<td>M13</td>
<td>DP</td>
<td>Mg-Ti-H</td>
<td>2</td>
<td>0.5</td>
<td>25</td>
</tr>
<tr>
<td>M14</td>
<td>DP</td>
<td>Mg-Ti-H</td>
<td>2</td>
<td>0.5</td>
<td>30</td>
</tr>
<tr>
<td>M15</td>
<td>ON</td>
<td>Mg-Ti-H</td>
<td>1</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>M16</td>
<td>ON</td>
<td>Mg-Ti-H</td>
<td>1</td>
<td>2</td>
<td>*</td>
</tr>
<tr>
<td>M17</td>
<td>ON</td>
<td>Mg-Ti-H</td>
<td>1</td>
<td>2</td>
<td>**</td>
</tr>
<tr>
<td>M18</td>
<td>ON</td>
<td>Mg-H</td>
<td>1</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>M19</td>
<td>ON</td>
<td>Mg-H</td>
<td>1</td>
<td>2</td>
<td>**</td>
</tr>
<tr>
<td>M20</td>
<td>ON</td>
<td>Mg</td>
<td>2</td>
<td>2</td>
<td>40</td>
</tr>
<tr>
<td>M21</td>
<td>ON</td>
<td>Mg</td>
<td>2</td>
<td>2</td>
<td>**</td>
</tr>
</tbody>
</table>

* Same as above, measured ~ 2 hrs later.
** Same as above, next day measurement.
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2.2 Density functional theory calculations

'The general theory of quantum mechanics is now almost complete. The underlying physical laws necessary for the mathematical theory of a large part of physics and the whole of chemistry are thus completely known, and the difficulty is only that the exact application of these laws leads to equations much too complicated to be soluble.'

This quote by P.A.M. Dirac in 1929 points to the very challenge of making theoretical predictions in modern materials science. In principle we can calculate all we need from the Shr"odinger equation, but as soon as we move from the simplest cases, like the hydrogen molecule, into materials consisting of atoms in the order of $10^{23}$ per cm$^3$, the computational cost exceeds all earthly limits. In the following sections one of the theories developed to circumvent this obstacle is referred, namely density functional theory (DFT). The general DFT section is based on ref. [2].

2.2.1 Solving the Schrödinger equation

A simple form of the time-independent Schrödinger equation is

$$\hat{H} \Psi = E \Psi, \tag{2.9}$$

where $\hat{H}$ is the Hamilton operator (Hamiltonian) which acts on a wave function $\Psi$ called the eigenstate to produce an eigenvalue, the energy $E$, which is the real, observable quantity of the system. In the case of materials science the hamiltonian we are interested in must describe the interactions of multiple electrons with multiple ions and themselves. If we consider the ions to be stationary from the electrons point of view (the Born-Oppenheimer approximation), it can be expressed as

$$H = -\frac{\hbar^2}{2m} \sum_{i=1}^{N} \nabla_i^2 + \sum_{i=1}^{N} \sum_{l=1}^{m} V_{el-ion}(r_i, R_l) + \frac{1}{2} \sum_{i}^{N} \sum_{j \neq i}^{m} \frac{e^2}{|r_i - r_j|} \tag{2.10}$$

The first term is the sum of the kinetic energy of all the $N$ electrons. The second term is the sum of each of the $N$ electrons’ interaction with each of the $m$ ions, the external potential. The last term is the sum of all the electrons’ interaction with each of the other electrons, the interaction potential.
In a system of $N$ electrons in three dimensions the wave function is a function of $3N$ variables, $\Psi(r_1, ..., r_N)$, which means that solving the Schrödinger equation becomes solving a differential equation in $3N$ unknowns. Clearly this has to be simplified to be of any practical use. Firstly, the wave function can be approximated to consist of individual one electron wave functions, i.e., $\Psi = \psi_1(r)\psi_2(r), ..., \psi_N(r)$. This is called the Hartree product. However, as all the electrons interact with each other, solving these one electron equations cannot be done individually, i.e., it is a many-body problem. After all, the interactions of electrons with each other are what makes up a material and ignoring this would make our calculations pretty useless. To simplify further we could take a closer look at the physical meaning of the wave function $\Psi_i$. In spite being in itself a rather abstract concept, its complex conjugate leads to a quantity far more tangible: The probability of finding the $N$ electrons at particular points in space. In terms of one electron wave functions we can then define the electron density $n(r)$:

$$n(r) = 2\sum_i \psi_i^*(r)\psi_i(r) \quad (2.11)$$

The factor 2 comes from the Pauli exclusion principle which allows two electrons to be at the same place, provided they do not have the same spin. So where is the simplification in this? Well, if we make use of $n(r)$ in the last term of eq. 2.10, we only have to calculate the interaction between each single electron and the total electron density, rather than all the remaining electrons separately. The interaction potential can now be expressed by the Hartree potential, $V_H$:

$$V_H = e^2 \int \frac{n(r')}{|r-r'|}d^3r' \quad (2.12)$$

The obvious flaw in this approximation is the single electron’s interaction with itself, through the total electron density.

Density functional theory (DFT) is an approach to solving the Schrödinger equation which emerged from two mathematical theorems proved by Hohenberg and Kohn in the 1960s. The first one states that "the ground-state energy from the Schrödinger’s equation is a unique functional of the electron density." In other words; the ground-state energy, the wave function, and all other properties are uniquely determined by the ground-state electron density. This means that potentially the Schrödinger equation can be solved for the electron density of 3 spatial variables, instead of the wave function of $3N$ variables. That is, if only we knew the functional $E[n(r)]$. The second Hohenberg-Kohn theorem reveals the contours of a practical method: "The electron

\footnote{A functional is a function of a function.}
density that minimizes the energy of the overall functional is the true electron density corresponding to the full solution of the Schrödinger equation.” Again, if only we knew the functional $E[n(r)]$, we could vary the electron density until the minimum energy was reached.

An important consequence of the Hohenberg-Kohn theorems is that in solving the Schrödinger equation we no longer have to concern us with what is the “true” wave function or interaction potential, instead we can look for a simpler way to produce the same $n(r)$. This lead to the Kohn-Sham (KS) equations, which map the properties of a many-body system onto a system of non-interacting electrons under a different potential. In other words, the electron density is the same, while the potential is whatever potential that will produce this electron density for non-interacting electrons, an effective potential. Thus the many-body problem is reduced to a set of equations involving only one electron each:

$$\left[-\frac{\hbar^2}{2m} \nabla^2 + V(r) + V_H(r) + V_{XC}(r)\right] \psi_i(r) = \varepsilon_i \psi_i(r),$$

(2.13)

where the first two terms are the same as in eq. 2.10; the kinetic energy of the electrons and their interactions with the atomic nuclei. $V_H$ is the Hartree potential as before, while $V_{XC}$ contains all the tricky bits that are left to sort out, like electron exchange and correlation and corrections for the self-interaction in $V_H$. It is this exchange-correlation functional that poses the challenge in KS-DFT, as will be discussed below.

First we will just assume adequate approximations for $V_{XC}$ to exist and move on to the principle of DFT based algorithms, as illustrated in figure 2.10. Our objective is to find the electron density $n(r)$ that defines the ground-state energy of a system, by solving the KS-equations. To do this, however, we need to use $n(r)$ in the Hartree potential, i.e., before we can start to find the true $n(r)$ we have to come up with an initial trial $n(r)$ from educated guessing. This is step 1. Step 2 is to solve the KS-equations to find the single-particle wave functions $\psi_i(r)$ and step 3 is to use these wave functions to calculate the electron density from eq. 2.11. Finally, if the output density equals the input density the job is done. If not the initial density has to be updated in some way before the process is repeated. This has to continue until the energy reaches an acceptable convergence.

In order to utilize the results of Hohenberger, Kohn, and Sham, we need to define the exchange-correlation potential $V_{XC}$, which is a functional derivative of the exchange-correlation energy $E_{XC}[n(r)]$:

$$V_{XC} = \frac{\delta E_{XC}(r)}{\delta n(r)}$$

(2.14)
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Figure 2.10: Simple flow chart of a typical Kohn-Sham based density functional calculation.
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The main contribution to the exchange-correlation energy originates from the effect of Fermi holes and Coulomb holes. The latter is due to the electrostatic repulsion (Coulomb correlation) between electrons, which creates a region between each electron in which no other electrons are found. This creates a “hole” in the electron density. A similar hole in the density arises from the Pauli exclusion principle (via exchange), which states that electrons with the same spin cannot occupy the same space. A good model for the exchange-correlation energy must also correct for the electron self-interaction in the Hartree potential and the fact that the kinetic energy of the non-interacting electrons in the KS-equations may differ from the real case of interacting electrons [16].

Even though we know that $E_{XC}$ must exist, the exact form is yet to be uncovered. This leaves us to make approximations. The local density approximation (LDA) utilizes the fact that in a uniform electron gas the exact exchange energy is known. Thus LDA is a rather crude approach where a local homogeneous gas is defined in each point, with the electron density found in that particular point. The generalized gradient approximation (GGA) on the other hand, introduces a more general form of the exchange-correlation energy. GGA includes both a function ($f$) of the electron density and the gradient of this function. By including the gradient one obtains a better description of the transition from one local point to another. Many different versions of $f$ exist, providing a myriad of distinct GGA functionals. Perhaps most commonly used for solids are the Perdew-Wang (PW91) and Perdew-Burke-Ernzehnhof (PBE) functionals. The GGA approximation remedies the short-comings of LDA to a large extent [17]. However, GGA too has its limitations, for instance in correct prediction of band gaps. More sophisticated techniques do exist, but this is beyond the scope of this particular thesis.

The last fundamental ingredient needed to perform DFT calculations is the wave functions, which have to be expressed by a limited number of basis functions. The higher the number the higher the accuracy, but unfortunately the computation time will increase accordingly. The main difficulty in choosing a basis set is the very different behaviour near an atom and in the interstitial regions. In the region close to an atom the wave functions and potential are almost spherical in symmetry and vary strongly with radial distance, while in the voids between atoms the wave functions and potential are quite smooth. In general three different types of basis sets are used [18, 19]: Linear combination of atomic orbitals (LCAO), linear augmented plane waves (LAPW), and projected augmented waves (PAW), which utilizes plane waves in combination with pseudopotentials (PP). In the first method the wave function is made up of a linear combination of orbitals of isolated atoms. Intuitively this corresponds well with the chemical picture and atoms and molecules are described well. For materials with delocalized states, however, it is not a good
choice. In such cases one tend to turn to plane waves, which make use of the periodicity of crystal structures. The LAPW method divides space into two types of regions: spheres centered around the atoms are described by spherical waves while the space around them, the interstitial region, is described by plane waves. The two different descriptions have to meet at the boundaries between the two regions and the radius of the atomic spheres has to be specified. In the PP method a pseudo potential is constructed to describe the core area of each atom in a manner that is more easily represented by plane waves. Only the valence electrons are treated explicitly and all information about charge density and wave functions near the nucleus is lost. In the PAW method the ideas of augmented plane waves and pseudo potentials are brought together. The key ingredient is a transformation that maps the true wave functions onto numerically well behaved pseudo wave functions. The pseudo wave functions are expanded into a basis set that is convenient for calculations and after solving the Schrödinger equation the physical properties of the system can be evaluated simply by transforming the pseudo wave functions back to the true wave functions. Unlike the PP method PAW is an all electrons method in most practical respects, but not in the sense that all electrons of the system are taken into account self-consistently [20].

2.2.2 Atoms in crystals: Bader analysis and local DOS

The electron density obtained from a DFT calculation is continuous, describing the crystal as a whole. Thus dividing this crystal into regions representing atoms is not trivial from an electron density point of view. In this work individual atoms were studied using two different approaches, local density of states (LDOS) calculations and so-called Bader analysis. In the former method the $l$-projected DOS is calculated based on the description of each atom already given through the atomic input potentials.\(^3\) The LDOS is not normalized. In figure 2.11 a) the total DOS for a model with 18.75 at. % Ti is compared to different combinations of the separate LDOS for Mg and Ti.\(^4\) Simply adding the latter two largely reproduces the shape of the total DOS, but the intensity is too low. Trying to scale the LDOS according to the composition of the calculated model gave an intensity that was either much too high, or much too low when divided by the total number of atoms. The same tendency can be seen when trying to add the $s$-, $p$- and $d$-projected DOS. Thus it is clear that the LDOS approach has difficulties in accounting for the full electron charge density, and in our case some of the charge was simply lost.

\(^3\)In paper II there was some confusion regarding Wigner-Seitz radii defining the atomic volumes. It seems now that the these radii were in fact not used in the performed LDOS calculations.

\(^4\)The element specific LDOS is just the sum of the $l$-projected DOS for each atom of that species.
Figure 2.11: Total DOS for a model with 18.75 at. % Ti compared to different combinations of the separate LDOS for Mg and Ti(a). In (b) the summed LDOS has been scaled in order to compare the qualitative shape of the graph to the total DOS. The spectra have been smoothed using a Savitzky-Golay method included in the Origin software [21].
Bader analysis offers a more intuitive way of dividing the space of a crystal into atoms. It is based on the realization by R. Bader "that the topology of the electron density (...) provided a unique and "natural" partitioning of the space of a molecule or a crystal into mononuclear regions". (Quote from ref. [22].) Through his work it was established that two atoms that looks the same in real space possess the same energy, and his definition of the atom meets the requirement that when summing over all atoms the total energy is yielded. Essentially, the atoms are confined in volumes which surfaces are drawn perpendicular to minima in the charge density, so-called zero flux surfaces. This way the problem of "lost" charge observed for the LDOS method can be minimized and one is left with a picture of individual atoms that is pleasantly tangible. The computational challenge becomes to define the dividing surfaces; finding the charge density minima. Finding the critical points in the electron density and describing the dividing surfaces can be computationally expensive. In the present work a program developed by Arnaldsson et al. was used [23]. It is based on a fast and robust algorithm which assigns each electron density point on a regular \((x,y,z)\) grid to appropriate atomic regions by following a steepest ascent path on the grid [24]. This way an explicit definition of the zero flux surfaces can be avoided. In our work the sum of electron charge contained in the Bader volumes added up nicely to the total electron charge of the system, in contrast to what was seen for the LDOS approach. In paper II, where both integrated LDOS and Bader analysis were used to investigate the charge distribution between Mg and Ti, contradictory results were obtained. The Bader results were judged most reliable, and thus the Bader method was employed further in paper IV and V.

### 2.2.3 DOS vs. XPS valence spectra

In principle the valence spectra obtained by XPS correspond to the DOS below the Fermi level, and in many instances DOS obtained from DFT can aid the interpretation of data obtained by XPS [6, 25]. However, in order to compare the calculated DOS to experimental spectra a couple of adjustments have to be made. Firstly, the experimental broadening must be taken into account. In general this is not a straight forward task. However, for the level of accuracy obtained in the XPS valence spectra in this work, a simple estimation of the broadening was judged to be sufficient. A second factor to consider is the different photoionization cross sections of the different atoms and orbitals. In this work the photoionization cross sections calculated by Yeh and Lindau [26] were used to scale the DOS. In order to achieve this the \(l\)-projected LDOS for each element had to be used. However, as described in the previous section, the LDOS contributions do not add up to the total DOS, making the result somewhat uncertain. In our
particular case the interesting part of the DOS was the region just below the Fermi level, in which our two models showed distinctly different behaviour. From figure 2.11 b) it is clear that summing the LDOS contributions adequately reproduces the shape of the total DOS in this region. Thus it was decided to adjust the LDOS contributions for the photoionization cross sections and retrieve the total DOS directly by summing the adjusted LDOS. Figure 2.12 shows an example of how the relative intensities of the different orbitals shift upon correction for the photoionization cross sections.

2.2.4 Computational details

The aim of the project was to investigate the structure of Mg-Ti thin films. Experimentally one had found evidence for a certain short range chemical order [27, 28], and we wanted to see whether this could be supported by DFT calculations. Two models were constructed: In the quasi-random (QR) model the Ti atoms were distributed randomly in the Mg supercell, while in the nano-cluster (NC) model the Ti atoms were brought together in small clusters. Figure 2.13 shows examples of NC and QR models of two different supercell sizes. The size of the supercell was chosen to balance the trade-off between computational cost and the need both for solid solution randomness and for flexibility in composition and cluster size. The size of the supercell and clusters will be discussed in more detail towards the end of this section. The randomness was described in terms of the short range chemical order parameter \( s \), which was quantified as follows [29]:

\[
s = 1 - \frac{N - N_{\text{Ti-Ti}}}{N(1 - y)}
\]

where \((1 - y)\) is the atomic fraction of Mg, \(N_{\text{Ti-Ti}}\) is the average number of Ti atoms in the first coordination sphere around a Ti atom, and \(N\) is the total number of atoms in the first coordination sphere.

DFT calculations were performed using the Vienna ab-initio simulation package (VASP) [30, 31]. The Kohn-Sham equations were solved using a basis of projector augmented wave functions [19] with a plane-wave energy cut-off of 350 eV. The Perdew-Burke-Ernzerhof 96 (PBE) generalized gradient approximation was used for the electron exchange correlation functional [32]. The criterion for electronic convergence was a change of the total energy less than \(10^{-5}\) eV. The smearing width was 0.2 eV. The energy cut-off and number of \(k\)-points was tested: The total energy was converged down to \(< 0.00001\) eV and \(< 0.003\) eV for the energy cut-off and \(k\)-points, respectively.
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Figure 2.12: \(s, p\) and \(d\)-projected DOS (LDOS) for a Mg-Ti model with 18.75 at.% Ti (a). In (b) the LDOS has been corrected for photoionization cross sections in order to obtain a simulated valence band structure. The spectra have been smoothed using a Savitzky-Golay method included in the Origin software [21].
Structural optimizations were performed, with volume, lattice parameters and atom positions allowed to change simultaneously. The break condition for the relaxation loop was set to forces $< -0.05 \text{ eV/Å}$. The mixing enthalpy of the alloys was calculated as follows:

$$\Delta H_f = E_{\text{Mg}_{100-y}\text{Ti}_y} - (100 - y)E_{\text{Mg}} - yE_{\text{Ti}}$$

where $E_{\text{Mg}_{100-y}\text{Ti}_y}$, $E_{\text{Mg}}$ and $E_{\text{Ti}}$ are the calculated energies of alloy, pure Mg and pure Ti respectively. The mixing enthalpy per Ti atom or per $H_2$ was used for comparisons between the different compositions. The hydrogenation energy $E_H$ was defined as $E_H = E_{\text{Mg-Ti-H}} - (E_{\text{Mg-Ti}} + \frac{y}{2}E_{H_2})$, where $E_{\text{Mg-Ti-H}}$ is either fcc hydride structure or hcp metal structure with H and $E_{\text{Mg-Ti}}$ is the hcp metal structure without H.

In paper II calculations were done for $\text{Mg}_{100-y}\text{Ti}_y$ with compositions $1.56 \leq y \leq 98.44$. In this paper we wanted to see whether segregation of Ti on a scale below the XRD detectable limit could be energetically favourable. Parallel calculations were performed for Ti distributed both quasi-randomly and arranged in nano-clusters. The standard hexagonal structure of Mg was used as a starting point. We started with a super cell consisting of 64 atoms in total, equal to $4 \times 4 \times 2$ Mg unit cells. In the QR calculations the Ti atoms were manually distributed in the 64 atom cell.
in a random manner. The number of Ti atoms in the first coordination sphere of Ti $N_{Ti-Ti}$ ranged from 0 for $y = 1.56$ to $< 2$ for $y = 25$. To construct the Ti nano-clusters in the NC model planes of four Ti atoms were stacked together in the $a$ direction for compositions $y = 6.25, 12.5$ and $18.75$. For the composition with $y = 25$ the super cell was increased to 96 atoms in order to facilitate the nano-cluster, which was given a more quadratic shape. The compositions with $y > 50$ were mirrored versions of the corresponding compositions with $y < 50$. The initial NC models were labeled original. Through the course of the work several alternative configurations were constructed to test the effect of cluster size by varying the chemical short-range parameter, $s$. Table 2.2 lists all the NC models calculated in paper II. A 5x5x7 Gamma sampling of $k$-points was used to model the Brillouin zone for the cell containing 64 atoms, a 5x5x5 sampling was used for the cell containing 96 atoms and a 3x3x5 sampling was used for the even larger cells. The mixing enthalpy and its relation to the short range order were investigated, as well as relaxed cell parameters and the density of states. In addition both local DOS projections and Bader analysis were employed to analyze the interactions between Mg and Ti. Finally the charge density for the 12.5 at.% Ti composition was compared to the hypothetical charge density of the so-called procrystal. The charge density of the procrystal is made up of non-interacting atoms placed in the crystal structure of comparison, thus the charge difference between the calculated model and the procrystal may give a clearer picture of the electron interactions between Mg and Ti in a particular crystal structure.

In paper III the DOS calculated for the QR and NC models from paper II were investigated further. Using local DOS calculations the contributions from Mg and Ti to the total DOS were separated to further investigate the preference for Ti nano-cluster formation. The distinct qualitative difference between the DOS for the QR and NC models inspired a comparison to the XPS valence spectrum of a real Mg-Ti sample. In order to do this the calculated DOS was scaled using photoionization cross sections from Yeh and Lindau [26].

In paper IV hydrogen was introduced into the metallic ($hcp$) model with composition $y = 18.75$. This composition was chosen from paper II because it was closest to the $y = 20$ sample that was investigated experimentally. H has the choice of occupying octahedral (oct) or tetrahedral (tet) sites in the structure, as illustrated in figure 2.14. As a first step calculations were performed for a single H atom at different positions in both the NC and the QR model to get an overview of the effect. It was found that placing H on sites with both Mg and Ti nearest neighbors, lead to a further stabilization of the system. The effect was strongest for occupation of octahedral sites in the NC model. The occurrence of each octahedral site with $nn_{Ti} = 6, 3, 2, 1$ and 0 in the unit cell is 2, 10, 8, 14 and 30, respectively. The second step was to gradually increase the H
Table 2.2: Average number of Ti atoms on nearest neighbor sites around Ti ($N_{\text{Ti-Ti}}$) and chemical short-range parameter ($s$), with corresponding values calculated for the mixing enthalpy per Ti atom, for all NC models. The unit cell names give the number of Mg and Ti atoms. Original models in bold.

<table>
<thead>
<tr>
<th>Composition</th>
<th>Unit cell</th>
<th>$N_{\text{Ti-Ti}}$</th>
<th>$s$</th>
<th>Mixing enthalpy per Ti [meV/Ti]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mg$<em>{93.75}$Ti$</em>{6.25}$</td>
<td>Mg60Ti4</td>
<td>2.500</td>
<td>0.16</td>
<td>349</td>
</tr>
<tr>
<td></td>
<td>Mg60Ti4</td>
<td>3.000</td>
<td>0.20</td>
<td>273</td>
</tr>
<tr>
<td>Mg$<em>{87.50}$Ti$</em>{12.50}$</td>
<td>Mg56Ti8</td>
<td>4.500</td>
<td>0.29</td>
<td>214</td>
</tr>
<tr>
<td></td>
<td>Mg56Ti8- (2parts)</td>
<td>3.000</td>
<td>0.14</td>
<td>345</td>
</tr>
<tr>
<td></td>
<td>Mg189Ti27</td>
<td>6.666</td>
<td>0.49</td>
<td>190</td>
</tr>
<tr>
<td></td>
<td>Mg252Ti36 (2parts)</td>
<td>5.666</td>
<td>0.40</td>
<td>246</td>
</tr>
<tr>
<td></td>
<td>Mg252Ti36</td>
<td>7.030</td>
<td>0.53</td>
<td>184</td>
</tr>
<tr>
<td>Mg$<em>{81.25}$Ti$</em>{18.75}$</td>
<td>Mg52Ti12</td>
<td>5.167</td>
<td>0.30</td>
<td>225</td>
</tr>
<tr>
<td>Mg$<em>{75.00}$Ti$</em>{25.00}$</td>
<td>Mg72Ti24</td>
<td>6.708</td>
<td>0.41</td>
<td>187</td>
</tr>
<tr>
<td></td>
<td>Mg72Ti24</td>
<td>5.917</td>
<td>0.32</td>
<td>194</td>
</tr>
<tr>
<td>Mg$<em>{12.50}$Ti$</em>{87.50}$</td>
<td>Mg8Ti56</td>
<td>4.500$^*$</td>
<td>0.29$^*$</td>
<td>330</td>
</tr>
</tbody>
</table>

$^*$ $N_{\text{Mg-Mg}}$

Figure 2.14: The different sites for interstitial H in the NC model with 18.75 at% Ti: octahedral (a) and tetrahedral (b). Mg atoms are shown in white while Ti atoms are shown in orange. The sites fully coordinated by Ti are illustrated in pink and the sites with $nn = 3, 2, 1$ and 0 are illustrated in green, blue, lime and grey, respectively.
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content, starting with the most stable sites on the interface between the Ti nano-clusters and the Mg matrix, i.e., the sites with nn_{Ti} = 3. Then the rest of the sites were filled in decreasing nn_{Ti} order. For certain H contents alternative filling orders were tested. Table 2.3 gives an overview of all the calculated compositions in the filling sequence. Test calculations were also done for the hydride phase for comparison. For the hydride phase a 2x2x3 TiH_{2}-type (fcc) unit cell (48 atoms) was used, with the experimental lattice parameters of Vermeulen et al. [33] as a starting point. Bader analysis of the hydrogenated models was included in paper V to support experimental findings.

Accepting the limitations of the DFT-method the most crucial influence on the viability of the result becomes the choice of input model. The inherent periodicity of our calculations means that our model can never match the true randomness of a real solid solution. The question becomes whether our model is good enough. In our work we decided on a supercell consisting of 64 atoms, which would provide a reasonable flexibility in terms of atomic composition as well as allowing the formation of Ti nano-clusters. For the QR models in paper II this choice was never really questioned, other than observing that the manual distribution of Ti atoms resulted in slightly less Ti-Ti interactions (s < 0) than would be the case in a truly random distribution (s = 0). For the NC model, on the other hand, it became necessary to perform calculations for a variety of supercell sizes and nano-cluster shapes. As can be seen in table 2.2, and paper II (figure 3) the mixing enthalpy was found to increase with the short range order, up to a point where the energy gain upon increased cluster size started to diminish. Most importantly the size and short range order of the calculated nano-clusters correspond well to the experimentally derived models by Baldi et al [28]. Thus it seems our model was adequate in terms of cluster size. The effect of long range ordering has been tested in a systematical manner for the 12.5 at. % Ti composition. The models are listed in table 2.4. For the NC model, which has a constant s value, the mixing enthalpy per Ti atom is practically unaffected by the decrease of long range ordering. For the QR model, for which a constant s value was harder to construct, the mixing enthalpy per Ti atom fluctuates somewhat. However, it seems evident that the strongest influence comes from the local rather than the long rang ordering, i.e., the effect of clustering outweighs any possible effect of randomness. In conclusion, the supercell sizes investigated in the present project seem to be an adequate representation of reality, both in terms of nano-cluster size and long range ordering.
Table 2.3: Hydrogen configurations in calculated models from paper IV. The metallic (hcp) matrix consisted of 52 Mg atoms with 12 Ti atoms arranged in a nano-cluster. The octahedral voids in the structure are labeled after the number of Ti atoms ($nn_{Ti}$) in the first coordination sphere. Hydrogen was introduced as listed below.

<table>
<thead>
<tr>
<th>H atoms</th>
<th>$nn_{Ti}$ (octahedral voids)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>6</td>
</tr>
<tr>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
</tr>
<tr>
<td>14</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>2</td>
</tr>
<tr>
<td>20</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>2</td>
</tr>
<tr>
<td>32</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>2</td>
</tr>
<tr>
<td>34</td>
<td></td>
</tr>
<tr>
<td>64 (all sites)</td>
<td>2</td>
</tr>
</tbody>
</table>
Table 2.4: Different supercell sizes for the composition with 12.5 at. % Ti, both quasi-random (QR) and nano-cluster (NC) models. For definition of short range order see text.

<table>
<thead>
<tr>
<th>Total no. of atoms</th>
<th>Supercell composition</th>
<th>Model</th>
<th>No. of Ti clusters</th>
<th>Short range order per Ti [eV/Ti]</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>Mg28Ti4</td>
<td>QR</td>
<td>-</td>
<td>-0.14</td>
</tr>
<tr>
<td>64</td>
<td>Mg56Ti8</td>
<td>QR</td>
<td>-</td>
<td>-0.10</td>
</tr>
<tr>
<td>128</td>
<td>Mg112Ti16</td>
<td>QR</td>
<td>-</td>
<td>-0.06</td>
</tr>
<tr>
<td>256</td>
<td>Mg224Ti32</td>
<td>QR</td>
<td>-</td>
<td>-0.06</td>
</tr>
<tr>
<td>64</td>
<td>Mg56Ti8</td>
<td>NC</td>
<td>1</td>
<td>0.29</td>
</tr>
<tr>
<td>128</td>
<td>Mg112Ti16</td>
<td>NC</td>
<td>2</td>
<td>0.29</td>
</tr>
<tr>
<td>256</td>
<td>Mg224Ti32</td>
<td>NC</td>
<td>4</td>
<td>0.29</td>
</tr>
</tbody>
</table>
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Chapter 3

The Mg-Ti-H system

Even though magnesium and titanium do not form alloys and have negligible solubility the combination of the two has received a fair share of attention, both in the context of hydrogen storage and towards improving corrosion resistance of Mg as a structural material. This chapter gives an overview of some of the existing knowledge relevant to the current project.

3.1 Structure

The structural parameters of pure Mg and Ti are listed in table 3.1 along with their hydrides. Both Mg and Ti have hexagonal close packed (hcp) structures in the metallic state, with the size of the unit cell adjusted according to atomic radius. MgH$_2$ forms a tetragonal rutile structure, while TiH$_2$ forms a cubic fluorite structure.

As Mg-Ti samples have to be made by non-equilibrium techniques the structure of such metastable alloys is not obvious. In 2002 Mitchell et al. [1] investigated a series of Mg-Ti samples.

<table>
<thead>
<tr>
<th></th>
<th>Space group</th>
<th>Hermann-Mauguin symbol</th>
<th>Crystal system</th>
<th>Structure type</th>
<th>Parameters $a, c$/Å</th>
<th>Band gap [eV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mg</td>
<td>194</td>
<td>$P\bar{6}_3/mmc$</td>
<td>hexagonal</td>
<td></td>
<td>3.209, 5.210</td>
<td>Metallic</td>
</tr>
<tr>
<td>Ti</td>
<td>194</td>
<td>$P\bar{6}_3/mmc$</td>
<td>hexagonal</td>
<td></td>
<td>2.951, 4.684</td>
<td>Metallic</td>
</tr>
<tr>
<td>MgH$_2$</td>
<td>136</td>
<td>$P4_2/mnm$</td>
<td>tetragonal</td>
<td>Rutile</td>
<td>4.517, 3.021</td>
<td>5.58</td>
</tr>
<tr>
<td>TiH$_2$</td>
<td>225</td>
<td>$Fm3m$</td>
<td>cubic</td>
<td>Fluorite</td>
<td>4.535</td>
<td>Metallic</td>
</tr>
</tbody>
</table>
Table 3.2: Experimental Mg\textsubscript{y}Ti\textsubscript{1−y}H\textsubscript{x} structure data.

<table>
<thead>
<tr>
<th>Comp. y</th>
<th>Crystal system</th>
<th>Lattice parameters</th>
<th>Comp. y</th>
<th>Crystal system</th>
<th>Lattice parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>hcp</td>
<td>a, b/[Å]</td>
<td>0.9</td>
<td>hcp</td>
<td>a, b/[Å]</td>
</tr>
<tr>
<td>0.99</td>
<td>hcp</td>
<td>3.21 5.21 120</td>
<td>0.8</td>
<td>hcp</td>
<td>3.19 5.12 120</td>
</tr>
<tr>
<td>0.96</td>
<td>hcp</td>
<td>3.20 5.16 120</td>
<td>0.7</td>
<td>hcp</td>
<td>3.11 5.02 120</td>
</tr>
<tr>
<td>0.95</td>
<td>hcp</td>
<td>3.19 5.15 120</td>
<td>0.9    ∼2</td>
<td>bet</td>
<td>4.48 2.99 90</td>
</tr>
<tr>
<td>0.93</td>
<td>hcp</td>
<td>3.19 5.15 120</td>
<td>0.8    ∼2</td>
<td>fcc</td>
<td>4.71 4.71 88.5</td>
</tr>
<tr>
<td>0.88</td>
<td>hcp</td>
<td>3.16 5.10 120</td>
<td>0.7    ∼2</td>
<td>fcc</td>
<td>4.66 4.66 89</td>
</tr>
</tbody>
</table>

made by physical vapour deposition (PVD), with Ti content ranging from 0.87 to 12.4 at.%. Using X-ray diffraction (XRD) they concluded that Mg and Ti were in solid solution and that the variations in lattice parameters were influenced mainly by the atomic size factor. Vermeulen et al. also investigated the crystal structure of Mg\textsubscript{y}Ti\textsubscript{1−y} samples with y = 90, 80 and 70. DC/RF sputtered samples were measured with and without hydrogen using in situ X-ray diffraction [2]. In all cases the as deposited samples had a hexagonal close packed structure similar to the structure of pure Mg and Ti. For the hydrides, a face-centered cubic symmetry was found for the Mg\textsubscript{70}Ti\textsubscript{30} and Mg\textsubscript{80}Ti\textsubscript{20} compounds, while the unit cell of hydrogenated Mg\textsubscript{90}Ti\textsubscript{10} was body-centered tetragonal. The experimental lattice parameters from Mitchell et al. [1] and Vermeulen et al. [2] are given in table 3.2. The correspondence between the data is not complete, for instance does the y = 0.88 composition measured by Mitchell et al. have the same cell parameters as the y = 0.8 composition measured by Vermeulen et al.. It might seem that accurate determination of the composition is not trivial. The existence of a structural transition point for the hydride was supported by ground state density functional theory (DFT) calculations [3, 4] of ordered models of Mg-Ti. It was found that for Ti contents above 20 at.% the Mg-Ti-hydride does indeed change from the body centered tetragonal structure of pure MgH\textsubscript{2} into a face-centered cubic structure similar to that of TiH\textsubscript{2}, in good agreement with the experiments. However, the reasons why such relatively small amounts of Ti would cause Mg to form a cubic hydride were not explained.

The first extensive investigation of both the structure and optical and electrical properties of magnetron sputtered Mg\textsubscript{y}Ti\textsubscript{1−y} thin films with and without hydrogen was performed by Borsa et al. in 2007 [5]. XRD measurements of samples with 10 and 30 at.% Ti gave only one reflection peak from the Mg-Ti layer, corresponding to a hexagonal structure in the metallic state. The hexagonal structure was confirmed also by transmission electron microscopy (TEM). As large scale phase separation seemed out of the picture and alloy formation was deemed highly unlikely
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Figure 3.1: (a and b) $\theta - 2\theta$ X-ray scans measured on 200 nm $\text{Mg}_y\text{Ti}_{(1-y)}$/10 nm Pd films ($y=0.70$ and $y=0.90$) in the as-prepared (initial), fully hydrogenated at room temperature in 1 bar $\text{H}_2$ (loaded), and fully dehydrogenated (unloaded) states. (c) Intermediate steps during dehydrogenation measured on a $y=0.70$ sample. (d) Composition dependence of $2\theta$ measured on a $\text{Mg}_y\text{Ti}_{1-y}$ gradient thin film with $0.55 < y < 0.95$. Data corresponding to as-prepared (initial), solid solution (intermediate), and hydrogenated (final) states as defined in (c) are shown. From ref. [5].

The conventional alternative would be solid solution. However, due to the high mixing enthalpy calculated for a random alloy of Mg and Ti [6] the authors suggested that Mg and Ti form a coherently coupled mixture with (small) separate areas of Mg and Ti. After hydrogenation the Ti poor sample with 10 at.% Ti was found to form a MgH$_2$-like rutile structure while the sample with 30 at.% Ti was found to form a TiH$_2$-like fluorite structure. The turning point between formation of a MgH$_2$-like and a TiH$_2$-like hydride phase was reported to be at a composition $0.87 < y < 0.9$. TEM indicated a structural homogeneity in the hydride phase at least on the scale above 20 nm. When hydrogen was unloaded the structure returned to the hcp metallic phase and the samples remained crystalline throughout the whole process. Remarkably Mg and
Ti did not segregate upon cycling, unlike several other Mg containing alloys, e.g., Mg-V [7], La-Mg [8], Gd-Mg [9] and Y-Mg [10]. Electrical, optical and structural data combined suggested a hydrogenation sequence where Ti related sites are filled first. As it turns out the molar volume of TiH$_2$ (13.3 cm$^3$) equals almost exactly that of pure Mg (13.98 cm$^3$) and it was argued that this was the cause of the reversibility of the system. Figure 3.2 illustrates the coherent structure and how the coinciding molar volumes of Mg and TiH$_2$ relax the structure at intermediate steps of the loading and unloading of hydrogen. The missing piece in the coherent structure picture was a fluorite MgH$_2$ phase, which had only been found at high pressures (4 GPa) [11].

The Bragg peak position (”scattering angle 2θ”) and the resistivity were measured in situ during hydrogenation of a sample with 30 at.% Ti, see figure 3.3. In the solid solution phase the Bragg peak position changed while the resistivity remained fairly constant. This was followed by the transformation to hydride state, where the resistivity started to increase. Surprisingly, the increase in resistivity continued even after the scattering angle had stabilized, giving reason to suspect the presence of a hydrogen absorbing amorphous phase. Estimates based on the electrical and optical measurements, however, turned out to be far too high ($\sim$ 45%) considering evidence of an amorphous phase was not seen with TEM.

Generally one finds that the total amount of H that can be stored in Mg$_y$Ti$_{1-y}$ thin films is somewhat less than the stoichiometrical [H/M] = 2 [12, 5], with the fraction decreasing with Ti content. In an in-situ electrochemical XRD study of (de)hydrogenation of Mg$_y$Ti$_{1-y}$ thin films Vermeulen et al. [13], found that the amount of H being retrieved from a Mg-Ti samples was about [H/M] = 0.3 less than the amount initially absorbed, pointing to the presence of sites where H was very strongly bound.

Regarding the microstructure of Mg-Ti samples it had become clear that if Ti was separated from Mg it had to be in small particles of sizes below the XRD detectable range. From optical and electrical measurements Borsa et al. had already concluded that the hydrogenated samples would have to contain both metallic (TiH$_2$-like) and insulating (MgH$_2$-like) regions (see section 3.2) which indirectly predicted a certain local ordering of Mg and Ti [5]: For the hydrogenated sample with 30 at.% Ti the volume fraction of the insulating phase was about 75 % which pretty much accounts for all of the Mg in the sample. However, the number of complete Mg tetrahedra for H to occupy in a homogenous random model would be only $\sim \frac{1}{3}$ of this. New evidence for small scale separation was found from simulation of optical isotherms from hydrogenography by Gremaud et al. [14] in 2008 and was further verified by a combination of X-ray diffraction and Extended X-ray Absorbtion Fine Structure (EXAFS) spectroscopy performed by Baldi et al. [15] in 2009. The concept of chemical short-range order (CSRO) was introduced as a mean to
Figure 3.2: (a) Schematic representation of a coherent crystalline grain consisting of a Mg and Ti region. (b) The same crystalline grain after hydrogen uptake in the Ti-related sites. (c) Full hydrogenation state. The accidental equality of the molar volumes of TiH$_2$ and Mg leads to an almost perfect crystal in situation (b). From ref. [5].
Figure 3.3: Bragg peak position ("scattering angle 2θ") and electrical resistivity (ρ) evolution in time during hydrogenation measured simultaneously on a 200 nm $Mg_{0.70}Ti_{0.30}$ /10 nm Pd sample. Hydrogenation was performed at room temperature in 100 mbar $H_2$. From ref. [5].
describe the local structure in Mg-Ti samples. The CSRO parameter $s$ is given by the equation [16]:

$$s = 1 - \frac{N - N_{\text{Ti-Ti}}}{Ny}$$  \hspace{1cm} (3.1)

where $(1 - y)$ is the atomic fraction of Mg. $N_{\text{Ti-Ti}}$ is the average number of Ti atoms in the first coordination sphere around a Ti atom, and $N$ is the total number of atoms in the first coordination sphere. In ref. [15] the CSRO parameters for Mg$_y$Ti$_{1-y}$ samples with $0.53 < y < 0.9$ were calculated from the $N$ values obtained by EXAFS. Mg$_y$Ti$_{1-y}$ models with the measured $s$ values were generated via 3D Monte Carlo simulations, assuming only nearest neighbor interactions and including periodic boundary conditions. The models are shown in figure 3.4 along with completely random models for comparison purposes, showing how Ti tend to segregate on the nano-scale.

In most of the previous DFT investigations of the Mg-Ti system minimum size supercells were used, resulting in a high degree of ordering. An exception is the work of Van Setten et al. [17], where special quasi-random structures which enable modeling of random alloys in a finite supercell were employed. Their supercell contained 32 atoms. The primary objective, however, was to study the optical properties of Mg$_{1-y}$Ti$_y$H$_2$, which will be discussed in the next section. During the course of the present work a DFT paper by Tao et al. [18] comparing ordered and segregated-type structures for Mg$_{75}$Ti$_{25}$ hydrides turned up. The results showed that the segregated-type $fcc$
The Ti atoms fill the whole length of the unit cell in one direction, resulting in a structure with evenly spaced Ti nanowires in an Mg-matrix. Figure from ref. [18].

The hydride phase was stable (relative to the elemental states) down to very low hydrogen contents; less than H/M=0.1. This did not correspond well with our ongoing work, which is presented in paper IV. However, it soon became clear that the segregated unitcell in the work of Tao et al. was in fact describing a Ti nanowire, as can be seen in figure 3.5. Thus these results were judged less relevant for comparison with the real thin film samples. The influence of Al distribution in a supersaturated Ti$_{1-x}$Al$_x$N alloy was investigated by Mayrhofer et al. [19]. It was found that the meta-stable solubility limit of AlN in cubic Ti$_{1-x}$Al$_x$N could be increased by reducing the number of Al-Ti bonds, i.e., by small scale clustering. However, such studies do not appear to be widespread. Regarding immiscible elements, most DFT-investigations seem to be focused on surface alloying rather than bulk mixing, for instance in connection to catalysis [20, 21].

### 3.2 Electrical and optical properties

The discovery of the so-called switchable mirrors of Y-H and La-H in 1996 [22] sparked an interest in thin film hydrides, leading to the discoveries of several hydride systems with tunable electrical and optical properties [23, 24, 25, 8, 26]. Mg-Ti thin films stand out among them, as they appear black rather than transparent in the fully hydrogenated state. The electrical and optical properties of Mg$_y$Ti$_{1-y}$ thin films with $y = 0.9, 0.8$, and $0.7$ were extensively studied.
3.2. Electrical and optical properties

Figure 3.6: Resistivity versus $T$ (on a logarithmic scale) measured for a 200 nm $\text{Mg}_{0.70}\text{Ti}_{0.30} / 1\text{ nm Pd}$ film in the fully hydrogenated state (in 1 bar $\text{H}_2$). The solid line is a guide for the eyes. From ref. [5].

by Borsa et al. in 2007 [5]. It was found that while the metallic state shows zero transmission and a relatively high and featureless reflection for all compositions, the hydrogenated state has low reflection combined with low transmission in the case of $y = 0.8$ and $0.7$. This means that in the hydrogenated state the Ti-rich samples display a highly absorbing character, a so-called black state, extending over the entire visible energy range. The absorption decreases with decreasing film thickness, offering the possibility to fine-tune the properties. By analyzing the energy dependence of the absorption coefficient $\alpha$ an absorption edge was found at high energies, typical for $\text{MgH}_2$ or another phase with a similar band gap. On the basis of this it was concluded that an insulating phase (like $\text{MgH}_2$) would have to be present, and this was further supported by electrical resistivity measurements, which pointed to a non-metallic behaviour. As can be seen in figure 3.6 the resistivity increased for decreasing temperature, with a logarithmic dependence in the range $35\text{ K} < T < 298\text{ K}$. The microscopic origin of the peculiar optical and electrical properties remained uncertain, but it was suggested that a step-wise hydrogenation process with initial formation of small conducting $\text{TiH}_2$ areas followed by a surrounding $\text{MgH}_2$-like insulating phase would be part of the explanation.

The optical properties of $\text{Mg}_y\text{Ti}_{1−y}$ with $y = 0.5, 0.75, \text{ and } 0.875$ were also investigated theoretically by DFT [17], using both simple ordered and quasi-random structures. From the results
it was argued that the optical black state of $\text{Mg}_y\text{Ti}_{1-y}$ is an intrinsic property of a homogeneous bulk hydride, in contrast to the hydrogenation of $\text{Mg}_2\text{Ni}$ where phase separation into $\text{Mg}_2\text{NiH}_4$ and $\text{Mg}_2\text{NiH}_{0.3}$ grains is responsible for the observed black state.

### 3.3 XPS parameters

XPS is a widely used technique and the wealth of reported data does sometimes represent a bit of a challenge. Reported binding energies for the same peak position can often vary by several eV, and unfortunately peak fitting parameters are rarely included in published spectra. This section describes published results that were used as comparison with XPS data in this work.

Spectra of pure Mg and Ti and their oxides have been extensively studied over several decades [27, 28, 29, 30]. Mg is easily oxidized, forming both MgO and Mg(OH)$_2$ upon air exposure. The Mg oxide and hydroxide peaks overlap in the Mg 2p spectrum, but can be easily distinguished from the metallic component. In the O 1s spectrum Mg oxide and hydroxide are well separated with about 2 eV. Ti on the other hand forms several oxides, and the overlap and asymmetries in the Ti 2p spectrum have caused some confusion in the literature. In this work we have adapted the fitting approach proposed in a recent publication by Biesinger et al. [30]. Peak positions are listed in table 3.3. The full width at half maxima (FWHM) for the Ti 2p$_{3/2}$ and Ti 2p$_{1/2}$ peaks acquired at a pass energy 20 eV were found to be 0.69 eV and 0.83 eV, respectively, in the case of Ti metal. For TiO$_2$ the corresponding peaks were broader, 1 eV and 2 eV, respectively. For the metallic peak an asymmetric peak-shape La(1.1,5,7) was used, where the first two parameters define the spread on either side of a Lorentzian component. The Lorentzian curve is convoluted by a Gaussian with the width specified by the last parameter. For more details about the LA peak shape see ref. [30]. The oxide peaks were fitted with a mixed Gaussian-Lorentzian component GL(67), where the parameter gives the Lorentzian percentage. The exact peak shapes will vary somewhat from spectrometer to spectrometer.

When it comes to hydrides the first report of binding energies and Auger parameter values for MgH$_2$ came from Friedrichs et al. in 2006 [31]. They studied Mg hydride exposed to oxygen and air in a controlled manner, on samples synthesized by high energy ball milling (BM) and gas phase condensation (GPC) methods. They found that the surface was always covered by a thin amorphous oxide and hydroxide layer, thinner for the MgH$_2$ sample than the unhydrogenated ones. Figure 3.7 shows the development during controlled oxygen and air exposure. The MgH$_2$
### 3.3. XPS parameters

<table>
<thead>
<tr>
<th>Compound</th>
<th>Ti 2p&lt;sub&gt;3/2&lt;/sub&gt; [eV]</th>
<th>Std. dev. [±eV]</th>
<th>No. of Mult. splitt. [eV]</th>
<th>Std. dev. [±eV]</th>
<th>No. of cit.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ti</td>
<td>453.86</td>
<td>0.32</td>
<td>8</td>
<td>6.13</td>
<td>0.06</td>
</tr>
<tr>
<td>TiO</td>
<td>455.34</td>
<td>0.39</td>
<td>8</td>
<td>5.73</td>
<td>0.15</td>
</tr>
<tr>
<td>Ti&lt;sub&gt;2&lt;/sub&gt;O&lt;sub&gt;3&lt;/sub&gt;</td>
<td>457.13</td>
<td>0.35</td>
<td>8</td>
<td>5.60</td>
<td>0.36</td>
</tr>
<tr>
<td>TiO&lt;sub&gt;2&lt;/sub&gt;</td>
<td>458.66</td>
<td>0.22</td>
<td>13</td>
<td>5.66</td>
<td>0.08</td>
</tr>
</tbody>
</table>

Table 3.3: Ti 2p<sub>3/2</sub> literature values compiled by Biesinger et al. [30], see original paper for cited references.

Peaks overlapped with oxide and hydroxide peaks and were not assigned individual binding energies. Peak positions are listed in table 3.4. In the state prior to the first oxidation the Auger parameters for BM-Mg and BM-MgH<sub>2</sub> were 1231.2 eV and 1231.8 eV respectively, assigned to a MgO and a MgH<sub>2</sub> phase, respectively. After air exposure, BM-MgH<sub>2</sub> showed an increase in the Auger parameter to 1230.6 eV due to the formation of Mg(OH)<sub>x</sub>, while the Auger parameter of BM-Mg stayed constant. BM-MgH<sub>2</sub> and GPC-Mg ended up having the same Auger parameter, due to presence of hydroxide, while BM-Mg showed better resistance to air oxidation. Ti hydrides seem to be somewhat more investigated by XPS [32, 33, 34, 35], and already in 1980 Lamartine et al. [36] found a linear relationship between the H/Ti ratio and the shift in the Ti 2p peak position. Typically one sees a 0.6 eV shift to higher \( E_b \) for the Ti 2p<sub>3/2</sub> peak in fully hydrogenated TiH<sub>2</sub> compared to metallic Ti.

Mg-Ti samples without hydrogen have been studied by XPS within the framework of improving corrosion resistance of Mg by alloying with nobler metals. In 2002 vapor-deposited samples of composition between 7.6 and 30.2 at.% Ti were investigated by Mitchell et al. [1] using high-energy X-ray photoelectron spectroscopy with a Cr K\( \alpha \) source. They found that the final state Auger Parameter (AP) for vapor deposited Mg (Mg 1s + Mg KLL) was about 0.1 eV lower than pure Mg, decreasing weakly with increasing Ti content. For the initial state AP this trend was stronger. The final state AP for Ti (Ti 1s + Ti KLL) showed the opposite behaviour, with an increase of the final state AP with increasing Ti content. The AP shifts of Ti and Mg were comparable in magnitude. The AP values were used to calculate the charge transfer in the Mg-Ti system, which appeared to be directed from Mg to Ti. It seemed that Ti was better screened in Mg-Ti than in its pure state.
Figure 3.7: Evolution of photoelectron (Mg2p, O1s) and Auger (KL2,3L2,3) peaks upon controlled oxygen and air exposure for the three samples under study: GPC-Mg, BM-Mg and BM-MgH2. Initial, original untreated sample; O2 1 oxygen dose of about 1 Torr for 2 min; O2 2, oxygen dose of about 50 Torr for 2 min; Air 1, air exposure for 5 min and Air 2, air exposure for more than 90 min. From ref. [31]
Table 3.4: XPS peak positions from ref. [31].

<table>
<thead>
<tr>
<th>Peak</th>
<th>BE</th>
<th>Type</th>
<th>BE</th>
<th>Type</th>
<th>BE</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mg 2p</td>
<td>50.1 eV</td>
<td>Metallic</td>
<td>51.2 eV</td>
<td>Oxide/Hydroxide</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mg KLL</td>
<td>1179.2 eV</td>
<td>Hydroxide</td>
<td>1180.1 eV</td>
<td>Oxide</td>
<td>1185.3 eV</td>
<td>Metallic</td>
</tr>
<tr>
<td>O 1s</td>
<td>531.4 eV</td>
<td>Oxide</td>
<td>533.2 eV</td>
<td>Hydroxide</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Chapter 4

Overview of results

The scientific results of this Ph.D. work are presented in the six papers appended to this thesis. A brief summary of each paper is given below, followed by some overall conclusions.

Paper I

*X-ray photoelectron spectroscopy study of MgH$_2$ thin films grown by reactive sputtering*

In the first paper a MgH$_2$ thin film grown directly by reactive sputtering in H$_2$ gas was studied by XPS. Three samples from the same film were measured at different times after exposure to air, using Ar$^+$ sputtering to investigate the in-depth compositional variations. The paper discusses the difficulties of obtaining reliable peak fitting, owing to the close overlap of the Mg peaks from MgH$_2$, MgO and Mg(OH)$_2$ and the possible effect of differential sample charging. In this particular work the issue of peak fitting was avoided by combining the data from the Mg 2p and O 1s spectra in order to quantify the data. In other words, the O 1s spectrum was used to work out the portion of MgO and Mg(OH)$_2$ in the non-metallic part of the Mg 2p spectrum. Thus the remaining peak area could be assigned to MgH$_2$. The compositional depth profiles showed a thin layer of Mg(OH)$_2$ growing on the surface of the film, and a surprisingly high amount of MgO throughout the sample. The amount of MgH$_2$ did never exceed 30 at. %, which was surprising given earlier reports of increased resistance against oxidation for similar samples. However, in this work the possible reduction of hydrides (and oxides) caused by the Ar$^+$ sputtering, which was later presented in paper V, was not considered.
Paper II

Density functional calculations of Ti nano-clusters in the meta-stable Mg-Ti system

In this work DFT calculations were done for $\text{Mg}_{100-y}\text{Ti}_y$ supercells of compositions $1.56 \leq y \leq 98.44$, with emphasis on the Mg rich side. Two models were compared: A nano-cluster (NC) model where Ti was arranged in small clusters within the Mg matrix and a quasi-random (QR) model where Ti was distributed randomly. Although the structural parameters did not differ much for the two models, the mixing enthalpy per Ti atom was lowered by up to $\sim 0.5$ eV when Ti was arranged in nano-clusters. The mixing enthalpy is the cohesive energy of the elements in the model system relative to that in the standard states. The degree of clustering was quantified in terms of the chemical short range order parameter $s$ and the effect of cluster size was investigated by comparing models constructed with different $s$ values. The mixing enthalpy appeared to reach a minimum after which further growth made little difference, indicating that the phenomenon of nano-scale clustering has to be understood separately from the phase separation occurring at larger scale in an equilibrium process. Several reports of experimental structural parameters are available in the literature, with great variations among them and poor correspondence with Vegard’s law. In our paper we suggested that this is due to the presence of Ti nano-clusters, and that different synthesis methods would cause variations in the size and shape of the clusters. Local density of states (DOS) calculations revealed how segregated Ti was able to form a local environment resembling pure Ti, while Bader analysis was performed to study the charge distribution between Mg and Ti. The charge transfer from Mg towards Ti was substantial, but could be minimized by the formation of Ti nano-clusters. It was found that a very limited amount of Ti nearest-neighbors is sufficient for Ti to experience an imitation of the elemental state, reducing the driving force for further nucleation.

Paper III

Combined XPS and first principle study of meta-stable Mg-Ti thin films

During the work presented in paper II it became clear that close to the Fermi level the density of states (DOS) was distinctly different for the QR and the NC model. This inspired a direct comparison with the XPS valence spectrum obtained from a thin film sample of composition $\text{Mg}_{80}\text{Ti}_{20}$. The experimental spectrum showed most resemblance to the DOS calculated for the NC model, further supporting the idea of Ti nano-clusters being present in real samples.
Paper IV

*Hydrogen induced stabilization of meta-stable Mg-Ti*

This paper was inspired by initial XPS measurements, which were later analyzed in detail and presented in paper V. A DFT study of the hydrogenation process of Mg$_{81.25}$Ti$_{18.75}$ was conducted by gradually introducing H to the interstitial sites in the metallic crystal structure. Substantial lowering of the mixing enthalpy of the system was found upon introducing H to octahedral sites with one or more Ti atoms as nearest neighbors. Contrary to prior assumptions in the literature, the sites at the interface between Mg and Ti were preferred over the sites inside the Ti nano-clusters. However, both the sites at the interface and inside the Ti clusters were found to be very stable, with hydrogenation energies down to -115 kJ/(mol H$_2$), likely to keep a certain amount of H trapped in the system even after hydrogen unloading was attempted. The hydrogen content in the DFT model was increased gradually according to the calculated relative stabilities for H on the different sites, starting with the ones at the Mg-Ti interface. It was found that with respect to the mixing enthalpy, the Mg-Ti-H system changes from meta-stable to stable for hydrogen contents above 0.07 H per metal. The results from this study helped explain why the reversibility of Mg-Ti thin films, which are initially meta-stable, can be preserved over many cycles of loading and unloading of hydrogen.

Paper V

*Meta-stable Mg-Ti-H thin films investigated by X-ray photoelectron spectroscopy*

In this paper the major part of the XPS work is compiled and presented. A large number of measurements were carried out on a selection of Mg and Mg-Ti samples, with and without H. The experiments were categorized in two main groups: In the *over-night exposure* (ON) experiments the measured sample was left in position in the XPS analysis chamber for about 24 hrs before the same measurement was repeated. Magnesium is highly reactive to oxygen, which means that it will oxidize even in UHV. Thus the results from the ON experiment show the changes in spectra upon gentle oxidation, comprising data from Mg, Mg with H and Mg-Ti with H. A comparative *depth profile* (DP) experiment was performed for Mg-Ti with and without H. For each sample measurements were done at intervals of 5 minutes of Ar$^+$ sputtering at 0.5 kV, starting with 5 minutes and ending with 30 minutes total sputtering time. The data set as a whole revealed subtle variations that made consistent peak fitting hard to obtain, highlighting the possible dangers of drawing conclusions based on a single measurement or sample. Factors complicating the picture in this particular case included possible sample charging effects due to the different electric
properties of the different phases (metallic vs. semi-conducting or insulating) and the high affinity for oxygen of both Mg and Ti. The oxidation issue was later discussed further in paper VI. Also, the surface of the thin film samples was covered with a 1.5 nm or 5 nm layer of Pd, to promote hydrogen uptake and/or to protect from oxidation. This layer had to be sputtered away using Ar\(^+\) sputtering, which resulted in reductions of both oxides, hydroxides and hydrides. The main finding in paper V, however, was a new peak (\(I^H\)) in the Mg \(KLL\) spectra from the Mg-Ti-H samples, located between the metallic and the oxide component. The shift in the Mg 2p-\(KLL\) Auger parameter for \(I^H\) indicated a decrease in the electron hole screening ability compared to metallic Mg, but not as much as for MgO or MgH\(_2\) which are both semi-conducting or insulating. This information was compared to results from Bader analysis obtained in connection to paper III, which lead to the conclusion that the \(I^H\) peak was consistent with hydrogen being trapped on especially stable interstitial sites at the interface between Mg and the Ti nano-clusters.

**Paper VI**

*High energy XPS study of Mg\(_{80}\)Ti\(_{20}\) thin films with and without hydrogen*

High energy XPS was carried out on two Mg\(_{80}\)Ti\(_{20}\) thin film samples, one with and one without H. From this the 1s-\(KLL\) Auger parameters of both Mg and Ti could be obtained. The most interesting result, however, was a sheer bonus, discovered when taking a closer look at rapidly acquired Mg \(KLL\) spectra used to monitor the Ar\(^+\) sputter removal of Pd. It turned out that immediately after Pd removal no trace of oxidation was found in the Mg \(KLL\) spectrum. Instead, a peak was found in the high kinetic energy (\(E_K\)) shoulder of the metallic Mg component. This peak disappeared and oxidation progressed rapidly in the time it took to acquire high resolution spectra, as if it was the phase causing the high \(E_K\) peak that was oxidized. High resolution spectra were acquired for Mg 1s, Mg \(KLL\), Ti 1s and Ti \(KLL\) after 55 minutes Ar\(^+\) sputtering of the Mg-Ti sample (MgTi-55) and after 45 and 65 minutes Ar\(^+\) sputtering of the Mg-Ti-H sample (MgTiH-45 and MgTiH-65). What made it especially interesting was that the high \(E_K\) peak was found in both the MgTi-55 and the MgTiH-65 spectra, but not in the MgTiH-45 spectrum. The Mg-Ti-H sample did, however, seem to be layered, with a zone affected by the Pd layer extending somewhat into the film, a hydrogenated zone in the middle and a metallic zone deeper in the sample where the hydrogenation had not reached. The MgTiH-45 measurement was mainly from the hydrogenated zone, while measurement MgTiH-65 probed both the middle hydrogenated zone and the metallic zone beneath it. Previously, no significant effect of the introduction of Ti had been found in Mg spectra obtained by XPS, which was somewhat puzzling considering the
magnitude of the charge transfer predicted by DFT. Bearing the results from paper IV in mind it was considered whether oxygen could play a similar role as H in shielding Ti from the charge transfer from Mg. Using DFT it was found that introducing O to octahedral sites in the crystal structure dramatically lowered the mixing enthalpy of the system. In the case of oxygen the sites inside the clusters were preferred, with the energy gain decreasing with decreasing number of Ti nearest neighbors. In this context the high $E_K$ peak in the Mg $KLL$ spectrum could be explained by the interaction with Ti, which would disappear as soon as the sites at the interface between Mg and the Ti nano-clusters were filled with hydrogen. In the hydrogenated sample prior to oxygen exposure these sites would already be filled by H, possibly explaining why the high $E_K$ peak was not seen in the Mg $KLL$ spectrum of the hydrogenated material. What happens to the hydrogenated sample upon oxygen exposure, for instance if H at the interface between Ti and Mg would be replaced by O, was not treated by DFT at this stage.

**Overall conclusions**

As a whole the present project has demonstrated how experimental and computational techniques can provide each other with mutual input and inspiration in a diverse attempt to improve the understanding of a material system. The process was prodded forward by the new insights or questions obtained by one technique or the other, reaching beyond the cases where the type of results acquired from both methods were directly comparable.

Above all the project has given a taste of the complexity involved when moving materials tailoring down to the nano-scale. It was shown how segregation of fewer than ten Ti atoms in a Mg matrix can have a significant effect on the stability of the system, altering the solid-solubility limits for immiscible elements. The cause of the effect had to be traced down to electron interactions, with the behavior of H and O as “electron shields” on the Mg-Ti interface as a very tangible manifestation. Further it was shown how mixing Mg and Ti results in hydrogenation properties that differ significantly from what one would expect considering the separate behaviour of Mg and Ti. The formation of Ti nano-clusters introduced new preferred sites for H at the interface between the Ti nano-clusters and the Mg matrix. Such detailed atomistic knowledge can open up new possibilities for manipulation. As an example, if the size and/or shape of the nano-clusters could be controlled during synthesis, this could allow for fine-tuning of the optical and electrical properties of Mg-Ti-H and similar materials systems. In a wider perspective, understanding the interaction between immiscible elements are becoming more and more relevant as devices are
continuously scaled down. Reliable nano-scale diffusion barriers and interconnections have to be developed, which often involves the use of immiscible elements [1, 2]. Surface alloying of immiscible alloys is also a topic in both coating technology and catalysis [3]. Thus the high affinity for both H and O at the interface between Mg and Ti may turn out to be relevant for a large number of other systems where immiscible elements are being used in the future.

References


Paper I

X-ray photoelectron spectroscopy study of MgH$_2$ thin films grown by reactive sputtering.

I.J.T. Jensen, S. Diplas, O. M. Løvvik, J. Watts, S. Hinder, H. Schreuders and B. Dam,

Paper II

Density functional calculations of Ti nano-clusters in the meta-stable Mg-Ti system.

I.J.T. Jensen, S. Diplas, and O. M. Løvvik,

Density functional calculations of Ti nanoclusters in the metastable Mg-Ti system

I. J. T. Jensen,1,* S. Diplas,2,3 and O. M. Løvvik1,2
1Department of Physics, University of Oslo, P.O. Box 1048, Blindern, 0316 Oslo, Norway
2SINTEF Materials and Chemistry, P.O. Box 124, Blindern, 0314 Oslo, Norway
3Center for Materials Science and Nanotechnology, P.O. Box 1126, Blindern, 0318 Oslo, Norway

Received 14 January 2010; revised manuscript received 14 July 2010; published 19 November 2010

Mg-Ti-H thin films exhibit interesting optical and electrical properties, offering a wide range of possible applications from coatings on solar collectors and smart windows to optical hydrogen sensors and semiconductor devices. However, Ti is known to be immiscible in Mg, and the microstructure of Mg-Ti thin films is not fully understood. In this work density functional theory calculations were used to investigate the Mg_{100−x}Ti_{x} system with 1.56 ≤ y ≤ 98.44. The crystal structure, mixing enthalpy, and electronic structure were compared for two different distributions of Ti: quasirandom and segregated. It was found that although the crystal structures did not differ significantly, the formation enthalpy per Ti atom was lowered by up to ~0.5 eV when Ti was arranged in nanoclusters. This gives support to previous experimental findings of chemical short-range order in Mg-Ti thin films [R. Gremaud et al., Phys. Rev. B 77, 144204 (2008)]. As a consequence of the decrease in the mixing enthalpy upon clustering the occurrence of short-range chemical order in all reported metastable Mg-Ti alloys with extended solubility is proposed. Further inquiries into the influence of the size of the clusters revealed that the mixing enthalpy reaches a minimum after which further growth makes little difference, indicating that the phenomenon of nanocluster clustering must be understood separately from the larger scale phase separation occurring in an equilibrium process. The relaxed crystal structures were compared to experimental values from several sources and lattice-parameter variations as well as deviations from Vegard’s law were discussed. Dependence of the size and shape of the nanoclusters on synthesis method is offered as an explanation for the large variation among the experimental lattice parameters. Local density of states calculations illustrated how segregated Ti forms a local environment resembling pure Ti while it was necessary to perform Bader analysis in order to obtain the correct picture of the charge transfer between Mg and Ti. Randomly distributed Ti atoms affect the charge distribution severely and the further the Ti atoms are apart the larger is the charge transfer from Mg. It was shown that a very limited amount of Ti nearest neighbors is sufficient for Ti to experience an imitation of elemental state, removing the driving force for further nucleation.
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1 INTRODUCTION

With the discovery of switchable mirrors by Huiberts et al. in 1996 (Ref. 1) a new group of materials with remarkable optical properties has emerged. It was found that upon hydrogenation La and Y thin films go through drastic optical changes, from reflecting in the metallic state to transparent in the hydride state. Later this has been seen for several other compounds as well,2–5 including the Mg-Ti-H system.6

The tunable electrical and optical properties of Mg-based thin-film hydrides make them interesting for a variety of applications. One example is the possible use of thin-film hydrides as switchable absorbers in solar collectors.7 Another example is switchable coatings for smart windows, where there is a potential for significant reduction in energy losses through building windows. The band gap exhibited in many compounds is not obvious, neither with nor without H, as the geometric structure of such compounds is not obvious, neither with nor without H, as the solubility of Ti in Mg is known to be very limited. Further investigations by Rutherford backscattering spectrometry, x-ray diffraction (XRD) and transmission-electron microscopy suggested a coherent structure; the samples were found to be single phase crystalline from before hydrogen absorption throughout to after hydrogen desorption.8 An in situ electrochemical XRD study of (de)hydrogenation of thin films by Vermeulen et al.9 further supported the hypothesis of only one phase present in the samples. They concluded that if Ti is segregated from Mg it must be in small particles of sizes below the XRD detectable range. Indeed, evidence for such chemical short-range order was found from simulation of optical isotherms obtained by the hydrogenography technique in a study by Gremaud et al.10 in 2008. Recently this was further verified by a combination of x-ray diffraction and extended x-ray absorption fine-structure spectroscopy.11,12

Mg is a particularly interesting hydrogen-storage material due to its low weight with a theoretical hydrogen-storage capacity of 7.7 wt % H. Unfortunately the high thermal stability and slow kinetics make it unsuited for practical use. Extensive effort has been put into circumventing these problems10–14 and in 2005 excellent hydrogen-storage capacity was reported for Mg-Ti-H thin films of different compositions by Niessen et al.15 The geometric structure of such compounds is not obvious, neither with nor without H, as the solubility of Ti in Mg is known to be very limited. Further investigations by Rutherford backscattering spectrometry, x-ray diffraction (XRD) and transmission-electron microscopy suggested a coherent structure; the samples were found to be single phase crystalline from before hydrogen absorption throughout to after hydrogen desorption. An in situ electrochemical XRD study of (de)hydrogenation of thin films by Vermeulen et al.9 further supported the hypothesis of only one phase present in the samples. They concluded that if Ti is segregated from Mg it must be in small particles of sizes below the XRD detectable range. Indeed, evidence for such chemical short-range order was found from simulation of optical isotherms obtained by the hydrogenography technique in a study by Gremaud et al.10 in 2008. Recently this was further verified by a combination of x-ray diffraction and extended x-ray absorption fine-structure spectroscopy.11,12
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Vapor deposited Mg$_{100-y}$Ti$_y$ samples with $y$ up to 25.3 have been investigated by x-ray photoelectron spectroscopy by Mitchell et al.\textsuperscript{20} Auger parameter measurements and charge-transfer calculations indicated charge transfer from Mg to Ti. Experimental lattice parameters were reported for the compositions 1.7 $\leq y \leq$ 21.8. Vermeulen et al.\textsuperscript{21} also determined the lattice parameters of similar samples with $y$ = 10, 20, and 30. dc/rf sputtered samples were measured with and without hydrogen using \textit{in situ} x-ray diffraction. In all above cases the as deposited samples had a hexagonal-closed-packed structure similar to the structure of pure Mg and Ti. For the hydrides, however, a face-centered-cubic symmetry was found for the hydrogenated Mg$_70$Ti$_30$ and Mg$_80$Ti$_10$ compounds while the unit cell of hydrogenated Mg$_{50}$Ti$_{10}$ was body-centered tetragonal.

Due to the immiscibility of Ti in Mg there is limited density functional theory (DFT) work done on this system. Recently the \textit{hydride} phase of Mg-Ti thin films was investigated by DFT calculations by Pauw et al.\textsuperscript{22} and Er et al.\textsuperscript{23} It was found that above a transition point at 20 at. \% Ti the Mg-Ti hydride changes from the body-centered-tetragonal structure of pure MgH$_2$ into a face-centered-cubic structure similar to that of TiH$_2$, consistent with the experimental findings cited above.\textsuperscript{24}

In the present work a modeling study of the Mg-Ti alloy system is carried out using DFT. It is investigated how different arrangements of Ti in Mg influence the total energy and the structural parameters. Details of the calculations are described in Sec. II. Results are presented in Sec. III with focus on formation enthalpies and relaxed crystal structures in the first part and electronic structure in the second part.

II. COMPUTATIONAL METHODS

DFT calculations were performed using the Vienna \textit{ab initio} simulation package (VASP).\textsuperscript{24,25} The Kohn-Sham equations were solved using a basis of projector augmented wave functions\textsuperscript{26} with a plane-wave energy cut-off of 350 eV. The Perdew-Burke-Ernzerhof 96 generalized gradient approximation was used for the electron exchange-correlation functional.\textsuperscript{27} The criterion for electronic convergence was a change in the total energy less than 10$^{-5}$ eV.

Calculations were done for Mg$_{100-y}$Ti$_y$ with compositions 1.56 $\leq y \leq$ 98.44. The compositions with $y > 50$ were mirrored versions of the corresponding compositions with $y < 50$. Parallel calculations were performed for Ti distributed both quasirandomly and arranged in nanoclusters. The standard hexagonal structure of Mg was used as a starting point. For most calculations a 4 x 4 x 2 Mg unit cell was used, containing 64 atoms. In the quasirandom calculations the Ti atoms were distributed in the 64 atom cell at random. The number of Ti atoms in the first coordination sphere of Ti $N_{T_i}$-Ti ranged from 0 when $y=1.56$ to $<2$ for $y=0.25$. Most of the models of segregated Ti were constructed by using planes of four Ti atoms stacked together in the $a$ direction while a more quadratic shape was used for the composition with $y=0.25$. These first segregated models were labeled \textit{original}. Figures showing segregated and quasirandom distributions can be found in Sec. III. There are many ways to construct segregated clusters and calculations were also performed for certain \textit{alternative} nanoclusters of Ti, as will be explained later. In the segregated case it was necessary to use 4 x 4 x 3 Mg unit cell containing 96 atoms for the compositions with 25 at. \% Ti. This was done in order to avoid unphysical configurations such as slabs or sheets of Ti.

Structural optimizations were performed with volume, lattice parameters, and atom positions allowed to change simultaneously. The break condition for the relaxation loop was set to forces $< -0.05$ eV/Å. The mixing enthalpy of the alloys was calculated as follows:

$$\Delta H_f = E_{Mg_{100-y}Ti_y} - (100 - y)E_{Mg} - yE_{Ti},$$ \hspace{1cm} (1)

where $E_{Mg_{100-y}Ti_y}$, $E_{Mg}$, and $E_{Ti}$ are the calculated energies of alloy, pure Mg, and pure Ti, respectively. In this work the mixing enthalpy \textit{per Ti atom} was used for comparisons between the different compositions. Isosurface plots were generated with the VASPIVIEW program.\textsuperscript{28}

III. RESULTS AND DISCUSSION

A. Structure and mixing enthalpy

The mixing enthalpies were calculated for both the quasi-random and the nanocluster case. Figure 1 reveals that on the Mg-rich side of the scale the formation enthalpy per Ti atom is, in fact, systematically lowered by as much as $\sim$0.5 eV when Ti is arranged in nanoclusters. The availability of data for comparison appears to be rather limited. In the work of Rowlands et al.\textsuperscript{29} the total energy per atom was calculated as a function of short-range order for Cu$_{50}$Zn$_{50}$ using a charge self-consistent Korringa-Kohn-Rostoker nonlocal coherent-potential approximation method. For the \textit{whole} range from ideal ordering to ideal clustering the change in energy was in

\begin{align*}
\text{FIG. 1. (Color online) Calculated mixing enthalpy per } A \text{ atom (} A = \text{Ti, Mg,} \text{) showing the difference between quasi-random and nanocluster distributions. Lines are included as guides to the eye.}
\end{align*}
that case only \( \sim 0.03 \) eV with ordering being more stable. Here one should note that Cu and Zn are not immiscible like Mg and Ti.

The substantial gain in energy upon segregation supports the findings of chemical short-range order presented in the work of Gremaud et al.\textsuperscript{19} and Baldi et al.\textsuperscript{19} This is also in agreement with the general tendency in \textit{equilibrium} thermodynamics according to which phase separation is more favorable than mixing for Ti and Mg. Nevertheless it is worth contemplating the implications of the calculated results. In its most simplified representation the early stages of precipitation can be thought of as a battle of surface tension against enthalpy. From our calculations, where even segregation of just a handful of Ti atoms results in a significant reduction in the total mixing enthalpy, it becomes clear that the surface tension comes up short already from the beginning. In the literature nucleation and surface tension in condensed-matter physics are treated and understood mainly at a phenomenological level. Although models have been proposed to deal with some of these aspects from first principles,\textsuperscript{29,30} a comprehensive understanding at the level of electrons and atomic nuclei seems yet to be established. There appears to be no previous reported atomistic studies of Ti clusters of this scale. In the following the influence of size and shape of the clusters will be investigated in order to shed more light on the nature of this nanoscale precipitation.

As a first consequence of the calculated gain in energy we can propose that short-range chemical order occurs in all reported Mg-Ti samples with extended solubility.\textsuperscript{30,31,32} An inherent tendency for Ti clustering in the Mg-Ti system can for instance help explaining the lack of success in obtaining significant improvements in the overall corrosion behavior of Mg-Ti PVD alloys. Ti has a more positive corrosion potential compared to Mg and its presence as a solute in a Mg matrix is expected to ennoble the alloy. However, the presence of Ti nanoclusters and subsequent galvanic phenomena at the nanoscale provide a good explanation for the difficulties in producing reliable corrosion resistant Mg-Ti alloys.

To explore the benefit of segregation of Ti atoms more thoroughly, calculations were performed for a variety of alternative nanoclusters. In order to analyze differences in formation enthalpy the average number of Ti in the first coordination sphere around a Ti atom \( N_{\text{Ti-Ti}} \) was calculated, see Table I. The first coordination sphere was defined to contain the 12 nearest-neighbor atoms, giving \( N = 12 \). For 6.25 at. % Ti calculations of a more symmetric and more close-packed Ti cluster resulted in a lowering of the mixing enthalpy per Ti atom by 0.08 eV. For 25 at. % Ti on the other hand, the mixing enthalpy per Ti atom differs by less than a tenth of this value, even though the relative difference in \( N_{\text{Ti-Ti}} \) between the two compositions was not correspondingly large. However, the shape of the cluster was fundamentally altered in the case of 6.25 at. % Ti causing a change in \( N_{\text{Ti-Ti}} \) for all the Ti atoms while for the larger cluster in the 25 at. % Ti composition the changes mainly involved atoms close to the Ti-Mg interface, leaving Ti atoms in the center of the particle unchanged. Taking a systematic approach the original cluster of the 12.5 at. % Ti composition was split into two equal parts and separated in the \( ab \) plane. The new model was labeled \textit{two parts}. Figure 2 shows the first three models for the 12.5 at. % Ti composition. As can be seen in Table I the splitting of the cluster in two halves causes the mixing enthalpy to increase with 0.13 eV. Hence higher \( N_{\text{Ti-Ti}} \) values are found to give a lower value for the mixing enthalpy but as seen above the effect appears to decline with increasing cluster size. Figure 3 shows the mixing enthalpy as a function of \( s \) for a number of different compositions and cluster configurations, see Table I for details. Rather than approach-

<table>
<thead>
<tr>
<th>Composition</th>
<th>Unit cell</th>
<th>( N_{\text{Ti-Ti}} )</th>
<th>Mixing enthalpy per Ti (eV/Ti)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mg\textsubscript{8}Ti\textsubscript{25}</td>
<td>Mg\textsubscript{6}Ti\textsubscript{11}</td>
<td>2.500</td>
<td>0.16</td>
</tr>
<tr>
<td>Mg\textsubscript{8}Ti\textsubscript{12}</td>
<td>Mg\textsubscript{6}Ti\textsubscript{11}</td>
<td>3.000</td>
<td>0.20</td>
</tr>
<tr>
<td>Mg\textsubscript{6}Ti\textsubscript{12}</td>
<td>Mg\textsubscript{5}Ti\textsubscript{13}</td>
<td>4.500 \textsuperscript{a}</td>
<td>0.29 \textsuperscript{a}</td>
</tr>
<tr>
<td>Mg\textsubscript{6}Ti\textsubscript{12}</td>
<td>Mg\textsubscript{5}Ti\textsubscript{13}</td>
<td>3.000</td>
<td>0.14</td>
</tr>
<tr>
<td>Mg\textsubscript{18}Ti\textsubscript{27}</td>
<td>Mg\textsubscript{25}Ti\textsubscript{36}</td>
<td>6.666</td>
<td>0.49</td>
</tr>
<tr>
<td>Mg\textsubscript{25}Ti\textsubscript{36}</td>
<td>Mg\textsubscript{25}Ti\textsubscript{36}</td>
<td>5.666</td>
<td>0.40</td>
</tr>
<tr>
<td>Mg\textsubscript{25}Ti\textsubscript{36}</td>
<td>Mg\textsubscript{25}Ti\textsubscript{36}</td>
<td>7.030</td>
<td>0.53</td>
</tr>
<tr>
<td>Mg\textsubscript{52}Ti\textsubscript{12}</td>
<td>Mg\textsubscript{52}Ti\textsubscript{12}</td>
<td>5.167</td>
<td>0.30</td>
</tr>
<tr>
<td>Mg\textsubscript{52}Ti\textsubscript{12}</td>
<td>Mg\textsubscript{52}Ti\textsubscript{12}</td>
<td>4.32</td>
<td>0.20</td>
</tr>
<tr>
<td>Mg\textsubscript{52}Ti\textsubscript{12}</td>
<td>Mg\textsubscript{52}Ti\textsubscript{12}</td>
<td>5.70</td>
<td>0.30</td>
</tr>
<tr>
<td>Mg\textsubscript{52}Ti\textsubscript{12}</td>
<td>Mg\textsubscript{52}Ti\textsubscript{12}</td>
<td>6.708</td>
<td>0.41</td>
</tr>
<tr>
<td>Mg\textsubscript{52}Ti\textsubscript{12}</td>
<td>Mg\textsubscript{52}Ti\textsubscript{12}</td>
<td>5.917</td>
<td>0.32</td>
</tr>
<tr>
<td>Mg\textsubscript{52}Ti\textsubscript{12}</td>
<td>Mg\textsubscript{52}Ti\textsubscript{12}</td>
<td>6.46</td>
<td>0.34</td>
</tr>
<tr>
<td>Mg\textsubscript{52}Ti\textsubscript{12}</td>
<td>Mg\textsubscript{52}Ti\textsubscript{12}</td>
<td>6.94</td>
<td>0.35</td>
</tr>
<tr>
<td>Mg\textsubscript{52}Ti\textsubscript{12}</td>
<td>Mg\textsubscript{52}Ti\textsubscript{12}</td>
<td>7.32</td>
<td>0.36</td>
</tr>
<tr>
<td>Mg\textsubscript{52}Ti\textsubscript{12}</td>
<td>Mg\textsubscript{52}Ti\textsubscript{12}</td>
<td>4.500 \textsuperscript{b}</td>
<td>0.29 \textsuperscript{b}</td>
</tr>
</tbody>
</table>

\textsuperscript{a} \( -N_{\text{Mg-Mg}} \)

![FIG. 2. (Color online) Different distributions of Ti in a unit cell containing 12.5 at. % Ti: (a) quasirandom, (b) original nanocluster, and (c) original nanocluster divided in two parts. Dark and light balls represent Ti and Mg atoms.](https://example.com/figure2.png)
ing 0 eV for increasing cluster size, the mixing enthalpy appears to reach a minimum somewhere between 0.2 and 0.1 eV. Obviously, at some point the surface area of a (spherical) cluster becomes small compared to the volume. The fact that this serves to attenuate the gain in energy upon further segregation, rather than to speed up the process comes as a bit of a surprise. Normally the free energy of formation of a nucleus as a function of its radius will have a concave shape, resulting in a critical radius above which growth of a nucleus lowers the free energy. Below the critical radius the cost of creating the interface, the surface tension, outweighs the gain in bulk free energy and hinders nucleation. In the Mg-Ti system, however, the situation appears to be opposite. The Mg-Ti interaction seems to favor segregation, making the interface between cluster and matrix a driving force for nucleation rather than against. We will return to this when addressing the electronic structure of the system in Sec. III B.

Table I also gives $N_{\text{Ti-Ti}}$ values presented in the work of Gremaud et al.\textsuperscript{18} Their chemical short-range order parameter $s$ was transformed into $N_{\text{Ti-Ti}}$ by the equation\textsuperscript{33}

$$s = 1 - \frac{N - N_{\text{Ti-Ti}}}{N(1 - y)},$$

(2)

where $(1 - y)$ is the atomic fraction of Mg and $N$ is the total number of atoms in the first coordination sphere.

Figure 4 shows $s$ as a function of composition for both calculated and experimental data. The nanocluster models constructed in this work are found to correspond rather well to the level of chemical short-range order found experimentally. In the data by Gremaud et al.,\textsuperscript{18} the slope of the chemical short-range order is, in fact, found to decrease with Ti content, although approaching a somewhat higher value than predicted in Fig. 3. However, the decrease in $s$ value observed by Baldi et al.\textsuperscript{19} is more curious. From our modeling results it is evident that segregation of Ti will only represent a gain in energy up to a certain point but there is nothing to indicate such a decrease in $s$. This suggests that the trend in the chemical short-range order found by Baldi et al. is a result of a trade off between the lowering of energy by segregation of Ti and the kinetic restrictions of the system. As no overall phase separation is found experimentally, one can assume that solid-state diffusion of Ti at ambient conditions is negligible. Thus the window of segregation will be related to the sputtering process itself. Thus the decrease in $s$ value with composition found by Baldi et al. can possibly be explained by the fact that the sputtering rate was increased with the amount of Ti, leaving the Ti clusters less time to grow.

Lattice parameters were calculated for quasirandom and segregated distributions with different Ti contents. Figure 5 shows the deviations from Vegard’s law. Some of the calculated unit cells deviate slightly from the original hexagonal symmetry, all with differences between the $a$ and $b$ axes less than 0.01 Å and angular deviation within 1° of perfect hexagonal shapes. This is within the uncertainty limit of the method and can be considered hexagonal. The limited size of the model unit cell will in some cases cause artificial symmetry breaks, yielding different $a$ and $b$ axes. Therefore, an average of the $a$ and $b$ axes is used in the figure. The plots in Fig. 5 reveal a convex deviation from Vegard’s law. Also included in the figures are several experimental values reported in the literature. There appears to be considerable variations even among real samples with comparable content of Ti.

The differences in $s$ values for the two experiments in Fig. 4 illustrate how the size (and probably shape) of the nanoclusters is likely to be affected by the method of synthesis. This realization may very well be the key to understanding the diverging experimental lattice parameters presented in Fig. 5, where samples were prepared both by dc/rf sputtering,\textsuperscript{21} physical vapor deposition,\textsuperscript{20} and different variations in ball milling.\textsuperscript{31,32,37} Different techniques leading to different Ti distributions may, in turn, lead to differences in lattice parameters. Another feature in Fig. 5 is the deviation...
of both experimental and calculated lattice parameters from Vegard’s law. Can this also be rationalized along the lines discussed above? Just by considering the boundary conditions of binary mixing, namely, solid solution and complete phase separation, one would expect Vegard’s law to work better the closer the system is to solid solution. A model for calculating the lattice parameters as a function of composition and short-range order in alloys was proposed already by Dienes\textsuperscript{39} in 1958, showing some influence of ordering on departures from Vegard’s law. Later, several examples of relations between dimensional variations and local ordering have been found experimentally, as presented in the review by Povolo and Mosca.\textsuperscript{40} Thus the variations in experimental cell parameters and the failure to obey Vegard’s law both in calculations and experimentally further support the occurrence of nanoclustering in the Mg-Ti system.

The segregated configuration displays an increase in volume relative to the quasirandom configuration for all concentrations of Ti. Thus there appears to be something in the mixing of Ti and Mg that leads to a negative deviation from Vegard’s law, which is again counteracted by the formation of nanoclusters. Another interesting detail can be observed for the simplest case, the 1.56 at. % Ti composition with just a single Ti atom in the calculated unit cell. From Fig. 5 it can be seen that the calculated \( a \) axis is only slightly shorter than the value predicted by Vegard’s law while the \( c \) axis shows a significant negative deviation. Thus already in the quasirandom substitution of Ti in Mg there is an intrinsic effect causing the \( c \) axis to decrease more than the \( a \) axis. If considering the compositions <20 at. % Ti it is clearly seen that arranging Ti in moderate nanoclusters is opposing this intrinsic decrease in the \( c \) axis. The composition 98.44 at. % Ti with a single Mg atom in a Ti matrix does not show the same degree of asymmetry in the deviation of the \( a \) and \( c \) axes. We will return to this point in the following section.

**B. Electronic structure**

The Hume-Rothery rules are frequently used to evaluate the occurrence of solid solubility. As Mg and Ti score high on three out of four criteria; they both have the same crystal structure, the atomic radii differs by less than 15% and the electronegativities are similar, the lack of solubility may come as a surprise. However, this leaves the criterion regarding valency, warranting an investigation of the electronic structure of the system. In the following section it is shown how the electronic structure changes between the two different models. Figure 6 gives total density of states (DOS) and
integrated total DOS for two different compositions. The segregation causes the valence states to retract from the Fermi level compared to those of the quasirandom distribution. The valence electrons are thus more strongly bonded as a result of segregation; this difference is larger the higher the content of Ti.

To investigate the local environment of different atoms in the segregated case local DOS was calculated using covalent radii as the Wigner-Seitz radii for the atoms, $r(Mg) = 1.41$ Å and $r(Ti) = 1.60$ Å. Figure 7 shows an example of local DOS plots for 25 at. % Ti. Single Ti atoms in different sites are compared to the pure element. Figure 8 shows the corresponding results for Mg. For the Ti $s$ states it is clearly seen how the Ti atom in the middle of the nanocluster resembles elemental Ti while the Ti atom at the interface has an $s$ state very close to that of Mg. For the Ti $p$ and $d$ states the situation is the same, only with the states of the Ti atom in the middle of the nanocluster shifted away from the Fermi level compared to elemental Ti. In the Mg case the $p$ states of the Mg atom without Ti neighbors are shifted toward the Fermi level. At first glance it may look like the Mg atom near the interface of the nanocluster is actually resembling elemental Mg more. However, a more careful consideration reveals that this is probably from the influence of the Ti $p$ state, which has a peak at approximately the same energy.

What can be suspected from the DOS plots in Figs. 7 and 8 and confirmed from the integrated total DOS of all Ti atoms (not shown) is that both in the quasirandom and the nanocluster case Ti seems to have lost states to Mg. However, charge transfer from Ti to Mg is inconsistent with their electronegativity values and indicates that the topic should be investigated more closely. Bader analysis was carried out to describe single atoms in an alternative way. In this approach the atoms are confined in volumes which surfaces are drawn perpendicular to minima in the charge density. While using a sphere for each atom leaves the voids in between unaccounted for, the Bader division will be able to pick up most of the charge present in the unit cell. Figure 9 shows the results for three different 12.5 at. % Ti models. Contrary to what was seen above, the Bader analysis shows that mixing Mg and Ti leads to charge transfer from Mg to Ti, thus Bader analysis was necessary to obtain a correct picture of the charge transfer in this system. Charge transfer from Mg to Ti is in agreement with their electronegativity values and the experimental findings of Mitchell et al. The further a Ti atom is placed from another Ti atom, the more charge is drawn from Mg. It is clear that a sole Ti atom in a Mg matrix behaves very differently from a Ti atom in a Ti matrix. A Ti atom in the middle of a nanocluster ($N_{Ti,I}=12$) has the least charge, less than that of the pure metal. By looking at the calculated average charge it is clear that the segregation affects the charge of both Mg and Ti in a way that brings it closer to the values for pure metals. The difference between the quasirandom and the nanocluster models is already considerable for the nanocluster consisting of only eight Ti atoms in a 64 atoms unit cell. Increasing the unit cell to 288 atoms with a nanocluster of 36 Ti atoms results in only minor
adjustments. This corresponds very well to the flattening of the curve in Fig. 3. Evidently a limited amount of Ti nearest neighbors is enough for Ti to experience an imitation of elemental state and thus the gain in energy upon further segregation becomes negligible.

Finally the difference in charge density between the alloy and the procrystal (a hypothetical material of noninteracting atoms with the same crystal structure) has been calculated. The largest drain of charge is found in the interstitial sites between Ti atoms inside the nanoclusters while the largest gain is around the Ti cores. The former helps explain the diverging results for the charge of local atoms presented above. Charge is also lost from the interstitial sites between Ti and Mg atoms at the interface as well as from the interstitial sites in the Mg rich area. Figure 10 shows isosurface plots of the charge difference for the quasirandom and nanocluster model with 12.5 at. % Ti. It offers a possible explanation for the previously mentioned asymmetry in the deviation of the $a$ and $c$ axes from Vegard’s law. In the quasirandom arrangement the isosurface of a single Ti atom shows a distinct elongation in the $c$ direction. However, placing just a few Ti atoms together in two layers in the $c$ direction shaves off this elongation completely. This illustrates in yet another way how single Ti atoms in a Mg matrix behaves differently from Ti in elemental Ti. As stated above this can be counteracted even by Ti clusters of very limited size. However, the charge difference plots suggests that the orientation of the clusters is not indifferent, favoring bonds in the $c$ direction. The corresponding structures with 12.5 at. % Mg do not show any clear orientational effects.

IV. CONCLUSIONS

Density functional calculations were used to investigate the Mg$_{100-y}$Ti$_{y}$ system with compositions 1.56$\leq y \leq$ 98.44. The crystal structure, mixing enthalpy, and electronic structure were compared for two different distributions of Ti: quasirandom and segregated. It was found that although the relaxed crystal structures did not differ significantly in the two cases, for the Mg rich compositions the mixing enthalpy per Ti atom was lowered by $-0.5$ eV when Ti was segregated into nanoclusters. This is in correspondence with experimental findings of chemical short-range order in the same material system. As a consequence of the decrease in the mixing enthalpy upon clustering we propose the occurrence of short-range chemical order in all reported Mg-Ti samples with extended solubility limit. The substantial gain in energy upon clustering of only a few Ti atoms is in itself surprising considering the overwhelmingly large surface to bulk ratio of such particles. Further investigation revealed that the mixing enthalpy does in fact reach a minimum after which further increase in cluster size is of no consequence. This suggests that there is no direct transition between this formation of nanoclusters and the larger scale phase separation occurring in an equilibrium process.

The relaxed crystal structures were compared to experimental values from several sources and lattice-parameter variations as well as deviations from Vegard’s law were discussed. Dependence of synthesis method on the size and shape of the nanoclusters is offered as an explanation for the large variation in the different experimental lattice param-
eters. Variations in cluster size and shape due to variations in sample preparation will in turn lead to variations in lattice parameters and inevitably to deviations from Vegard’s law.

Electronic density of states calculations revealed that the electrons are more strongly bound in the nanocluster model than in the quasirandom model. Local DOS calculations illustrated how segregated Ti forms a local environment resembling pure Ti while it was necessary to perform Bader analysis in order to obtain the correct picture of the charge transfer between Mg and Ti. Charge is transferred from Mg to Ti, consistent with their electronegativity values. Randomly distributed Ti atoms affect the charge distribution severely and the further the Ti atoms are apart the larger is the charge transfer from Mg. Thus, when Ti atoms are arranged in nanoclusters it helps both Ti and Mg to create a local environment resembling the elements in their pure state. The difference in electronic behavior which the system opposes by clustering from the larger scale precipitation occurring in an equilibrium process. On top of this comes variations in cluster size and shape due to variations in sample preparation, which will in turn lead to the variations in lattice parameters seen for real samples.

108 http://vaspview.sourceforge.net/
117 D. Wilkes, P. Goodwin, C. Ward-Close, K. Bagnall, and J.

Paper III

Combined XPS and first principle study of meta-stable Mg-Ti thin films.

I.J.T. Jensen, O. M. Løvvik, H. Schreuders, B. Dam and S. Diplas

*Surface and interface analysis* **42**, 1140-1143 (2012)
Paper IV

Hydrogen induced stabilization of meta-stable Mg-Ti.

I.J.T. Jensen, S. Diplas, and O. M. Løvvik

Hydrogen induced stabilization of meta-stable Mg-Ti

I. J. T. Jensen,1,2,3 S. Diplas,2,3 and O. M. Løvvik1,2
1Department of Physics, University of Oslo, P.O. Box 1048 Blindern, 0316 Oslo, Norway
2 SINTEF Materials and Chemistry, P.O. Box 124 Blindern, 0314 Oslo, Norway
3Center for Materials Science and Nanotechnology, P.O. Box 1126 Blindern, 0318 Oslo, Norway

(Received 1 December 2011; accepted 18 February 2012; published online 12 March 2012)

The hydrogenation of Mg0.8125Ti0.1875 was investigated by density functional calculations, using a model where Ti was segregated into nano-clusters. Introducing small amounts of hydrogen resulted in significant stabilization, with the mixing enthalpy (cohesive energy relative to standard state elements) becoming negative for hydrogen contents exceeding 0.07 H per metal. H prefers sites on the interface between Mg and Ti, with hydrogenation energies down to –115 kJ/(mol H2). Trapping of H on these very stable sites is proposed as an alternative explanation to why the reversibility of Mg-Ti thin films, which are initially meta-stable, can be preserved over many cycles of hydrogenation.
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Mg1−yTiyHx thin films behave as switchable mirrors, belonging to a group of materials with remarkable optical properties. Upon hydrogenation Mg1−yTiyHx goes through drastic optical changes, from reflecting in the metallic state to highly absorbent in the hydride state.1 The tunability of drastic optical changes, from reflecting in the metallic state to highly absorbent in the hydride state.1 The tunability of drastic optical changes, from reflecting in the metallic state to highly absorbent in the hydride state.1 The tunability of drastic optical changes, from reflecting in the metallic state to highly absorbent in the hydride state.1

Mg1−yTiyHx thin films behave as switchable mirrors, belonging to a group of materials with remarkable optical properties. Upon hydrogenation Mg1−yTiyHx goes through drastic optical changes, from reflecting in the metallic state to highly absorbent in the hydride state.1

The geometric structure of Mg-Ti thin films at the atomic scale. Mg-Ti thin films can be made by non-equilibrium synthesis procedures like magnetron sputtering, in which no large-scale separation of Mg and Ti has been found.6,15 However, evidence for chemical short range order was discovered both from simulation of optical isotherms obtained by the hydrogengraphy technique16 and a combination of X-ray diffraction and Extended X-ray absorption fine structure spectroscopy.17 In a recent work, we used density functional theory (DFT) calculations to explore the possibility of nano-scale segregation, finding that the formation enthalpy per Ti atom was indeed lowered by up to 0.5 eV when Ti was arranged in nano-clusters rather than distributed quasi-randomly.18 To explain the stability of the structure upon hydrogen cycling, it has been suggested that TiH2 is formed first and that the coincidental volumetric match between TiH2 and unhydrogenated Mg relieves strain in the structure, removing the drive for Ti and Mg to separate.4 In a recent study,19 a segregated fcc hydride structure of composition Mg0.75Ti0.25 was reported to be stable already at very low H contents. This is in apparent correspondence with some of the experimental findings but does not explain why the system returns to the initial metal phase upon dehydrogenation. How meta-stable Mg-Ti thin films can preserve reversibility upon several cycles of hydrogenation is still not fully understood.

In this work, we investigate this reversibility by looking at the hydrogenation of Mg1−yTi, with y = 0.1875. We show that when Ti is arranged in nano-clusters the structure is stabilized upon introduction of small amounts of hydrogen. H prefers sites at the interface between the matrix and the nano-clusters and we claim that it is in fact these very stable H sites on the Mg-Ti interface that are responsible for the repeated reversibility of the system, rather than the volumetric equality of Mg and TiH2. Our results are seen in view of the experimental findings for magnetron sputtered Mg-Ti thin films, where a kinetically stable initial material with Ti finely dispersed in the Mg matrix has been observed.16,17

DFT calculations at the PBE-GGA level20 were performed for a Mg81.25Ti18.75 composition using the Vienna ab-initio simulation package (VASP).21,22 For the metal phase (hcp), a 4 × 4 × 2 Mg unit cell (64 atoms) was used as a starting point, see Ref. 18 for more details. We found that the TiH2 type hydride structure is more stable than the MgH2-type for this composition. Thus for the hydride phase, a 2 × 2 × 3 TiH2-type (fcc) unit cell (48 atoms) was used, with the experimental lattice parameters of Vermeulen et al.23 as a starting point. Ti was segregated into nano-clusters, see Figure 1. In both structures, H has the choice of occupying octahedral (oct) or tetrahedral (tet) sites and several hydrogen configurations and contents were investigated. Total energy structural minimizations were performed, with volume, lattice parameters, and atom positions
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allowed to change simultaneously. The mixing enthalpy for Mg$_{1-y}$Ti$_y$H$_x$ was calculated as follows:

$$\Delta H_f = E_{Mg-Ti-H} - (1-y)E_{Mg} - yE_{Ti} - \frac{x}{2}E_{H_2},$$

where $y = 0.1875$ and $E_{Mg-Ti-H}, E_{Mg}, E_{Ti},$ and $E_{H_2}$ are the calculated total electronic energies of alloy, pure Mg, pure Ti, and H$_2$ gas, respectively. For comparisons, the enthalpy of formation per H$_2$ was used. The hydrogenation energy was defined as $E_{Mg-Ti-H} = (E_{Mg-Ti} + \frac{x}{2}E_{H_2})$, where the former is either fcc hydride structure or hcp metal structure with H and the latter is the hcp metal structure without H.

In Figure 2, the mixing enthalpy $\Delta H_f$ versus the number of nearest neighbor Ti atoms ($nn_{Ti}$) is plotted for a single H atom placed at different sites in the hcp metal structure. The results are compared to the mixing enthalpy of the same structure without H, revealing that introducing H to the sites occupying two of the $nn_{Ti}$ sites (12 H atoms, $x = 0.1875$), the hydrogenation energy becomes more ambiguous. For instance, occupying the two $nn_{Ti}$ = 6 sites is more energetically favourable than having two replaced by $nn_{Ti}$ = 6 (18 H atoms, $x = 0.07$), the sites with $nn_{Ti}$ = 3 are more stable than those with $nn_{Ti}$ = 6 by more than 30 kJ/(mol H$_2$). For increasing amounts of H, the trend weakens and after filling all 10 sites with $nn_{Ti}$ = 3 ($x = 0.1563$), the hydrogenation sequence becomes more ambiguous. For instance, occupying the two $nn_{Ti}$ = 6 sites is more energetically favourable than occupying two of the $nn_{Ti}$ = 2 sites (12 H atoms, $x = 0.1875$), but full occupation of the $nn_{Ti}$ = 2 sites is more favourable than having two replaced by $nn_{Ti}$ = 6 (18 H atoms, $x = 0.0313$), the sites with $nn_{Ti}$ = 3; the most stable ones lie between Mg and Ti in the $c$ direction, while the remaining sites are placed around the Ti cluster in the $ab$ plane. This anisotropy is consistent with our previous work, where we found that the largest difference in the electronic structure between nano-cluster and quasi-random arrangement occurred in the $c$ direction. Evidently, modifications in the $c$ direction plays a special role in lowering the mixing enthalpy of the system.

For further hydrogenation of the hcp metal structure, we chose to fill the oct sites. The occurrence of each site with $nn_{Ti}$ = 6, 3, 2, 1 and 0 in the unit cell is 2, 10, 8, 14, and 30, respectively. Figure 3 shows the calculated mixing enthalpy per H$_2$ and hydrogenation energy of different metal and hydride configurations. A gradual filling of the 10 available sites with $nn_{Ti}$ = 3 shows that the mixing enthalpy of the metallic hcp structure turns negative for small amounts of H. By line fitting the mixing enthalpy, the turning point is found to occur at a composition Mg$_{0.8125}$Ti$_{0.1875}$H$_x$, with $x = 0.07$, corresponding to between 4 and 5 H atoms added to the 64 atom unit cell. At this level of H filling, the fcc hydride structure is still far from stable, as can be seen in Figure 3. This is inconsistent with the work of Tao et al. However, the Ti atoms in their segregated structure appear to be connected in one direction. The discrepancy in results illustrates the importance of choosing a sufficiently large unit cell to avoid unphysical configurations like strings or sheets instead of clusters of Ti.

From Figure 3, it is clear that H prefers to occupy the sites with $nn_{Ti}$ = 3 at the cluster-matrix interface rather than the sites with $nn_{Ti}$ = 6 inside the Ti nano-clusters. For two H atoms ($x = 0.0313$), the sites with $nn_{Ti}$ = 3 are more stable than those with $nn_{Ti}$ = 6 by more than 30 kJ/(mol H$_2$). For increasing amounts of H, the trend weakens and after filling all 10 sites with $nn_{Ti}$ = 3 ($x = 0.1563$), the hydrogenation sequence becomes more ambiguous. For instance, occupying the two $nn_{Ti}$ = 6 sites is more energetically favourable than having two replaced by $nn_{Ti}$ = 6 (18 H atoms, $x = 0.07$), but full occupation of the $nn_{Ti}$ = 2 sites is more favourable than having two replaced by $nn_{Ti}$ = 6 (18 H atoms, $x = 0.07$).
$x = 0.2813$). However, the differences in enthalpy per $H_2$
were modest, 0.03 eV or less. In any case, it is clear that all
the sites with $n_{nTi} \geq 1$ are filled before the pure Mg sites
come into use. In our previous paper,$^{18}$ we showed how
arranging Ti in nano-clusters rather than in a quasi-random
manner lowered the mixing enthalpy. We found that a signif-
ificant charge transfer takes place from Mg to Ti but that this
effect is reduced when Ti is arranged in nano-clusters, primar-
ily for the Ti atoms inside the clusters. A similar analysis of
the present model suggests that H accepts this extra charge,
allowing even Ti on the cluster interface to return to near ele-
mental charge.

Based on our results, we conclude that the stabilization
due to H on the Mg-Ti interface is a good explanation for the
reversibility of the system. The H bonding at the $n_{nTi} = 3$
sites is very strong (see Figure 3), with hydrogenation ener-
gies below $-115 \text{kJ/(mol } H_2)$. To put such numbers into per-
tative, the rule of thumb says that for an equilibrium pressure
of 1 bar H at 300 K, the enthalpy change is $-39.2 \text{kJ/(mol } H_2)^{24,25}$
Thus the hydrogenation energies are so low that the hydrogen atoms are likely to be trapped at the
Mg-Ti interface sites for all relevant experimental condi-
tions. This way the H atoms at the cluster-matrix interface
promote a return to the metal structure upon dehydrogena-
tion. The coincidental volumetric match between Mg and TiH$_2$
pointed out by Borsa et al.$^{5}$ is certainly intriguing, but
does not seem to be a necessary requirement. Our approach
also provides a reasonable explanation to why Mg$_{81-x}$Ti$_x$H$_y$
will only store about 1.7 H per metal, but if sites with $n_{nTi} = 2$
and 6 are also included the composition becomes 0.31 H per metal. It is likely that this amount of H
will be trapped in the material as the hydrogenation energy is
below $-75 \text{kJ/(mol } H_2)$ for all these sites. One should also
remember the number of available sites in and around Ti
will depend on the shape and size of the nano-clusters.

To find out more about the phase transformation from
metal to hydride structure, various compositions and config-
urations of the fcc hydride structure have also been investi-
gated. For low hydrogen contents, the model with H in oct
positions had the lowest mixing enthalpy per $H_2$, while for
full occupancy hydrogen resides in the tet voids similar to in
TiH$_2$. The compared to the hcp metal structure, a significantly
higher H content is needed to stabilize the fcc hydride struc-
ture. Naively one might expect the phase transformation
between metal and hydride phase to occur at half occupancy,
when all the oct sites are filled and it becomes necessary to
start using the tet sites. However, Figure 3 gives reason to
suspect that the transformation happens at lower hydrogen
contents, around 0.7 H per metal. At this composition, all the
sites with $n_{nTi} \geq 1$ are occupied. TiH$_2$ first starts to form
inside the nano-clusters and as the sites in the Mg matrix
come into play, the whole system transforms from Mg-type to
TiH$_2$-type structure

So far, we have calculated the hydrogenation energy with
hydrogen in the gas phase as the reference. However, one
could argue that TiH$_2$ is a more relevant reference phase
due to its high stability. We have calculated the hydrogenation
energy of TiH$_2$ to be $-126 \text{kJ/(mol } H_2)$, which is even lower
than the values calculated for hydrogen in Mg-Ti. However,
TiH$_2$ is not as stable for the first absorbed hydrogen atoms.
When calculating the enthalpy for TiH$_x$ with $x = 0.25$, $1; 1.25$ and 1.5, we found that a hydrogen to Ti ratio between
1 and 1.5 is necessary for bulk TiH$_x$ to compete with the sta-
bility of hydrogen at sites with $n_{nTi} = 3$ in the segregated
model. In our system, this corresponds to at least 12 H atoms.
Thus, at low hydrogen content, the thermodynamic driving
force to create bulk TiH$_x$ is greatly reduced for a real sample
with Ti already arranged in nano-clusters. Furthermore, it is
seen experimentally that above a certain Ti content, the whole
Mg-Ti system adapts the TiH$_2$-type structure upon hydrogena-
tion.$^{23}$ This gives a qualitative indication of the importance of
the Mg-Ti interface and further supports the view that the
properties of bulk TiH$_2$ are not directly transference to a sys-
tem with Ti arranged in nano-clusters.

In conclusion, the meta-stable $Mg_{80.8125}Ti_{0.1875}H_x$ system
is found to be stabilized upon introduction of small amounts
of H ($x = 0.07$). The H atoms prefer sites on the interface
between Ti nano-clusters and the Mg matrix, rather than the
sites in the pure Ti environment inside the Ti nano-clusters.
At these sites, the hydrogenation energy is very low, down to
around $-115 \text{kJ/(mol } H_2)$. We state that these very stable H
sites on the Mg-Ti interface are the main cause of the revers-
ibility of the system. This also gives a probable explanation for
why experimentally only 1.7 H per metal can be stored
reversibly, as the missing 0.3 H per metal remains in the
metal structure after dehydrogenation to keep it stable. Our
results suggest that the phase transformation from metal to
hydride occurs when all the sites with $n_{nTi} = 1$ are occupied
and the sites within the Mg matrix come into use.
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