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Chapter 1

Introduction

(1) a. Jenta skrev brevet
girl-DEF wrote letter-DEF
‘The girl wrote the letter’
b. Brevet skrev jenta
letter-DEF wrote girl-DEF
‘The letter, the girl wrote’

The minimal pair in (1) above illustrates the essential phenomenon that triggered the work of this thesis. These sentences are very similar from a linear point of view, but represent quite different word order patterns. The sentence in (1a) is a transitive sentence with a SVO\(^1\) word order, whereas in (1b), we see a transitive sentence where the object has topicalized, giving us an OVS word order. Any native speaker of Norwegian would rule out the second structurally possible readings from (1a) and (1b) above, namely the semantically odd one, that the letter wrote the girl. The question of which factors that contribute to the disambiguation of the syntactic functions of subject and object in sentences like the above, has led to some interesting and hitherto unnoticed generalizations relating to formal and semantic properties of these functions, as well as their positioning within the sentence in Norwegian.

1.1 Focus of the thesis

The focus of this thesis is on properties of the subject and object functions in Norwegian transitive constructions. The work presented here has originated from a problem of automatic disambiguation of syntactic functions in Norwegian, and a need to discover facets of word order and argument realization apart from solely structural criteria. Work on a morphosyntactic tagger for

\(^1\)SVO stands for Subject Verb Object, and OVS, Object Verb Subject.
Norwegian\textsuperscript{2} has raised some interesting questions which served to trigger the work presented in the following.

In typological literature, prominence hierarchies expressing properties such as relative animacy or definiteness have been posited to play an important role in various linguistic phenomena (Croft, 1990; Comrie, 1989). Lately, a renewed interest in typological generalizations can be found within the Optimality Theoretic community. Aissen (2003) points to the role that prominence hierarchies of definiteness and animacy might have in the choice of subject and object, and in particular the form that these might take. Through formal operations on prominence hierarchies, relations of markedness are expressed that pertain to the realization of the syntactic functions of subject and object. In particular, a so-called markedness reversal is observed, expressing the observation that what is marked for a subject is unmarked for an object and vice versa.

A key question in the following thus becomes whether these prominence hierarchies might also be operative in Norwegian as conditioning factors on argument realization and positioning, and to what extent? In many languages, subjects and objects must bear explicit morphological marking if they are semantically or pragmatically marked as subject or object. This however is not the case in Norwegian, which only marks pronominal objects overtly for case, but not consistently. Even so, might it be that “the effects of hierarchy alignment which are categorical in some languages are expressed as usage preferences in others”(Bresnan, 2002), for instance in Norwegian? Do these hierarchical properties also condition word order variation?

We will in the following restrain ourselves to looking at the influence of animacy and definiteness on the realization and positioning of the syntactic functions of subject and object within the sentence. We will see that these properties both contribute towards disambiguation, albeit to a varying degree. Animacy, in particular, restrains the possibility for word order variation, and we will see examples of so-called freezing effects on word order at a level of performance. Stochastic Optimality Theory provides us with the formal apparatus for modeling our observations within a structured and linguistically well-founded theory. Also, we will see how our findings may be implemented, and contribute towards an improved level of disambiguation of syntactic functions within an automatic system.

1.2 Conceptual restrictions and clarifications

Before we proceed, some restrictions and clarifications regarding the content of this thesis and the use of various terms in the following should be stated. The work presented in this thesis pertains exclusively to Norwegian, even

\textsuperscript{2}The Oslo-Bergen tagger has been developed at Tekstlaboratoriet at the University of Oslo, Norway.
though examples are drawn from several other languages, including English, to exemplify different phenomena. Judgments of grammaticality are based on my own intuitions as a native speaker of Norwegian.

We are in the following, unless otherwise specified, dealing with transitive sentences, i.e. sentences containing a transitive verb with two arguments - a subject and an object. We are thus not dealing explicitly with indirect or prepositional objects, and when employing the term object in the following, we are referring to the direct object. Also, when dealing with transitive sentences, we are, unless otherwise stated, dealing with a transitive sentence with a simple verb phrase, as in (1) above, the reasons for which will be made clear in the next chapter.

As explained above, central to the work described in the following are notions of ambiguity and disambiguation. These obviously pertain to structural, not lexical ambiguity. A sentence is structurally ambiguous when one and the same surface sentence may have different structural interpretations, i.e. parses. The fact that an object may topicalize, as in (1b) above, constitutes the source of this structural ambiguity. Our starting point for this work was that of automatic disambiguation, and we want to ascertain other properties of subjects and objects, besides the strictly structural, in order to improve disambiguation. Our data material will, for instance, contain only those sentences that are structurally ambiguous from an automatic point of view. However, most of these are readily disambiguated by any native speaker, and it is precisely this implicit knowledge that is in focus. Because of this, all structurally possible readings are not always represented graphically, even though they constitute the underlying motivation for the analysis.

Wherever possible, examples containing a topicalized object in Norwegian will be translated with a topicalized construction in English. As we shall see in chapter 3.2, however, there is not always a one-to-one correspondence between the two languages in this respect.  

1.3 Overview of the thesis

In chapter 2, we take a closer look at the problem of disambiguation of syntactic functions in Norwegian. We examine some criteria for subjecthood in Norwegian and contrast these with criteria pertaining to the object function. Furthermore, an account of some complicating factors for disambiguation is provided by looking at morphological case and word order in Norwegian.

---

3The problem of translating Norwegian sentences containing a topicalized object with a corresponding structure in English, resides in the distinction between contrastive and continuous topics. Norwegian may express both types of topics with a topicalized structure, whereas English only does so for the former (Engdahl, 1997). See chapter 3.2 for more on this distinction.
Chapter 3 provides an overview of the theoretical framework that constitutes the backbone of this thesis. We start out by examining the notion of markedness and its relation to prominence hierarchies, as emphasized in typological linguistics. The discourse-related notions ‘topic’ and ‘focus’ are then given a short account. Optimality Theory (OT) constitutes the main theoretical approach in this thesis. We start out by examining the main tenets of traditional OT, followed by a thorough presentation of the formal framework developed in Aissen (2003, 1999) and then an account of stochastic OT is presented. Ensuing, we take a closer look at some verbs that constitute a challenge to our theoretical predictions, the “reverse-animacy” verbs. Finally, we examine the phenomenon of word order freezing, and, in particular, one formal account of this phenomenon, as presented in Lee (2002b). In closing, bidirectional OT is given a short presentation, and contrasted with traditional OT.

A corpus study of one thousand transitive sentences has provided the data material central to this thesis. In chapter 4, we establish some prerequisites for the analysis of these data. First of all, a similar corpus study of Swedish is described. We go on to examine the criteria set up to delimit the data set, and provide a short description of the organization of the database containing our data. Following this, we move on to examine a challenge for the annotation of the data material, namely that of non-literal language, a phenomenon which deserves a thorough treatment.

In chapter 5 we examine and discuss the results from the data analysis. The implications of our findings, both for the practical side of the thesis, as well as the theoretical, are then discussed further.

By making use of the theoretical framework of stochastic OT, we are, in chapter 6, able to model our findings from the data analysis, and thus obtain a clearer picture of the influences of animacy and definiteness on the subject and object in Norwegian. In particular, this model reflects the data material and the real frequencies observed there. Also, the stochastic OT modeling reflects our theoretical framework from chapter 3.

As mentioned above, the point of departure for the following work, was based in a problem of automatic disambiguation of sentences like the ones exemplified in (1) above. In chapter 7, we will venture into a practical outline and see how our findings from the previous chapters may be implemented through disambiguation rules written in the Constraint Grammar formalism. We will also review some results from a test run of the automatic system following the addition of our rules.
Chapter 2

Syntactic functions and disambiguation in Norwegian

Norwegian has a fairly rigid word order, and marks syntactic functions in large part through structural positioning, as opposed to languages with a freer word order, where morphological case or agreement is a crucial disambiguator in this respect. In Norwegian, pretty much all constituents may topicalize, however, when the object in a simple transitive construction topicalizes, disambiguation of the syntactic functions of subject and object is at risk. In linear surface structure there are no structural indicators as to the syntactic functions of the two arguments in such a construction. In the following we will start out by looking at some criteria for the positing of the subject and object functions in Norwegian. We will then examine further the problem of disambiguation of syntactic functions in Norwegian and some complicating factors for this.

2.1 The subject and object functions

Various syntactic theories differ in how they view the status of syntactic functions. Chomskyan syntax claims that syntactic functions are strictly structural and can be defined by structural means alone, e.g. a subject is an element in the specifier-position of the IP, whereas an object might be the sister of V. On this view, grammatical relations are simply structural constellations which can be derived from a structural representation (a tree). In a competing theory however, such as Lexical Functional Grammar (LFG) (see for example Bresnan (2001)), grammatical relations are primary notions expressed at a separate level from that of the tree representation.

In the following section, however, a more theory-independent, functional account of the syntactic functions will be presented. Criteria for the use of the subject function as well as characteristic properties will be contrasted with those of the object, in order to differentiate clearly between these. The
presented criteria are language-specific for Norwegian, even though some of them are quite common cross-linguistic subject-criteria as well.

It is common practice to differentiate between two types of criteria for syntactic functions; criteria that pertain to the function itself or so-called coding properties and criteria that pertain to the role of the function in certain grammatical/syntactic phenomena, so-called behavioral properties (Keenan, 1976; Faarlund et al., 1997). These criteria in isolation are not seen as providing the necessary and sufficient conditions for discriminating the subject from, for instance, the object. Rather they provide, in combination, a clearer picture of the properties and behaviour of a subject, thus defining it more clearly.

2.1.1 Coding Properties

Form

Firstly, there are criteria which delimit the domain of possible subjects - only nominal constituents may serve as the subject of a sentence:\(^1\)

\[
\begin{align*}
\text{(1) a. Noun phrase:} & \\
& Fredsforsøkingene i Midtøsten har fullstendig stagnert \\
& \text{Peace-negotiations-DEF in Middle-East-DEF have completely stagnated} \\
& \text{‘The peace negotiations in the Middle East have stagnated completely’}
\end{align*}
\]

\[
\begin{align*}
\text{b. Pronominal phrase:} & \\
& Han har vært toleransens og verdighetens talsmann \\
& \text{He-NOM has been tolerance-DEF-GEN and dignity-DEF-GEN spokesman} \\
& \text{‘He has been the spokesman of tolerance and dignity’}
\end{align*}
\]

\[
\begin{align*}
\text{c. Non-finite clause:} & \\
& Å lese klassikere er noe en må komme inn i \\
& \text{‘Reading classics is something you have to get into’}
\end{align*}
\]

\[
\begin{align*}
\text{d. Finite clause:} & \\
\end{align*}
\]

\(^1\) All of the examples in (1) are taken from the Oslo Corpus, a Norwegian corpus of approximately 18 million words, available at http://www.tekstlab.uio.no/norsk/bokmaal/.

\(^2\) The pronominal subject is always in nominative case.
The fact that you also own your own house will surely be weighted.

The formal criteria above pertain to objects as well. In addition, a pronominal object is often marked morphologically with accusative case. Nominative case, however, is not a criterion from which one may automatically assume subjecthood, as we shall see later on in this chapter.

Since a subject is required in all declarative Norwegian sentences, there is also the possibility of an expletive subject:

(2) Expletive subject:

Det er fokus på hår i høst
It is focus on hair in autumn

‘The focus is on hair this autumn’

Position

The subject of a declarative sentence is either in first position, i.e. it is the first constituent, or it is the constituent which immediately follows the finite verb. Structurally speaking, the subject is often said to be base generated in the specifier position of IP, and the object as sister to V (see for example Carnie (2001)). As we have seen, the object may also occupy the first position, or the specifier position of CP, when it topocalizes. Topicalization is not an option for weak pronouns. These may, however, occupy a position outside of VP through the process known as object shift (Sells, 2001). Section 2.2.2 below will provide us with a more detailed picture of word order in Norwegian, thus for now the above will suffice.

2.1.2 Behavioral properties

Behavioral properties are mainly syntactic properties, which contribute towards discriminating the subject from the object of a sentence.

Passive

A well-known test for subjecthood is the passive construction, or rather the process from active to passive, where the active subject is suppressed:

(3) a. Jenta skrev brevet
    girl-DEF wrote letter-DEF
    ‘The girl wrote the letter’
b. Brevet ble skrevet (av jenta)
   letter-DEF was written (by girl-DEF)
   ‘The letter was written (by the girl)’

The object, on the other hand, becomes the subject of the passive sentence, or it may remain object in the impersonal passive construction with an expletive subject. The impersonal passive however, requires an indefinite object:

(4) Det ble skrevet et brev
   It was written a letter
   ‘A letter was written’

**Imperative**

If an argument is deleted in an imperative sentence, it is always the subject.3

(5) a. Jenta skrev brevet
   girl-DEF wrote letter-DEF
   ‘The girl wrote the letter’

   b. Skriv brevet!
      write letter-DEF
      ‘Write the letter!’

   c. *Du skriv!
      you write!

This is not the case with direct objects, as shown in (5c) above.

**Deletion in sentence-conjunctions**

When two sentences with identical subjects are conjoined, the subject in the second conjunct sentence may be deleted:

(6) a. Jenta skrev brevet og sendte det med en gang
   Girl-DEF wrote letter-DEF and sent it with one time
   ‘The girl wrote the letter and sent it right away’

   b. *Jenta skrev brevet og (hun) sendte med en gang
      Girl-DEF wrote letter-DEF and (she) sent with one time

3 Imperatives may occur without subject-deletion. In this case the subject follows the finite verb:

(1) Skriv du det brevet!
   write you that letter!
   ‘You write that letter!’
This property is not usually one that holds for objects, as we can see from (6b) above. There are, however, some exceptions:

(7) Jenta tok vedkubbene og satte vedkubbene i skjulet
    girl-DEF took firewood-DEF and put firewood-DEF in shed-DEF
    ‘The girl took the firewood and put the firewood in the shed’

(8) Jenta tok vedkubbene og satte i skjulet
    girl-DEF took firewood-DEF and put in shed-DEF
    ‘The girl took the firewood and put (it) in the shed’

Common to these is that the subject, which must be the same for both the conjoined sentences, often is deleted as well in the second conjunct, like in (8) above. Also, the verb in the first conjunct is commonly the verb ta ‘take’, which occurs in these types of constructions as more of an aspectual marker, thus in reality describing only one verbal action (Faarlund et al., 1997, p. 716).

Control and raising

Only the subject of a non-finite subclause may be controlled by an argument in the matrix clause or raised out of a non-finite clause to assume either subject or object position in the matrix clause. In the case of control constructions, as in (9) below, the matrix argument and the controlled subject are co-referent, much like a noun and a pronoun. This is the reason why the subject of the non-finite clause has been proposed to be a null and phonologically silent pronoun, represented as PRO:\n
(9) Jenta₄ liker å PRO₄ skrive brev
    girl-DEF₄ likes to PRO₄ write letters
    ‘The girl enjoys writing letters’

In raising constructions, however, the subject of the non-finite clause is raised, thus leaving a trace in subject position:

(10) Jenta₄ pleide å ti skrive brev
     girl-DEF₄ used to ti write letters
     ‘The girl used to write letters’

Raising verbs, as we know, do not subcategorize for an external role, but rather receives this from the verb of the subclause.

Obligatory relative marker

When a matrix argument is subject of a modifying relative clause, the relative marker som is obligatory, as shown in (11) below. This is not the case when

\footnote{See for example Carnie (2001).}
a matrix argument is the object of a modifying relative clause, then the relative marker is optional, as we can see in (12) below:

(11) a. Jenta som liker å spise epler skrev brevet
    girl-DEF who likes to eat apples wrote letter-DEF
    ‘The girl who likes eating apples wrote the letter’

    b. * Jenta liker å spise epler skrev brevet
        Girl-DEF likes to eat apples wrote letter-DEF

(12) a. De brevene som jenta skrev så vi aldri
    Those letters-DEF that girl-DEF wrote saw we never
    ‘Those letters that the girl wrote, we never saw’

    b. De brevene jenta skrev så vi aldri
    those letters-DEF girl-DEF wrote saw we never
    ‘Those letters the girl wrote, we never saw’

**Quantifier movement**

In this criterion, a quantifier may positioned directly after the main verb, even though the subject it has scope over is positioned in front of the verb. The equivalent is not, however, possible for the object:

(13) a. *Begge jentene skriver brev
    Both girls-DEF write letters
    ‘Both girls write letters’

    b. Jentene skriver *begge brev
    girls-DEF write both letters
    ‘The girls both write letters’

(14) a. Jentene skrev *begge brevene
    girls-DEF wrote both letters-DEF
    ‘The girls wrote both letters’

    b. *Jentene begge skrev brevene
    girls-DEF both wrote letters-DEF

**Tag questions**

The echoing pronoun of so-called tag questions always refers to the subject, and never the object:

(15) Jentaₗ skrev brevetₗ, gjorde hunₗ/*detₗ ikke?
    girl-DEF wrote letter-DEF, did she/*it not?
2.1.3 Prototypical subject properties

Apart from the formal and structural criteria reviewed above, subjects and objects have both semantic and pragmatic properties that more or less serve to identify them cross-linguistically. There seems, for instance, to be a universal tendency towards equating the subject with the agent and the topic of the sentence. Rather than being an absolute definition, however, this is more of a prototypical property, which subjects more or less will adhere to:

The kind of definition of subjects towards which we will be working is the following: the prototype of subject represents the intersection of agent and topic, i.e. the clearest instances of subjects, cross-linguistically, are agents which are also topics. (Comrie, 1989, p. 107)

As we shall see, there are several other properties that are also prototypically properties of the subject. As these are the topics of the following chapter, as well as the ensuing analyses, we will not pursue this aspect any further here.

2.2 Disambiguation

The fact that the two arguments in a transitive sentence may differ in structural position is a cause of distress when it comes to automatic disambiguation of syntactic functions. An automatic computer program will not necessarily have access to the semantic restrictions available to a speaker of a language, which easily facilitates disambiguation in most cases.

In what follows we will take a closer look at some complicating factors with regards to disambiguation of syntactic functions in Norwegian. The focus will be on transitive sentences throughout.

2.2.1 Case

As mentioned above, case is a crucial factor in the disambiguation of syntactic functions in many languages. In particular, it allows for a large degree of word order variation. An often remarked fact is a correlation between the degree of morphological marking in a language and the degree of word order variation (Lee, 2002a). Norwegian must, in this respect, be said to have little of both, i.e. due to a lack of morphological marking, word order becomes quite fixed.

Only personal pronouns are marked for morphological case in Norwegian. One might argue that in a transitive construction containing a topicalized object, the subject will usually be pronominal and thus help to disambiguate the sentence. This however, does not necessarily solve the problem. Norwegian pronouns are not consistently unambiguous when it comes to case.
Firstly, several of the Norwegian pronouns in nominative form syncretize with the accusative form, as can be seen from the pronominal paradigm, as given in table 2.1 below. The 3rd person singular nominative pronoun han ‘he’ and the 3rd person plural pronouns may syncretize with the accusative, whereas 3rd person singular det ‘it’, den ‘it’ and 2nd person plural dere ‘you’ always do so. Secondly, Johannessen (1998) points to the fact that

<table>
<thead>
<tr>
<th>Person/Number</th>
<th>Nominative</th>
<th>Accusative</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. sing.</td>
<td>jeg</td>
<td>meg</td>
</tr>
<tr>
<td>2. sing.</td>
<td>du</td>
<td>deg</td>
</tr>
<tr>
<td>3. sing. masc.</td>
<td>han</td>
<td>han/ham</td>
</tr>
<tr>
<td>3. sing. fem.</td>
<td>hun/ho</td>
<td>henne</td>
</tr>
<tr>
<td>3. sing.neut (inanimate)</td>
<td>det</td>
<td>det</td>
</tr>
<tr>
<td>3. sing.masc./fem. (inanimate)</td>
<td>den</td>
<td>den</td>
</tr>
<tr>
<td>1. pl.</td>
<td>vi</td>
<td>oss</td>
</tr>
<tr>
<td>2. pl.</td>
<td>dere</td>
<td>dere</td>
</tr>
<tr>
<td>3. pl.</td>
<td>de</td>
<td>dem</td>
</tr>
</tbody>
</table>

Table 2.1: The Norwegian pronominal paradigm

a nominative pronoun alone very rarely occurs as object of a verb. However, as head of a phrase, a pronoun will be stressed and when stressed it is strongly preferred in nominative form regardless of syntactic function. So, when followed by for instance a relative clause or a prepositional phrase, the pronoun will be in its nominative form even when functioning as an object. This obviously leads to quite a bit of ambiguity, since pronouns are often followed by relative clauses or prepositional phrases.\(^5\)

(16) Dette gjelder i tillegg de som håndterer etc.
this concerns in addition they-NOM who handle etc.

‘This also concerns those who handle’

(17) De som fortsatt tror at idyllen kan bevares [...]
they-NOM who think that the idyll can maintain-PASS [...]
tar alvorlig feil
take seriously wrong

‘Those who still believe that the idyll can be maintained [...] are seriously mistaken’

In (16) we see a nominative form of the 3rd person plural pronoun de ‘they’ followed by a relative clause, functioning as an object, whereas the same type of construction plays the role of subject in (17). When a nominative pronoun that is head of a phrase may function as an object, it may, in theory, very well topicalize as well. From the viewpoint of automatic analysis then, these must be considered to be possibly ambiguous.

\(^5\)The examples in (16) and (17) are taken from the Oslo Corpus.
This generalization does not, however, extend to all nominative pronouns. Local, i.e. 1. and 2. person, pronouns may not function as objects with the same ease as the others, even if they are modified by another clause:

(18) a. * Dette gjelder jeg som skrev brevet
   this concerns I-NOM who wrote letter-DEF
   
   b. * Dette gjelder du som skrev brevet
   this concerns you-NOM who wrote letter-DEF
   
   c. ?? Dette gjelder vi som skrev brevet
   this concerns we-NOM who wrote letter-DEF

This mirrors a morphological split that is present in many Scandinavian dialects (Dahl, 1997), where only 1. and 2. person pronouns must bear morphological marking when functioning as objects. This split, which pertains to simple pronouns, i.e. pronouns that are not modified by another clause, seems, however to be present for 1. and 2. person pronouns also when they are modified. The above examples are also semantically odd, because local persons, that are readily identified by the immediate context, are not usually in need of restrictive modification. Rather, the examples above in (18) would take on some sort of causal interpretation, rather than a restrictive one, had they been in accusative case.

There is some sense in which the plural example in (18c) above is more acceptable than the singular forms. It is possible that the mentioned split is influenced by number, as well.

Faarlund et al. (1997) state that nominative pronouns occur as objects almost exclusively when they are 3. person plural pronouns. It seems clear, however, that the singular 3. person pronouns also may occur quite freely as objects when modified (Johannessen, 1998):

(19) Dette gjelder han/hun som skrev brevet
   this concerns he-NOM/she-NOM who wrote letter-DEF
   ‘this concerns he/she who wrote the letter’

2.2.2 Word Order

The basic word order of a language is “typically identified with the order that occurs in stylistically neutral, independent, indicative clauses [. . .], it is the ordering of constituents in prototypical transitive clauses”. (Siewierska, 1988, p. 8). In this respect, Norwegian must be said to be a SVO language.

Norwegian clause structure and V2

Like German and the other Scandinavian languages, Norwegian is also a V2-language, i.e. the verb is always the second constituent in declarative
main clauses. The V2 property explains why the structural ambiguity in the sentence pair from chapter 1 pair is present:

(20) a. Jenta skrev brevet
girl-DEF wrote letter-DEF
(i) ‘The girl wrote the letter’
(ii) ‘The girl, the letter wrote’

b. Brevet skrev jenta
letter-DEF wrote girl-DEF
(i) ‘The letter, the girl wrote’
(ii) The letter wrote the girl

Most types of constituents may be sentence-initial, the subject being the most common:

(21) a. Sentence-initial Subject:
Jeg liker dette
I like this
‘I like this’

b. Sentence-initial Object:
Dette liker jeg
This like I
‘This, I like’

c. Sentence-initial Adverbial:
Her bor jeg
Here live I
‘Here, I live’

Through the process of topicalization constituents other than the subject may become sentence-initial, thus enabling the marked word order OVS, as in (21b) above.

In transformational theories, topicalization is viewed as a movement to the “topic” position, SpecCP. The traditional generative view of clause structure in V2-languages is that all sentences are CPs, and that V2 is preserved

---

6English, on the other hand, is SVO, but is not a V2 language:

(1) I like this.
(2) This, I like.
(3) * This like I.

7These examples are not in need of disambiguation, as the nominative pronoun jeg ‘I’ is an unambiguous subject. Rather they are meant simply to illustrate the word order patterns without any chance of ambiguity.
through a demand that C must be lexicalized (Nordgård and Åfarli, 1990, p. 71). Subordinate clauses, on the other hand, do not exhibit V2 order, due to their filling the C-position with a complementizer.

The finite verb in Norwegian declarative main sentences thus moves from I to C, thereby assuring that only one constituent may precede it. No constituent is thought to be base-generated in SpecCP, but rather, a constituent will move here and is thus defined as the topic of the sentence. This describes the structural topic of the sentence, but not necessarily a pragmatic topic, as we will see in chapter 3.2. In a majority of cases, this constituent will be the grammatical subject of the sentence, thus moving from SpecIP to SpecCP, as in (22) below.

An alternative analysis of V2 clause structure (Sells, 2001), has as of late gained some ground as well. Here, the minimal matrix sentence is an IP, as analyses for English and other non-V2 languages have claimed, and not a CP, cf. example (23) below. The idea is that the subject is fixed in SpecIP, and only topicalization of non-subject constituents incur a CP structure, as in (24). This thus incorporates a notion of economy in syntax, as emphasized in theories such as LFG. In LFG, only constituents marked with the discourse functions topic or focus are found in SpecCP, and the subject is the default topic. Therefore, there is no reason why the subject should move when it is sentence-initial. On this account then we in fact operate with two possible structures for declarative main sentences:

---

8This demand is justified by claiming that the C functions as head of the sentence. A typical head-property is thus to determine the properties of the phrase as a whole.

9Sell’s analysis is directed primarily at Swedish, but makes use of examples from Norwegian as well.
With regards to our initial problem of disambiguation, it is important to note that word order may also act as a disambiguating factor in some cases. When the transitive sentence contains a complex verb phrase, the structural positioning of the arguments indicate their syntactic function, thus excluding the second reading present in (20) above:

(25)  
\[ \text{a. Jenta har skrevet brevet} \]
\[ \text{girl-DEF has written letter-DEF} \]
\[ (i) \text{‘The girl has written the letter’} \]
\[ (ii) * \text{‘The girl, the letter has written’} \]

\[ \text{b. Brevet har jenta skrevet} \]
\[ \text{letter-DEF has girl-DEF written} \]
\[ (i) \text{‘The letter, the girl has written’} \]
\[ (ii) * \text{‘The letter has written the girl’} \]

The reason for this is found in the property of Norwegian being a V2-language. Only one constituent may precede the finite verb:

(26)  
\[ * \text{Brevet jenta har skrevet} \]
\[ \text{letter-DEF girl-DEF has written} \]

### Complex VPs

2.3 Conclusion

The criteria for the subject and object functions set out above, provide us with an account of the formal and structural properties associated with the arguments of a transitive sentence. The subject/object criteria are not,
however, disambiguating from the point of view of this thesis, and are useless from an automatic point of view, as they rely on grammaticality judgments.

The phenomena of interest in the following chapters are thus transitive sentences where there are no structural or morphological factors present that disambiguate the syntactic functions of the arguments. What this means is that we are, in essence, looking at sentences with a simple verb phrase and arguments that are not morphologically marked as objects, i.e. bearing accusative case. As we saw above, nominative case is not always sufficient for the inference of subjecthood.
Chapter 3

Theoretical Framework

It might be useful to clarify the theoretical background the thesis will be drawing on. Thus, in the following I will review the relevant theories for the later chapters and analyses.

We will start out by examining the concept of markedness and the role it has played in typological linguistics. In particular, we will see how a concept of relative markedness has lead to the positing of feature hierarchies, and examine some of these more closely. Following that, we will take a look at the discourse-oriented notion of topic, and see how this type of information interacts with other features of a sentence and its arguments.

Optimality Theory (OT) will be a central theory in this thesis, underlying much of the work reviewed here and also forming the theoretical backbone of the analysis performed in chapter 6. We will therefore review some of its main tenets below, as well as examine the work of Judith Aissen on the subject of Differential Object Marking, which combines in a fascinating manner insights from typological linguistics with a formal OT framework. A recent addition to OT, stochastic OT, has opened up for a modeling of variable phenomena in OT using stochastic measures based on relative frequencies. This will prove to be crucial for our analysis, and we will therefore present this theory and contrast it to traditional OT.

A challenge may be found in sentences containing verbs that may take arguments that deviate from our theoretical predictions. We will examine these verbs closer and find that they are a rather diverse group. Ensuing, we will take a look at a particular phenomenon related to word order variation, namely that of word order freezing. Finally, another extension to OT, namely that of bidirectional OT will receive a short overview.
3.1 Typological Linguistics - markedness and hierarchies

The notion of ‘markedness’ has been of great importance in the typological field of linguistics, underlying much of the cross-linguistic comparative work performed there. The notion is based on “asymmetrical or unequal grammatical properties of otherwise equal linguistic elements” (Croft, 1990).

3.1.1 Markedness criteria

Based on Joseph Greenberg’s work on markedness and his thirteen criteria of markedness, Croft (1990) outlines some basic criteria for the relative markedness of a linguistic structure:

1. Structure An unmarked structure will contain fewer than or an equal amount of morphemes as a marked structure.

2. Behavior An unmarked structure will be more versatile:
   - It might have a greater number of morphological distinctions;
   - and/or it might figure in a greater number of linguistic contexts.

3. Frequency An unmarked structure will be more frequent than a marked structure in textual discourse. This criterion obviously relates to the second part of the behavioral criterion, a structure which figures in a greater number of contexts will also be more frequent.

Croft (2003) introduces a notion of typological markedness, and emphasizes that this notion differs from language-particular markedness and its language-particular formal expression. Rather, typological markedness is a “universal property of a conceptual category, not a language-particular property of a language-particular grammatical category” (Croft, 2003, p.88). This is an important point, because languages will necessarily differ in their formal expression of the same typological markedness relations.

3.1.2 Prominence hierarchies

The early versions of theories of markedness, especially of the Prague School, proposed a view of the markedness phenomenon as a binary opposition between a marked and unmarked form. Either an element was marked, or it was not. However, this binary notion often lead to so-called “markedness

footnotes:

1. Relative’ due to the fact that an element is not marked in isolation, but always relative to another element of the same grammatical dimension.
2. The distinction between singular (unmarked) and plural (marked) English 3. person pronouns might exemplify this. The singular inflection has three different forms (he, she, it), whereas the plural has only one (they) (Croft, 1990).
paradoxes”. An example of such a paradox can be found e.g. if one first establishes a markedness relation between the singular and the plural form of a noun, and then, in attempting to do the same in a language containing the dual as well, one might be forced to conclude that the plural is the unmarked form compared to the dual. Thus the plural is at the same time marked and unmarked (Croft, 1990).

A strict binary distinction of markedness proved insufficient in a number of cases, thus a softer version was introduced through scales or hierarchies. These hierarchies express the relative prominence of a structure, and incorporate the relativity of markedness into the theory. The notion of prominence has been linked to several properties such as most likely as topic, agent, most available referent etc. Among the hierarchies established in typological literature are those of syntactic functions, animacy and definiteness.\(^3\) Prominence and markedness are connected concepts, but may not be equated. This point is illustrated by the person hierarchy, for instance, where the third person is considered to be the unmarked form, whereas the local persons certainly are the most prominent. What we will see, however, is that the features expressed through prominence hierarchies play an important role in several phenomena, and in doing so, express general markedness patterns. As we shall see later on, features placed high on one hierarchy tend to attract other prominent or high-placed features; subjects, for instance, will tend to be animate and definite.

### Syntactic Functions

In typological linguistics syntactic functions are attested through cross-linguistic comparison, thus examining how they are expressed in various languages and relating these facts to markedness criteria. Croft (1990) states the hierarchy of syntactic functions as follows:

\[
\text{(1) Subject} > \text{Object} > \text{Oblique}
\]

As we have already mentioned, syntactic functions may be expressed differently in various languages, e.g. through case, verb agreement and word order. In the case of word order, the prominence relation expressed by the hierarchy is also one of \textit{iconicity}, where basic word order in the sentence tends to follow the hierarchy of syntactic functions (Croft, 1990). In this respect then, prominence on the scale of syntactic functions seems to incur prominence or precedence in the syntactic tree.

\(^3\) Croft (1990) also mentions a hierarchy of number, but this will not be reviewed here. Another common prominence hierarchy is that of thematic roles. An example of such a hierarchy is provided in section 3.6 below.
Animacy

Comrie (1989) differentiates clearly between the dimensions of semantic or pragmatic roles, that relate a given noun phrase to its verb or the discourse as a whole, and properties that are inherent properties of a noun, such as definiteness and animacy. These do however interact, as inherent properties of a noun are sure to influence the types of semantic or pragmatic roles it will receive. As we will see, it also influences the expression of syntactic functions. Animacy is one such inherent property, an “extra-linguistic conceptual property” (Comrie, 1989), which creates distinctions found in many languages. Comrie (1989) states the hierarchy as follows:

\[ \text{(2) Human > Animate > Inanimate} \]

Evidence for this hierarchy comes again from cross-linguistic examination of the realization of animacy in different languages, and especially in how animacy motivates morphological “splits” in various ways. An often cited example of this is found in inverse languages, such as Navajo, which grammaticalizes the tendency in languages to place the subject of a transitive clause higher in animacy than the object. Here, the inverse, more marked form, expressed by the verbal affix \textbf{bi} is employed, when the subject is lower in animacy than the object. Dahl and Fraurud (1996, p. 50) provide the following example:

\[ \text{(3) 'ashkii at’ée yiníí} \]
\[ \text{the-boy the-girl he-is-looking-at-her} \]
\[ \text{‘the boy is looking at the girl’} \]

The above example shows the unmarked SOV word order, where the verb has the prefix \textit{yi}. However, when the subject is inanimate and the object animate, a passive-like word-order is obligatory and the verb is inverse (Dahl and Fraurud, 1996), and marked with the verbal affix \textit{bi}:

\[ \text{(4) 'ashkii k’asdáá tó biisxí} \]
\[ \text{the-boy almost water it-killed-him} \]
\[ \text{‘the boy was almost killed by water’ = ‘the boy nearly drowned’} \]

This shows us one way of expressing the typological markedness of an inanimate subject and an animate object, where there is a coalescence between a formal, morphological marking and a conceptual, typological markedness. This type of situation is one of \textit{iconicity}, often contrasted with \textit{economy} of expression (Croft, 2003, p. 101). Languages will to differing degrees lean towards the one or the other with regards to expression of typological markedness.

\[ ^{\text{4}}\text{Comrie (1989) calls the middle category in the hierarchy \textit{Animal}, whereas Aissen uses the term \textit{Animate}. We will follow Aissen on this.} \]
We also find the phenomenon of Differential Object Marking (DOM) to varying degrees in different languages, where objects high in animacy tend to have case marking, thus rendering them overtly marked. We will take a closer look at the phenomenon of DOM below, when reviewing Aissen’s theory on the matter.

**Definiteness**

Definiteness as used in this context is a semantic property which can be marked morphologically in a language in different ways. Croft (1990) and Comrie (1989) both emphasize the importance of definiteness in various phenomena, and thereby expressing markedness relations. The following prominence hierarchy is presented (Croft, 1990):

(5) Definite > Referential Indefinite > Non-referential Indefinite

Central to a notion definiteness is the property of *identifiability* (Lyons, 1999): the speaker assumes that the hearer is familiar with the referent, or, based on the situation of the utterance, the previous discourse or general background knowledge, the hearer is able to work out the referent of the noun. Another often mentioned characteristic of definiteness, is that it involves an implication of *uniqueness*, i.e. that the referent is in some sense unique in a certain context. An example taken from Lyons (1999) illustrates this:

(6) I’ve just been to a wedding. *The bride* wore blue.

Clearly, this is not a matter of the hearer identifying the referent of the definite noun phrase, but rather acknowledging that there is usually only one bride at a wedding, a fact which paves the way for a definite form. Uniqueness as a criterion may be stretched to cover mass and plural nouns under the term *inclusiveness* (Lyons, 1999), which means that a definite refers to the whole set denoted by the noun, not a subset of it. Due to this property, a sentence making use of a definite plural noun will sound odd or even contradictory when the ensuing discourse implies that only a subset is relevant:

(7) ?I’ve read the books you gave me, but only a few of them

As for indefinites, they are often used to introduce a new discourse referent, thus are not assumed to be familiar or identifiable to the reader. With re-

---

5 As we shall see later on, Aissen makes use of a more fine-grained scale for definiteness, incorporating information regarding type of DP, as well as a notion of specificity, which is certainly related to Croft’s notion of referential indefinite:

**Definiteness scale**: Personal Pronoun > Proper Noun > Definite NP > Indefinite Specific NP > Indefinite Non-Specific NP (Aissen, 2003, p. 437)
gars to the property of uniqueness, indefinites may go both ways, depending on the context.

**Interaction between the above hierarchies**

As already mentioned, the prominence hierarchies presented above are often related by participation in different phenomena. A generalization that will be predominant in the following, is that arguments bearing high-ranking properties on one scale tend to be realized together with high-ranking properties on another, and the reverse for low-ranking elements. Also, if this generalization does not hold, a tendency towards explicit formal marking is prevalent.

The important role of animacy with regards to syntactic functions has been noted several places. Firstly, the distinction between ergative and accusative case marking depends heavily on the animacy of the referents of arguments. Some split-ergative languages employ both ergative and accusative case-marking, depending on the animacy of the arguments. The absolutive-ergative distinction treats the subjects of intransitive clauses together with the objects of transitive clauses as the unmarked arguments, whereas the nominative-accusative distinction treats the subjects of both intransitive and transitive clauses uniformly, whereas the object is in opposition. Languages where this split is present, thus have the possibility of overtly marking both subjects and objects of transitive clauses. This is where animacy comes in, governing the marking of arguments, so that a semantically marked member is also marked overtly by morphological case. Thus, an inanimate subject of a transitive clause is marked with ergative case, whereas an animate object is marked with accusative case. Animacy is not, however, the only decisive factor in split-ergative languages⁶. The features represented in the animacy hierarchy often interact with other inherent features of an argument. Croft (1990) in fact incorporates information from two other scales into his hierarchy of animacy, namely the scales for person and DP-type.⁷ Comrie (1989) also relates the hierarchies of animacy and syntactic functions, stating that:⁸

> the most natural kind of transitive construction is one where A is high in animacy and definiteness, and the P is lower in animacy and definiteness; and any deviation from this pattern leads to a more marked construction (Comrie, 1989, p. 128)

---

⁶The category of person is also central to the morphological split in many split-ergative languages, like Dyirbal (Aissen, 1999).

⁷Croft’s hierarchy of animacy:

(1) first, second person pronouns > third-person pronouns > proper names > human common nouns > nonhuman animate common nouns > inanimate common nouns

⁸Comrie uses S for the subject of an intransitive sentence, A for the subject of a transitive sentence and P for the corresponding transitive object.
In the section on Judith Aissen’s theory of markedness (cf. section 3.4 below) we will see an alternative and perhaps formally more explicit method of combining hierarchies in order to express these markedness generalizations. We will also see that the definiteness hierarchy seems to be inescapably related to the animacy hierarchy, especially when it comes to case marking of objects.

3.2 Topic, focus and related notions

First a clarification regarding levels of linguistic interpretation. The notions of topic and focus can be viewed from both a syntactic and a more discourse-oriented angle. From a syntactic angle, the topic of a sentence is simply a structural position, SpecCP. It is the position filled by topicalization or wh-movement. Obviously, these structural criteria are not universal, but portray the situation in Norwegian and many other languages. The pragmatic side of these notions is certainly more complex, and has been the subject of an extensive amount of literature. Some of these ideas will be reviewed below. This is not to say that these levels are completely independent of each other and do not interact. It is often the case that it is the topic of discourse that is in fact placed in the topic-position. However, it can also be quite useful to keep the two levels distinct.

3.2.1 Pragmatic Roles

The notions of topic and focus are often related to the information-flow in sentences:

\[
\text{... the different ways in which essentially the same information, or the same semantic content, can be structured differently to reflect the flow of given and new information. (Comrie, 1989, p. 62)}
\]

A common distinction is that between, on the one hand, the focus of a sentence, denoting the new information, and on the other hand the topic, denoting given information, or “what the sentence is about” (Comrie, 1989, p. 64). Both of these may be differentiated from ground material, representing background knowledge or information the speaker assumes to be inferable from the context. Pragmatic roles or functions are, in essence, relational, in that they denote a relationship between a verb and its arguments, rather than being an inherent property of noun phrases, like animacy and definiteness.

Norwegian, in contrast to English or the Romance languages has two different types of fronted topics, constrative and continuous topics (Engdahl, 1997)\(^9\).

\(^9\)Engdahl (1997) deals with relative clause extractions in Scandinavian and her findings are therefore relevant for Norwegian.
**Contrastive topics**  A contrastive topic typically picks up on a previously introduced entity and contrasts it with another entity. An example using a question-answer method illustrates this point (the contrastive element is boldfaced):\(^{10}\)

(8)  
\[ \text{a. Hva syns du om guttene?} \]  
\[ \text{what think you about boys-DEF?} \]  
\[ \text{‘What do you think of the boys?’} \]  

\[ \text{b. Ole liker jeg, men Per kan jeg ikke fordra} \]  
\[ \text{Ole like I, but Per can I not stand} \]  
\[ \text{‘Ole I like, but Per I cannot stand’} \]  

The contrastive topics *Ole* and *Per* are part of the previously introduced set of boys, thus therefore topics. As we can see, contrastive topics may be translated with a topicalized structure in English as well. Both English and the Romance languages have methods for fronting contrastive topics (Engdahl, 1997).

A similar, but distinct, construction is the contrastive focus construction (Engdahl, 1997):

(9)  
\[ \text{a. Hva liker du å drikke?} \]  
\[ \text{what like you to drink} \]  
\[ \text{‘What do you prefer to drink?’} \]  

\[ \text{b. Kaffe liker jeg, men ikke te} \]  
\[ \text{Coffee like I, but not tea} \]  
\[ \text{‘Coffee, I like, but not tea’} \]  

Here the contrasted element is not related to any given discourse element, as it is the answer to the ‘what’ in the above wh-question. These two constructions seem difficult to differentiate in isolation, i.e. independent of a question-answer dialogue or a larger context.

**Continuous topic**

(10)  
\[ \text{a. I går kjøpte jeg en jakke} \]  
\[ \text{yester day bought I a jacket} \]  
\[ \text{‘Yesterday, I bought a jacket’} \]  

\[ \text{b. Den skal jeg ha på meg i kveld} \]  
\[ \text{it will I wear on me tonight} \]  
\[ \text{‘I am wearing it tonight’} \]  

The topic *den* ‘it’ in (10b) is in no way in contrast to the antecedent *jakke* ‘jacket’, but rather creates cohesion by referring back to the already introduced referent. In contrast to the contrastive topics, continuous topics do not

\(^{10}\) The examples in (8) - (11) are adapted from Engdahl (1997).
have a fronted counterpart in English or the Romance languages (Engdahl, 1997).

Stress is the major differentiating factor between contrastive and continuous topics. Engdahl (1997) provides the following example, in contrast to (10) above:

(11) a. I går kjøpte jeg en jakke
    ‘I bought a jacket yesterday’

b. Den skal jeg ha på meg i kveld, ikke dongerijakken
    ‘That one, I am wearing tonight, not the jeans jacket’

3.2.2 Heaviness and newness

As we have already seen, topics tend to denote given information. It follows from this then, that given information will usually be positioned earlier in the sentence than new information. Another factor, which has also been noted to figure in information structuring in the sentence, is the relative heaviness of a constituent.

Arnold et al. (2000) report of a study where the correlation between newness and heaviness is explored through a quantitative corpus-study and an elicitation experiment. The study focuses on the effects of newness and heaviness when it comes to word order variation in speech, in this case for English heavy NP-shift and dative alternation. They report that new information tends to be placed later in the sentence than old or given information, and that heavy constructions, i.e. long, complex constructions, are usually also placed towards the end of a sentence:

...items that are new to the discourse tend to be complex, and items that are given tend to be simple. (Arnold et al., 2000, p. 34)

3.2.3 Related notions

The idea that the notion of topic, especially, is closely linked to other aspects of DPs has been noted several times in the literature. Givón (1976) attributes a DP’s topicality to the likelihood for its becoming topic of a sentence. It follows then, that DPs differ in their topicality, in accordance with other properties. The hierarchies he mentions are in close correspondence to some of the ones discussed above (given in parenthesis) (Givón, 1976):

• Human > Non-Human (Animacy)
• Definite > Indefinite (Definiteness)\textsuperscript{11}
• More Involved Participant > Less Involved Participant (Thematic Roles)
• 1st Person > 2nd Person > 3rd Person

He does not explicitly mention a hierarchy of syntactic functions, but links the subject function to the discourse role of topic and the semantic role of Agent, pointing to a “consistent and highly universal pairing of the discourse function “topic” and the semantic function “agent” into one highly universal aggregate function “subject”” (Givón, 1976, p. 152, author’s emphasis). He points to the fact that there is also a strong link between a high ranking of definiteness on the one hand, and subjecthood on the other: “subjects tend to be overwhelmingly definite and referential even in languages which tolerate, at the “competence” level, indefinite subjects”. Conversely then, Givón (1976) observes in objects a tendency towards indefiniteness and also inanimacy, and points to this as one reason for why they are more rare as topics. Once again, then, we encounter the idea that high-ranking elements on one prominence hierarchy tend to attract prominent elements of other prominence hierarchies.

3.3 Optimality Theory (OT)

In the following we will take a closer look at Optimality Theory (OT) in its most general form. OT is a central framework in this thesis, and constitutes the backbone of stochastic OT, as presented later on. We will see how the framework of OT allows us to represent the generalizations from typological linguistics regarding markedness relations within a formally unified approach.

3.3.1 The emergence of Optimality Theory

OT has developed from generative linguistics, but differs from it in several fundamental aspects. Both of these theories seek to capture the universality of certain language phenomena, as well as language-particularities within one and the same model.

According to the Principles-and-Parameters approach of generative grammar a language either has a certain property or it does not. Universality is captured through a set of principles assumed to be part of Universal Grammar (UG), whereas variation between different languages is modeled by the binary settings of so-called parameters. OT also assumes universality, through a universal set of constraints. A crucial difference between the two approaches, however, resides in the fact that the constraints of OT

\textsuperscript{11}Givón (1976) states explicitly that he views definiteness as an encoding of new vs. given information.
are violable. Whereas the P&P approach is based on a view of universality as absolute, OT approaches the issue of universality through the notion of markedness, which is, as we have seen above, a relative notion.

### 3.3.2 Ranked constraints

OT is not a linguistic theory of representations, such as e.g. generative grammar or LFG, but rather a theory based on interactions of constraints. Kager (1999) defines a constraint as a “structural requirement that may be either satisfied or violated by an output form” (Kager, 1999, p. 9). OT typically operates with two main types of constraints, markedness constraints and faithfulness constraints.

#### Markedness vs. faithfulness

A theory of markedness, as seen above, focuses on an opposition between marked and unmarked linguistic structures, where the unmarked is the preferred form cross-linguistically and the marked is one which is avoided if possible. The function of the marked structure is to mark a contrast. OT is in many ways an implementation of markedness, a notion which is pivotal in an OT grammar. Markedness is expressed through constraints, stating what is marked and unmarked in languages, e.g. ‘Topics come first’. Faithfulness constraints serve to preserve coherence between the input and the output of an OT-grammar, e.g. stating that some feature of the input should be preserved in the output. Markedness and faithfulness constraints are thus in conflict, mirroring a tension present in language between avoiding contrast (markedness) and preserving it (faithfulness) (Kager, 1999).

#### Ranking of universal, violable constraints

All constraints in an OT-grammar have the properties of universality and violability in common. They are thought to be part of Universal Grammar, however, the constraints are not necessarily active in every language and they are not absolute principles, but may be violated by a language.

An important aspect of the constraints in OT is the fact that they are ranked with respect to one another. The rankings of constraints create language-particularity, languages may differ with respect to which constraints they rank high or low, but the constraints themselves are thought to be universal. This explains why some constraints may not be active in a language, as they may be ranked so low as to not really participate in the grammar at all.
3.3.3 An input-output device

An OT-grammar is, in essence, an input-output device, i.e. for a specific input it generates the optimal, most harmonic output. The notion of optimality is a central one in OT. One speaks of an optimal output, as being an output incurring the fewest, least serious violations of constraints. Importantly, an optimal output will not be perfect, i.e. have zero violations, due to the idea that constraints are in conflict, and satisfying one constraint will usually cause the violation of another.

The form of the input to a grammar will typically differ from linguist to linguist. Usually, however it will consist of a minimal representation of a sentence, for instance represented by the verb and its argument structure and usually, some semantic properties of the arguments. The input may take the form of representational devices from other theoretical frameworks, e.g. underspecified LFG f-structures, as OT is not a representational framework.

Possible output candidates are thought to be generated by GEN(erator), a function which generates all possible candidates from a given input, or underlying form (Kager, 1999, p. 19):

\[
\text{GEN(input)} \Rightarrow \{\text{cand}_1, \text{cand}_2, \ldots, \text{cand}_n\}
\]

An important notion which pertains to GEN is that of “the richness of the base”, i.e. that no constraints restrict underlying forms. All linguistic generalizations are made with regards to the level of output. GEN can freely generate “all logically possible” output candidates, as long as these represent licensed structures from the different linguistic levels, i.e. taking into account prosodic structures or X-bar theory.

The second main component of the input-output device of an OT-grammar is the EVAL(uation) component. Here, the different candidates, as generated by GEN, are evaluated with regards to the constraints, and an optimal output is arrived at through repeated evaluation\(^{12}\) (Kager, 1999, p. 19):

\[
\text{EVAL(}\{\text{cand}_1, \text{cand}_2, \ldots, \text{cand}_n\}\) \Rightarrow \text{output}
\]

An OT evaluation is usually illustrated graphically by a so-called tableau. An example tableau, taken from Boersma (1999), is provided below, where the input is an underlying phonological form and the output an overt phonological form:

\[
\begin{array}{|c|c|c|}
\hline
\text{pat} & \text{NoCoda} & \text{PARSE} \\
\hline
\text{pa} & * & \text{!} \\
\hline
\text{pat} & \text{!} & * \\
\hline
\end{array}
\]

\(^{12}\)The repeated evaluation goes like this: first all candidates are evaluated with regards to the highest ranked constraint. The ones that do not violate it, proceed to the next round, where these are evaluated with regards to second-highest constraint etc. (Kager, 1999, p. 22)
We see that a candidate’s violation(s) of a certain constraint is marked with an asterisk, where the crucial violation (the violation which ultimately excludes one candidate) is marked with an exclamation mark. The optimal candidate is indicated with a ‘hand’ symbol, and shaded cells represent violations that are not relevant to optimization. Thus, in the tableau above two constraints are ranked - NoCODA, a markedness constraint stating that a syllable should not have a coda, and Parse, a standard faithfulness constraint, which states that all input must be parsed, i.e. be present in the output.

For the input `pat` then, two candidates are generated, `pa` and `pat`, where the first candidate becomes the optimal output after evaluation. The reason for this is that the competing candidate, `pat`, violates a higher-ranked constraint (NOCODA) than the winning candidate `pa`.

As mentioned above, constraints in an OT grammar are ranked in a hierarchy of dominance, related through strict domination (Kager, 1999, p. 22):

**Strict domination**: Violation of higher ranked constraints cannot be compensated for by satisfaction of lower-ranked constraints.

What becomes evident here then, is that the seriousness of a violation, i.e. the ranking of the violated constraint(s), is crucial for the outcome of an evaluation. An illustration by way of example tableaus will clarify this central point:

<table>
<thead>
<tr>
<th></th>
<th>C\textsubscript{1}</th>
<th>C\textsubscript{2}</th>
</tr>
</thead>
<tbody>
<tr>
<td>**</td>
<td>candidate\textsubscript{1}</td>
<td>**</td>
</tr>
<tr>
<td>!</td>
<td>candidate\textsubscript{2}</td>
<td>!</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>C\textsubscript{1}</th>
<th>C\textsubscript{2}</th>
<th>C\textsubscript{3}</th>
</tr>
</thead>
<tbody>
<tr>
<td>**</td>
<td>candidate\textsubscript{1}</td>
<td>**</td>
<td>*</td>
</tr>
<tr>
<td>!</td>
<td>candidate\textsubscript{2}</td>
<td>!</td>
<td>*</td>
</tr>
</tbody>
</table>

What we see illustrated in the above tableaus are two implications of the definition of strict dominance that might not be immediately clear. In (15) we see that candidate 1 is the optimal candidate, even though it violates one constraint, C\textsubscript{2}, twice, whereas candidate 2 violates C\textsubscript{1} only once. The reason for this then, is that C\textsubscript{1} is ranked higher than C\textsubscript{2}, and a violation of a high-ranking constraint is more severe than several violations of a lower ranked constraint. Another point, as illustrated by tableau (16), is that violations of several different constraints do not compensate for a single violation of a higher ranked constraint, so there is no adding of different violations.

\[13\] It is important to remember that OT constraints do not represent absolutes, i.e. a syllable with a coda may emerge as the optimal candidate even if this constraint is present in the grammar. In a larger grammar, other higher-ranked constraints may exclude opposing candidates.
3.4 Aissen’s theory of markedness through harmonic alignment

In her 1999 article *Subject Choice and Markedness in Optimality Theory* Judith Aissen presented an analysis of linguistic factors influencing subject choice in a number of languages, which made use of well established hierarchies from typological linguistics, and most importantly, ordered combinations of these, in order to express markedness relations. She showed how Optimality Theory with its rankings and constraints could provide a formalized, uniform account of these relations. In the following we will look more closely at her newest article, *Differential Object Marking: Iconicity vs. Economy* (Aissen, 2003), which also explores the possible insights that combinations of typological hierarchies might provide, in regards to the form a syntactic function might take, in this case that of the direct object. The reason why we focus in particular on this article is that it deals with exactly the dimensions of prominence that we are interested in, namely those of animacy and definiteness. Aissen’s work has influenced a wave of literature in syntactic Optimality Theory since, and constitutes the formal and theoretical starting point for the work of this thesis. We will therefore take the time and space to review Aissen (2003) in some detail.

3.4.1 DOM

In many case-marking languages there seems to be a close correlation between certain types of semantic or pragmatic information and overt case marking on objects. This is the phenomenon Aissen calls Differential Object Marking (DOM):

> The higher in prominence a direct object, the more likely it is to be overtly case marked. (Aissen, 2003, p. 436)

Prominence is expressed through well-known prominence hierarchies or scales from typology, namely a definiteness scale, an animacy scale and a scale for syntactic functions:

**Animacy scale:** Human > Animate > Inanimate

**Definiteness scale:** Personal Pronoun > Proper Noun > Definite NP > Indefinite NP

**Syntactic functions scale:** Subject > Object

---

14 Aissen’s original scale splits the ‘Indefinite NP’ element into ‘Specific Indefinite NP’ which is ranked above ‘Non-specific Indefinite NP’. The notion of specificity will be discussed later on (cf. chapter 5). We will not, however, operate with this distinction in the following.
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Aissen observes a so-called *markedness reversal* between the syntactic functions of subject and object which is such that what is unmarked for a subject is marked for an object and vice versa, i.e. subjects tend to be animate and definite whereas objects tend to be inanimate and indefinite. DOM is encountered, then, when objects deviate from this norm.

What Aissen is aiming for then is a theory that generalizes over DOM making use of typological hierarchies, while at the same time accounting for language-particular variation. Optimality Theory combined with the typological generalizations contained in the prominence hierarchies provides the formal framework, as well as capturing the universality through constraints.

### 3.4.2 Formal Framework

**Harmonic alignment**

Aissen (1999) makes use of harmonic alignment, a technique imported from phonological OT, which provides a method for expressing the markedness of various combinations of prominence hierarchies. She aligns the prominence hierarchy of syntactic functions with the hierarchies of animacy and definiteness to yield subhierarchies of constraints which are put actively to use in the analysis. Harmonic alignment aligns the dominant elements of a scale with the dominant elements of another and the lower ranked elements of one scale with the lower ranked of another, expressing the idea that prominence on one scale will attract prominence on another. Markedness constraints are derived by reversing the output scales from the alignment and adding the ‘avoid’-marker, ‘\(*\)’, to them:

Suppose given a binary dimension $D_1$ with a scale $X > Y$ on its elements $\{X, Y\}$, and another dimension $D_2$ with a scale $a > b \ldots > z$ on its elements. The harmonic alignment of $D_1$ and $D_2$ is the pair of harmony scales:

- $H_x: X/a > X/b > \ldots > X/z$
- $H_y: Y/z > \ldots > Y/b > Y/a$

The constraint alignment is the pair of constraint hierarchies:\(^{15}\)

- $C_x: *X/z \gg \ldots \gg *X/b \gg *X/a$
- $C_y: *Y/a \gg *Y/b \gg \ldots \gg *Y/z$

(Prince and Smolensky 1993, as quoted in Aissen (2003, p. 441))

Aissen aligns the scale of syntactic functions, Subject $>$ Object, with the scales of animacy and definiteness in turn, in order to achieve the relevant constraints.

Harmonic alignment of the syntactic function scale and the animacy scale gives us:

\(^{15}\)The ‘$\gg$’ operator marks the fact that we are now dealing with constraints which adhere to a specific internal ranking, i.e. we are dealing with a subhierarchy.
The above alignment reads something like “a human subject is less marked than an animate subject etc.”. These new scales are then reversed in order to yield the appropriate markedness-constraints:\textsuperscript{16}

\begin{equation}
\begin{align*}
a. & \quad *\text{Su}/\text{INAN} \gg *\text{Su}/\text{ANIM} \gg *\text{Su}/\text{HUM} \\
b. & \quad *\text{Oj}/\text{HUM} \gg *\text{Oj}/\text{ANIM} \gg *\text{Oj}/\text{INAN}
\end{align*}
\end{equation}

The constraint subhierarchy above reads as follows: “avoiding an inanimate subject is more important than avoiding an animate subject etc.”, or “an inanimate subject is more marked than an animate subject” etc.

The definiteness\textsuperscript{17} hierarchy is also aligned with the syntactic functions hierarchy:

\begin{equation}
\begin{align*}
a. & \quad \text{Su}/\text{Pro} > \text{Su}/\text{PN} > \text{Su}/\text{Def} > \text{Su}/\text{Indef} \\
b. & \quad \text{Oj}/\text{Indef} > \text{Oj}/\text{Def} > \text{Oj}/\text{PN} > \text{Oj}/\text{Pro}
\end{align*}
\end{equation}

This provides us with the following constraints:

\begin{equation}
\begin{align*}
a. & \quad *\text{Su}/\text{INDEF} \gg *\text{Su}/\text{DEF} \gg *\text{Su}/\text{PN} \gg *\text{Su}/\text{PRO} \\
b. & \quad *\text{Oj}/\text{PRO} \gg *\text{Oj}/\text{PN} \gg *\text{Oj}/\text{DEF} \gg *\text{Oj}/\text{INDEF}
\end{align*}
\end{equation}

These constraints are thus markedness constraints, expressing universal markedness patterns. Also, they are ranked internally with respect to each other in a subhierarchy. We see then, that through a simple, yet fully explicit procedure, we may in fact derive constraint subhierarchies from the prominence scale from typological linguistics. The resulting constraint subhierarchies of syntactic functions and animacy and definiteness thus predict that the most marked construction, or the construction most to be avoided, would be one which had in it either an inanimate subject and/or a human object or an indefinite subject and/or a pronominal object, or even a combination of the two.

**Additional constraints**

Returning again to the phenomenon of DOM, we see that the present constraints will penalize any marked object. It is not the case, however, that

\textsuperscript{16}Here, and in the following, we will represent Optimality Theoretic constraints in small capitals.

\textsuperscript{17}Aissen considers it important to define definiteness irrespective of a language’s particular morpho-syntax, thus opting for a discourse-oriented definition:

the relevant scale has to do with the ‘extent to which the value assigned to the discourse referent introduced by the noun phrase is fixed’

Aissen (2003, p. 444) This coincides quite well with the criteria of identifiability and uniqueness, as presented in Lyons (1999).
these marked object constructions are non-existent. These are precisely the constructions which give rise to DOM. What is missing from the analysis, then, is an expression of the relation between morphological complexity and markedness. The constraint *\(\phi\)c ("star zero") which penalizes null morphological expression of case will provide exactly that. In order to introduce this constraint into the constraint subhierarchies derived by harmonic alignment, while at the same time preserving the individual rankings, Aissen makes use of the technique of local conjunction:

The local conjunction of \(C_1\) with subhierarchy \([C_2 \gg C_3 \gg \ldots \gg C_n]\) yields the subhierarchy \([C_1 & C_2 \gg C_1 & C_3 \gg \ldots C_1 & C_n \gg \ldots]\). (Aissen, 1999, p. 698)

The local conjunction of *\(\phi\)c with the subhierarchies for syntactic function/animacy and syntactic function/definiteness thus express the idea that marked associations should be marked morphologically, e.g. *OJ/HUM & *\(\phi\)c \(\gg\) *OJ/ANIM & *\(\phi\)c \(\gg\) \ldots, i.e. it is more important to avoid a null-marked human object than a null-marked animate object etc.. In order to violate a locally conjoined constraint, then, a candidate must violate both conjuncts at least once.

The analysis as it stands, however, would be too radical in that it would rule out all objects which are not marked morphologically for case. A final constraint is introduced to improve this, namely *\(\text{STRUC}_c\), which is a version of a more general constraint penalizing structure, i.e. enforcing economy of expression. In this version it penalizes morphological case. The function of this constraint will be to delimit the penalization of null morphological case. The constraint will have different rankings in various languages, depending on the realization of DOM in these languages. I.e. if only object pronouns are morphologically marked in a language, it would be ranked as follows:

\[
\begin{align*}
*\text{OJ/PRO} & \gg *\text{STRUC}_C \gg *\text{OJ/PN} & \gg *\phi_c & \gg \ldots
\end{align*}
\]

This constraint ranking would read that “it is more important to avoid a pronominal object that has null marking for case than it is to avoid morphological structure, but it is more important to avoid morphological structure than it is to avoid a proper name object with null marking for case etc.” This would result in a penalization of pronouns that do not have case marking, whereas proper names (and all lower ranked categories) would not be penalized for null marking.

### 3.4.3 The realization of DOM

Aissen goes on to provide a number of examples of DOM’s realization in different languages, together with the formal OT-analysis of DOM in these languages. This illustrates the interplay between iconicity and economy when it comes to the various realizations of DOM in different languages. On the
one hand, some languages lean strongly towards economy of expression, thus case marking very few objects, while others display a tendency for iconicity thus case marking all but very few objects.

Two types of DOM

Aissen differentiates between two main types of DOM, one-dimensional DOM and two-dimensional DOM. One-dimensional DOM describes a situation where either animacy or definiteness in isolation determine DOM in a language. The differences between these languages are modeled through differing placement of \*Struc with respect to the other constraints in the two hierarchies. Through the interpolation of the \*Struc at different places in the subhierarchies, she is able to illustrate the typological generalization, that if a language marks one element on the scales, then it will also mark the higher ranked elements. The languages thus differ in so-called “cut-off” points.

A language where both hierarchies of animacy and definiteness in combination determine DOM exhibits two-dimensional DOM. Aissen merges the two relevant hierarchies by taking the cross product of them, thus deriving a tree containing all possible combinations of the two, while maintaining the internal rankings. Thus, the root node of the tree is inhabited by ‘Human Pronoun’, the most marked object possible, which in turn dominates ‘Human Name’ and ‘Animate Pronoun’ etc. At the bottom of the tree we find ‘Inanimate Non-specific Indefinite’, as the least marked object possible. The language-particular variation when it comes to two-dimensional DOM is also modeled as being relative to the placement of the \*Struc-constraint within the tree structure described above. This divides the tree into three different zones, which might or might not be present in a language: i) the nodes that dominate \*Struc, i.e. with obligatory case marking, ii) The nodes that neither dominate nor are dominated by \*Struc, but which are surrounded by a ‘floating \*Struc’, i.e. optional case marking, and iii) the nodes that are dominated by \*Struc, i.e. null case marking.

3.4.4 Conclusion

Aissen has very convincingly demonstrated that Optimality Theory offers the possibility to account for what seems to be a universal principle, DOM, whilst at the same time allowing for extensive language-particular variation. We have seen that languages to a varying degree lean towards iconicity of expression on the one hand, and economy of expression on the other.

In Aissen (2003) the main focus has been on the syntactic function of object. In Aissen (1999), the focus is on the subject and its realization in languages where the active/passive distinction is categorically conditioned
by markedness relations conditioned by the person hierarchy\textsuperscript{18}. However, in employing the syntactic functions hierarchy (Subject > Object) in her analysis of DOM, she also makes a claim about the subject, thus expressing the mentioned ‘markedness reversal’. One would expect to find a mirror of DOM, i.e. if any subject should be marked, that would most likely be an inanimate, indefinite subject. So-called DSM-languages have also been attested\textsuperscript{19} and some languages, like the split-ergative languages, must be said to have the possibility for both DOM and DSM.

As we have seen however, Norwegian is not a language that to any large degree makes use of case to mark syntactic functions. It does however mark pronominal objects to a certain extent, thus displaying a marginal DOM. As mentioned above, however, there seems to be a split in marking that adheres to person when it comes to accusative marking of pronouns, wherein the local persons, i.e. the most prominent persons, must be case-marked when functioning as objects.

Even so, the main ideas regarding properties of transitive arguments, typological markedness relations and the formal machinery outlined above, will prove essential in the following chapters.

3.5 Stochastic OT

3.5.1 Modeling variation in language

An aspect of traditional OT, as described in section 3.3 above, is its inability to model variation in a principled manner. In OT terms, variation occurs in a situation where one and the same input may result in different outputs at different evaluations. Traditional OT will always provide the same optimal candidate for the same input, given identical grammars. Within traditional OT variation has been modeled using so-called floating constraints. Here, the constraints that compete regarding the variable output are unranked with respect to each other. This, however, results in a situation where the possible outputs vary with completely equal probability, a scenario which is usually an excessive idealization of the phenomenon in focus. Below, we will examine an alternative OT model, which makes use of a stochastic component in order to reflect actual frequencies of variation in a language in the ranking of OT constraints.

One of the key differences between traditional OT and stochastic OT resides in the fact that constraints in stochastic OT are ranked along a linear scale, i.e. constraints are not only ranked with respect to each other, but they are also ranked a specific length apart, and have a real-number value.

\textsuperscript{18}The person hierarchy is the binary hierarchy: Local (1st and 2nd) > 3rd
\textsuperscript{19}The Papuan language Fore (Donohue, 1999) is a typical DSM language, where the DSM is conditioned by animacy. Here inanimate subjects always receive morphological case.
The distance between constraints is important, a short distance between two constraints indicate that their rankings are less fixed with respect to each other.

In order to allow for variation within a language and specific constructions, each constraint in a stochastic OT grammar is associated with two different values - a ranking value and a selection point. The ranking value constitutes a constraint’s more permanent value through several evaluations, whereas the selection point is the value chosen for a constraint at one single evaluation. At the time when the constraints are to be evaluated, the specific placement of each constraint on the scale (its ranking value) is disrupted somewhat by adding a random value of evaluation noise to each constraint, thus the constraints simulate covering a range of points on the scale, rather than just one. The noise added to each constraint is the same for all constraints and represents a probability distribution for the selection of a specific constraint. The selection point at one evaluation is chosen from within the range created by the adding of noise to the ranking value. The resulting range follows a normal (Gaussian) distribution, i.e. a range which peaks in the middle and goes downward from there, with the ranking value as its mean, thus being the most probable selection point and probability sinking as the curve diminishes. At this point in the evaluation there are two possibilities, either the ranges of some constraints overlap, indicating that there will be some variation between the two, as in (22) below, or they do not overlap and go back to their original ranking value.

\[(22)\text{ Overlapping ranking distributions (Boersma and Hayes, 2001)}\]

\[
\begin{array}{cccccccc}
\text{C1} & & & & & & & \text{C2} \\
\text{strict} & 90 & 88 & 86 & 84 & 82 & 80 & \text{lax}
\end{array}
\]

The point is that constraints whose ranges overlap will display a certain amount of variation because the selection point, i.e. the value chosen for a constraint at one evaluation, may be picked from anywhere within a range according to its probability. So, in the figure in (22) above, most of the evaluations will rank C1 above C2, however, since their ranges do overlap, a low value on C1 and a high value on C2 will result in a reversal of the rankings of the two constraints. This will be a rare case because the curve of the range also says something about the probability of a certain point being chosen. However, the fact that the ranges do in fact overlap indicates that variation will occur.

\[20\text{The ranking value may however be changed, through constraint promotion or demotion, as we shall see below.}\]
It is certainly not the case that all constraints overlap. The further two constraints are apart, the less is the probability for their rankings ever to be reversed. Constraints which are far apart thus contribute to obligatory rankings, mirroring categorical aspects of a language.

### 3.5.2 The Gradual Learning Algorithm

The Gradual Learning Algorithm (GLA), as described in Boersma and Hayes (2001), “tries to locate an empirically appropriate ranking value for each constraint” (Boersma and Hayes, 2001, p. 51). This approach then is a learning approach, where, based on a sufficient amount of data and a number of evaluations, the algorithm supplies a ranking of constraints which takes into account observed variation in a language. The GLA thus describes an implementation of stochastic OT.

In the initial state of the algorithm, every constraint involved is given the same value, which may be chosen arbitrarily as long as it is the same for all. The algorithm is then fed a learning datum. The learning datum is part of the data set fed to the algorithm, which consists of all relevant input forms with frequencies for the possible output forms. The algorithm then attempts to generate from the underlying input form based on the grammar and the constraints involved. The learning datum and the generated form are then compared. If the generated form matches the learning datum, no adjustments are made. However, as the algorithm is error-driven, the grammar is adjusted if there is a mismatch between the learning datum and the generated form, so that it will be capable of generating the learning datum correctly in the next evaluation. Adjustments to the grammar are made in two steps:

1. So-called *mark cancellation* is performed, i.e. all the violations which the two forms have in common are canceled, as these obviously did not influence the evaluation either way.

2. The constraints that penalized the learning datum in the evaluation are demoted (their ranking values decreased), whereas the constraints that penalized the generated form are promoted (their values increased).

After this, more data are added, and the algorithm repeats the above steps a number of times. With enough data the rankings of the constraints will mirror variation and actual user tendencies in a language very closely. This is so, because more frequent forms will influence the ranking values to a greater extent than less frequent forms.

### 3.5.3 The GLA in use

Boersma and Hayes (2001) report of several experiments where they have employed the GLA on phonological data, with good results. However, the
algorithm\(^{21}\) has lately also received attention from the syntactic community (Dingare, 2001; Lee, 2002c). Dingare (2001) employs the algorithm in order to examine the effects that hierarchies of definiteness and person might have on passivization in English. The choice between the active and passive voice is not categorically determined in English, thus stochastic OT, with its variation-oriented approach, provides some interesting generalizations. Dingare (2001) makes use of Judith Aissen’s technique of harmonic alignment, as reviewed above, which provides the necessary constraints by aligning hierarchies of syntactic functions with those of definiteness and person. Dingare’s training data are obtained from two corpora, one of written and one of spoken material, and the effects of definiteness and person on frequencies of passivization are studied independent of each other. She concludes that hierarchies of definiteness and person influence the choice between the active and passive voice, and uses stochastic OT to represent this conditioned variation.

The idea that the same patterns of markedness figure in languages to a varying degree certainly makes Optimality Theory enhanced with stochastic methods an interesting approach. Norwegian does not categorically restrict which elements may topicalize; however,

\[\ldots\text{even if the grammatical distinction is not categorical, it supports the markedness pattern as long as the tendency is in the right \textit{direction}. Markedness, including hierarchies, is a matter of relative degree. (Croft, 1990, p. 111)}\]

### 3.6 “Reverse-animacy” verbs

#### 3.6.1 Introduction

The main generalization from the typological literature on prominence hierarchies and their role in argument realization, provides us with the generalization that subjects will in a majority of cases be animate and objects inanimate. This, however, is not always the case. Consider the following examples:

\[
\begin{align*}
\text{(23) a. Boka } & \underline{\text{interesserer}} \text{ jentene} \\
& \text{book-DEF interests} \quad \text{girls-DEF} \\
& \text{‘The book interests the girls’}
\end{align*}
\]

\[
\begin{align*}
\text{b. Saken } & \underline{\text{gjelder}} \text{ jentene} \\
& \text{case-DEF concerns} \quad \text{girls-DEF} \\
& \text{‘The case concerns the girls’}
\end{align*}
\]

\(^{21}\)The implementation of the GLA discussed below is that of the Praat software (Boersma, 1999), available from http://www.praat.org.
c. Bomben  *drepte* jentene  
  bomb-DEF killed  girls-DEF  
  ‘The bomb killed the girls’

All of the above sentences contain an inanimate subject and an animate object. In (23a) we see an example of a psychological verb, *interessere* ‘interest’ or a psych-verb, as it is often called in the literature. We will refer to the reverse-animacy psych-verbs as *amuse*-verbs, following Levin (1993). The verb in (23b) is not part of a larger group already identified, but differs from the two other verbs, as we shall see later on. For lack of a better name, we will call these verbs for *concern*-verbs, due to the fact that many of these translate into English *concern*. Finally, the verb in (23c) is a classical causative verb.

The title of the present section alludes to verbs which exhibit a ‘reversed’ relationship between their core arguments with regards to animacy. This is, as we shall see, closely related to other properties of the arguments of some of these verbs, such as their thematic role. On several levels then, the subject of these verbs will tend to be more object-like than the object itself. A relationship of this type between the arguments, will allow for a reversed relationship between the arguments also with regards to animacy. This group of verbs thus creates problems for our theory based on the alignment of high-ranking elements of one markedness hierarchy with the high-ranking elements of others. The fact that the group is quite limited however does in fact support our theory. In the majority of cases subjects will have high-ranking properties.

We will use the term *reverse-animacy* verbs to refer to verbs that often take an inanimate subject and an animate object. This does not mean that this is the only possible argument realization for them. Neither is this term meant to be a classification of a group of verbs that have any internal semantic resemblance, or that are in some sense a ‘natural’ group of verbs. Rather, the term is meant to cover simply those verbs that have in common the fact that they may occur with an inanimate subject and an animate object. In the following we will try to come up with a closer characteristic of these verbs, which form a rather diverse group. The following treatment is not, however, in any way exhaustive. Rather, it will provide us with a picture of a rather diverse group of verbs, which is by no means closed.

### 3.6.2 Thematic roles

The possibly reverse relationship between the arguments of these verbs are indeed an idiosyncratic property of the verb itself, and its argument structure. The restrictions the verb places on its arguments thus restrict the domain of possible subjects and objects. Closely related to a verb’s selectional restrictions we find the notion of thematic roles.
Comrie (1989) regards the thematic dimension as a continuum, and markedness hierarchies for thematic roles have been proposed several places in the literature. A classic hierarchy for thematic roles might be given as follows (Bresnan, 2001, p. 307):$^{22}$

\[(24)\quad \text{Agent} > \text{Benefactive} > \text{Experiencer} > \text{Instrument} > \text{Theme} > \text{Location}\]

Following up on our earlier assumptions regarding the alignment of hierarchies then, it seems quite clear why the subject, being the highest ranked element on the hierarchy of grammatical relations, usually has the properties of being agent, animate, definite and topic, all of which are properties ranked high on their respective scales.

Lødrup (2000) lists a few of the *amuse* and the *concern* verbs, and point to the fact that these verbs do not passivize in Norwegian:$^{23}$

\[(25)\quad \begin{align*}
\text{a. } & \text{* Jentene interesseres av boka} \\
& \text{girls-DEF interest-PASS of book-DEF} \\
\text{b. } & \text{* Jentene gjeldes av saken} \\
& \text{girls-DEF concern-PASS of case-DEF}
\end{align*}\]

The reason for this resistance towards passivization resides in the fact that these verbs all have a Theme subject (Lødrup, 2000). Lødrup (2000) differentiates much in the same way as we have done here, between two groups of verbs with a Theme subject. Some examples are provided below (Lødrup, 2000):

\[(26)\quad \begin{align*}
\text{a. } & \text{interessere ‘interest’, forundre ‘puzzle’, behage ‘please’} \\
\text{b. } & \text{gjelde ‘concern’, vedrøre ‘concern’ gavne ‘benefit’}
\end{align*}\]

The first group of verbs are psychological verbs, a subset of our *amuse*-verbs, which typically take a Theme subject and an Experiencer object, whereas the second group of verbs, a subset of our *concern*-verbs, take a Theme subject and a Benefactive object (Lødrup, 2000). This reversed relationship between the arguments on the thematic scale, opens for a reverse relationship with regards to animacy, as we have seen.

We may not, however, equate our group of *amuse* verbs and *concern* verbs completely with the two groups of verbs from Lødrup (2000).

Firstly, we will wish to include several psych-verbs on our list of reverse-animacy verbs that do not conform to the criteria of non-passivization. Levin (1993) account for the *amuse*-verbs as follows:

---

$^{22}$Aissen (1999) also makes use of a hierarchy of thematic roles, albeit a simple one: Agent > Patient.

$^{23}$Norwegian has both a morphological passive, an s- ending, and a periphrastic passive ‘auxiliary bli ‘become’/ er ‘is’ + participle’. There is a noted aspectual difference between these two, as is common for languages with several passive forms.
The members of this subclass of the psych-verbs describe the bringing about of a change in psychological or emotional state. They are transitive verbs whose object is the Experiencer of the emotion and whose subject is the cause of the change in the psychological state. (Levin, 1993)

Levin does not explicitly state that the thematic role of the subject for these verbs is in fact Theme. This is due to the fact that her grouping is not as fine-grained with regard to thematic roles and as she herself states, that “some of these verbs […] allow the subject/stimulus argument to receive an agentive interpretation.” (Levin, 1993) This classification is, however, sufficient for our present purpose, as all the amuse verbs of Levin (1993) may take an inanimate subject and an animate object. The psych-verb more ‘amuse’, for instance, certainly may have an agentive use, with an animate subject, it may also, however, have an inanimate subject:

(27) a. Klovnens klumsete dans more rør barna
   ‘The clown’s clumsy dance amuses the children’

Due to the agentive aspect of several of the psych verbs included in the amuse class, we find that many of these passivize well.

Secondly, our group of concern-verbs are not exhaustively classified by a lack of passivization either. Consider, for instance the verb omfatte ‘include’ and innbefatte ‘include’. These may very well passivize, but seem no different from the other concern-verbs. Lødrup (2000) mentions one member of his group from (26b) which does not passivize, namely romme ‘contain’. These three verbs might be said to have a spatial quality in common, a factor which differentiates them from the other concern-verbs, and might be a reason for their passivization. Either way, they are all reverse-animacy verbs.

The amuse-verbs thus have an Experiencer object and a subject which is “the cause of change in psychological state” (Levin, 1993, p. 191). The amuse verbs thus have a causative dimension in common with the regular causative verbs, like drepe ‘kill’ in (23c) above. The concern verbs, however, are not causative in any sense. In the following we will take a closer look at some of the proposals in the literature, especially regarding psych-verbs, which have received a fair amount of attention, in the hope of gaining some more insight into the nature of the reverse-animacy verbs. We will see that causation is a central property to some of these verbs, an insight which recurs within several different frameworks.
3.6.3 An aspectual dimension

Grimshaw (1990) emphasizes the importance of argument structure with regards to syntactic behaviour. She proposes a theory of prominence, wherein the argument structure reflects the lexical semantics of the verb, and in particular, the relations of prominence that exist between them. The external argument, she claims is the most prominent argument. She expresses these prominence relations in her chosen representation of argument structure (Grimshaw, 1990, p.4):

\[(28) \text{announce} (\text{Agent}(\text{Goal}(\text{Theme})))\]

The above example clearly shows a hierarchical prominence relation, where the more embedded a thematic role is, the less prominent it is. Thus, Agent is the most prominent in the argument structure in (28) above, followed by Goal and lastly Theme.

Far from being marginal, Grimshaw claims that, within her theory, the reverse animacy of the psych-verbs (or frighten-verbs as she names them\textsuperscript{24}) is to be expected. She uses this group of verbs which display a Theme subject and an Experiencer object as an example when laying out the proposal for her theory. She points to the asymmetry between the thematic relations of the verbs’ arguments and their actual grammatical realization. The Experiencer role is more prominent than Theme, but is still realized as the object, and not as an external argument. In order to account for this, Grimshaw introduces an aspectual dimension into the theory. She compares the frighten verb to the verb fear, which links to the same thematic roles, but realizes them differently:

\[(29) \begin{align*}
\text{a. Maria}_{Exp} & \text{fears dogs}_{Th} \\
\text{b. Dogs}_{Th} & \text{frighten Maria}_{Exp}
\end{align*}\]

What she claims then is that it is in fact the aspectual dimension, represented by event structures, which determines the realization of arguments. It is the fact that frighten is a causative verb, and that the Theme argument happens to be Cause, which in fact determines the mapping to subject status. The Cause argument will always be the most prominent.

However, many verbs are not causative, yet they still manage to realize a subject. Grimshaw associates the notion of an aspectual dimension with a representation in terms of event-structures. These break events down into subevents, where arguments involved in the first subevent always will be more prominent than arguments involved in the second. Cause is always associated with the first subevent, as it initiates an event.

\textsuperscript{24}The frighten-verbs are a subset of our amuse-verbs, because, as we have seen, the latter may also have agentive readings, as in (27a) above.
3.6.4 Dowty’s theory of thematic roles

David Dowty’s seminal 1991 article offers a different view on thematic roles than the theories proposed earlier by among others, Fillmore and Jackendoff. Dowty points to the lack of disagreement as to what thematic roles actually are and also how they should be delimited. As part of a solution he puts forward a theory of thematic roles in order to better account for the relationship between argument selection and thematic roles. As we will see, causation, as in Grimshaw (1990), becomes an important factor on this account as well.

Dowty (1991) introduces his novel approach to thematic roles through the notion of Proto-roles. These are roles which do not attempt to display clear-cut boundaries, but rather are clusters of role-features. Arguments, by this hypothesis, are members of a role-type to differing degrees. Only two roles, which are complete opposites of each other, are needed - Proto-Agent and Proto-Patient.25 Dowty (1991) lists the following properties as proto-typical of the P-Agent and P-Patient (Dowty, 1991, p. 572):

1. Contributing properties for the Agent Proto-Role
   - volitional involvement in the event or state
   - sentience (and/or perception)
   - causing an event or change of state in another participant
   - movement (relative to the position of another participant)
   - (exists independently of the event named by the verb)

2. Contributing properties for the Patient Proto-Role
   - undergoes change of state
   - incremental theme
   - causally affected by another participant
   - stationary relative to movement of another participant
   - (does not exist independently of the event, or not at all)

All of the criteria mentioned above are thought to be independent, i.e. a candidate may satisfy just one of these and still be accepted as Proto-Agent/Patient. Usually, however, a Proto-Agent/Patient will have more than one of the above characteristics.

In order to explain the distribution of roles to arguments of verbs, Dowty introduces an Argument Selection Principle, which states that the arguments with more P-Agent properties, relative to the other argument(s), is realized

---

26 Dowty stresses the importance that this property involves sentience of the event, not just sentience in general.
as the subject of the sentence, whereas the argument with more P-Patient properties becomes object. If they have an equal amount of properties from a Proto-role, either argument may be realized as either core function. When it comes to ditransitive verbs, Dowty finds that the non-subject argument with the most Proto-Agent properties is realized as indirect object, whereas the other argument becomes direct object.

Dowty’s approach to thematic roles departs from the generative approach in that on his account, roles are characterized by their *nondiscreteness*. What this means is that Proto-roles do not classify arguments

- exhaustively, all arguments do not have to have a role
- uniquely, arguments may have the same role
- discretely, arguments may be equally fit for a role

Only subcategorized arguments of the verb (i.e. not adjuncts) are classified by the Proto-roles.

**Psych-verbs**

Dowty continues to explicate his new account of thematic roles, by looking at psych-verbs. He examines the difference between so-called *fear* and *frighten* verbs (cf. example (29 above)), and provides it with a rather interesting explanation. Dowty notes that the two arguments of these verbs, have a “weak, but equal claim to subjecthood” (Dowty, 1991, p. 579), because they both only have one P-Agent property. The Experiencer argument has *sentience*, and the Stimulus argument (Theme) has *cause of change*. Interestingly, Dowty points to the fact that the Stimulus arguments do not have to be sentient of the fact that they are feared by/frightening someone.

Dowty cites Croft in pointing to the fact that *fear*-verbs are always stative, whereas *frighten*-verbs may be either stative or inchoative. Thus, the inchoative reading adds another P-Patient property to the Experiencer argument, namely change of state:

Hence, though the two arguments are still equal in Agent properties, they are unequal in that one is a ‘better’ Patient, so it must be the direct object according to the selection principle. (Dowty, 1991, p. 580)

This is an interesting claim, once again emphasizing the property of causation with regards to the psych-verbs.

---

27An inchoative verb brings the focus of attention to the beginning of a new state or a change of state (Saeed, 1997, p. 110):

(1) The ice melted
3.6.5 Causative verbs

Often cited examples of causative verbs are verbs like *break* and *kill*. These conform to a lexical representation like the following, taken from Levin and Hovav (1995, p. 83):

\[(30) \quad \text{break: } [[x \text{ do-something}] \text{ cause } [y \text{ become BROKEN}]]\]

What this illustrates is that some action or event performed by \(x\), causes a predicate, in this case BROKEN, to be true of \(y\).

As we have seen above, causative verbs are possible reverse-animacy verbs, thus may take an inanimate subject and an animate object. Levin and Hovav (1995) emphasize an event-based representation of the lexical meanings of verbs. For a causative verb, it is the event that causes something and not necessarily the entity/agent expressed by the subject. This opens for the use of an inanimate subject as the entity that sets the causing event in motion. Often this will be a *natural force*, as in (31) below:

\[(31) \quad \text{Sola varmet alle som satt der }\]
\[\quad \text{sun-DEF warmed everyone who sat there}\]

‘The sun warmed everyone who sat there’

Levin and Hovav (1995) differentiate between internally caused verbs, like *laugh* and *shudder*, and externally caused verbs, like *break* and *kill* in an attempt to explicate further the distinction between unergative and unaccusative verbs. Whereas an internally caused verb not necessarily has a transitive use, externally caused verbs do, exactly because the cause of change is external to the entity in question. Internally caused verbs place strict restrictions on their arguments, externally caused verbs are not that strict, and “unlike most internally caused verbs, most externally caused verbs do not impose restrictions on their external cause argument, taking agents, natural forces and instruments as the external cause” (Levin and Hovav, 1995, p. 94). The set of externally caused verbs, does, however, seem to be larger than the set of traditional causative verbs, including verbs like *write* and *build*.

Whether or not the object in a causative construction with an inanimate subject may in addition be animate depends somewhat on the idiosyncratic, lexical properties of the causative verb in question and the restrictions it poses on its arguments, as in (32a) below. Also, some causative verbs require an animate, agentive subject and may not take an inanimate subject, as in (32b) below.

\[(32) \quad \text{a. } \ast \text{ Steinen brakk jenta }\]
\[\text{rock-DEF broke girl-DEF}\]

\[\text{b. } \ast \text{ Bomben myrdet jenta }\]
\[\text{bomb-DEF murdered girl-DEF}\]
3.6.6 Summing up

It seems difficult then to arrive at some properties that characterize the totality of all reverse-animacy verbs. Even so, we may sum up some of the most central properties associated with these verbs.

As we have seen, causation is a property common to both the *amuse* verbs and the causative verbs. A focus on an event-based representation of these verbs, as seen in both Grimshaw (1990) and Levin and Hovav (1995), provides an explanation for the possibility of a reversed animacy relationship between the arguments of these verbs, since an event may be initiated both by an animate and an inanimate ‘causer’.

Many of the *amuse* verbs also have something in common with the *concern* verbs, namely their resistance towards passivization, as we saw above. This has been explained through a generalization that sentences with Theme subjects may not passivize. This, however, cannot be maintained as a sufficient criterion for this group, as there are obvious members that certainly may passivize. In terms of Dowty’s theory of Proto-roles, however, these verbs do not seem to have that much in common. The subject of the *amuse*-verbs have in common the fact that they are causes and that their objects are causally affected, whereas none of these properties seem apparent in the case of *concern*-verbs. The main point is that there does not seem to be any one unifying property available to account for all the reverse-animacy verbs, apart from their possibility for taking an inanimate subject and an animate object.

3.6.7 Practical consequences

As observed above, the reverse-animacy verbs represent a problem, as they do not fit neatly into the relations predicted by our theory of markedness and alignment of hierarchical information. However, as the groups of verbs that may partake in a reverse-animacy construction are rather well-defined, it might not be such a difficult task after all to account for these. In support of the tendency expressed by the theory of hierarchies is the fact that the reverse-animacy group of verbs is a restricted one, and the general tendency is thus in the right direction. In chapter 5, we will see that this observation is supported by our data material, where only a very small percentage of the sentences in question are reverse-animacy sentences. We will return to further practical remarks on the reverse-animacy verbs in chapter 5, where we review the results from the data analysis, as well as in chapter 7, where we outline a Constraint Grammar implementation of our findings.
3.7 Word Order Freezing

Norwegian mainly marks syntactic function through a fairly rigid word order. As we have seen, however, some variation is permitted by way of topicalization. In languages where word order is to a greater extent free, syntactic functions are often marked by case. However, so-called freezing effects on word order have been observed, mainly in two slightly different, but related circumstances:

1. When properties of the arguments are semantically or functionally marked (Lee, 2002b; Morimoto, 2000)

2. When the arguments are indistinguishable with regards to some disambiguating dimension like case or animacy (Bloom, 1999; Lee, 2002a; Morimoto, 2000)

In the following we will examine both types of freezing phenomena. We will look in detail at the OT analysis performed in Lee (2002b) to account for word order freezing in Hindi, as well as providing a richer picture by looking at word order freezing in other languages, such as Russian (Bloom, 1999) and Haida (Morimoto, 2000).

3.7.1 Lee: Markedness Reduction in Word Order

Lee (2002b) examines an assumably free word order language, Hindi, which exhibits word order freezing in certain contexts. She attributes this to a tendency towards avoidance of the worst of the worst, i.e. maximally marked subject-object configurations in marked structural positions:

free word order becomes fixed when the unmarked association among grammatical functions, semantic roles, case and positions in phrase structure does not match the relative prominence relations of these dimensions. (Lee, 2002b, p. 2)

In order to model this phenomenon, she develops an OT account which can derive the word orders needed, as well as providing an explanation through markedness hierarchies interacting with more language-particular phenomena.

The data in short

The unmarked or canonical word order in Hindi is SOV, however the three elements of S, O, and V may be scrambled to reveal all possible permutations. These different constellations are used in order to express differences in information structure and other shifts of semantic effects\(^{28}\).

\(^{28}\)Lee (2002b) is not specific regarding what these semantic effects are, but she does mention that they can provide a definiteness effect, a term which has been employed to describe restrictions on the definiteness of the element occupying object position (Mikkelsen, 1999).
However, in the case of so-called non-volitional transitives, a verb class which takes arguments lacking the prototypical agent/patient properties of transitive constructions, the word order freezes in the canonical SOV order. These verbs take one argument which is obligatorily sentient (the Experiencer) and another which may or may not be sentient (the Theme). The obligatorily sentient argument always bears dative case. A property of these verbs is that either of the two arguments of the verb may be realized as subject, whereby the other becomes object. When the subject is linked to the Theme role and the object to the non-volitional Experiencer, however only the unmarked word order may be employed. Lee (2002b) provides the following example of this, which is meant to illustrate a standard Hindi subject test which shows that the Theme argument Nina is in fact subject, by showing that the pronoun cannot be bound to it:

(33) Niinaa Anuu-ko uskii bastii-mê
  Nina-NOM Anu-DAT PRON-GEN neighborhood-LOC
dik\hii
  appear-PERF
‘Anu\i saw Nina\j in her\i/j\i neighbourhood’ (S\i\i O\i exp V, *O\j th S\j exp V)

With all other permutations of the arguments, however, this reading is no longer available, and the Experiencer must be the grammatical subject:

(34) Anuu-ko Niinaa uskii bastii-mê
  Anu-DAT Nina-NOM PRON-GEN neighborhood-LOC
dik\hii
  appear-PERF
‘Anu\i saw Nina\j in her\j/j\i neighbourhood’ (S\exp V, O\i th \i exp V)

Thus, in order to avoid the worst of the worst, the unmarked word order is employed for the marked arguments.

OT formalization

Lee (2002b) derives free word order, and ultimately also the word order freezing, through an OT-LFG framework, where the input for evaluation in an OT grammar is a LFG functional structure (f-structure) which may be underspecified. On this approach, GEN is assumed to be a function which, from the f-structure input, generates candidates by specifying their f-structures and corresponding c-structures. It is important, as mentioned earlier, that the input be recoverable from the output. This property of the grammar is ensured by the relation of subsumption, which holds between the input f-structure and the outputs.

Informally this means that the input f-structure is more general than the output, thus the output is obtained from the input through unification. This is a common relation between two feature structures in unification-based grammars, like LFG and HPSG.
Through so-called alignment constraints, Lee (2002b) derives free word order in Hindi. These constraints express correspondence between syntactic functions in f-structure and structural positions in c-structure, as well as thematic roles in argument structure (a-structure) and their preferred positions in c-structure, e.g. that the subject should be aligned left in the sentence (Subj-L), and so should the topic (Top-L) and the Proto-Agent (PA-L). Lee (2002b) also introduces a few strictly structural constraints which derive right-branching trees, since Hindi is a right-headed language. What these constraints in combination do, is to derive unmarked word order when the arguments do not differ in informational status, whilst allowing for a marked word order when the elements do differ.

Word order freezing in Hindi  

Lee (2002b) makes use of the, by now well-known, technique of harmonic alignment (cf. section 3.4 above), aligning the scale of syntactic functions (SUBJ $\gg$ Non-SUBJ) with the scale for semantic role ($P$(proto)$A$(gent)$_{vol}$ $\gg$ $P$(proto)$A$(gent)$_{-vol}$ $\gg$ $P$(proto)$P$(atient)). She differentiates between a volitional and a non-volitional Proto-Agent, as volition is a particularly important Proto-Agent property in Hindi. The following constraints are derived through harmonic alignment (Lee, 2002b, p. 30):

(35) a. C1: *Subj/PP $\gg$ *Subj/PA$_{-vol}$ $\gg$ *Subj/PA$_{vol}$
   
b. C2: *Non-Subj/PA$_{vol}$ $\gg$ *Non-Subj/PA$_{-vol}$ $\gg$ *Non-Subj/PP

In order to express a markedness in linking between, on the one hand, syntactic function and thematic role, and on the other, structural position, Lee (2002b) makes use of another well-known technique, namely that of local conjunction (cf. section 3.4 above). As we remember, in Hindi it is not possible to combine a marked linking between a non-volitional transitive verb and its arguments and a marked word order. A local conjunction between the structural align-constraint SUBJ-L and the constraints in (35a) gives us the following subhierarchy (Lee, 2002b, p. 33):

(36) Conjoining SUBJ-L with C1:
   
   C3: *Subj/PP & SUBJ-L $\gg$ *Subj/PA$_{-vol}$ & SUBJ-L $\gg$ *Subj/PA$_{vol}$

Lee (2002b) states that in order for a conjoined constraint to be violated, the candidate must violate both the conjunctive constraints at least once. This

---

Footnotes:

30 We will not go further into exemplifying these as it does not seem necessary for the present discussion.

31 Lee (2002b) notes that two Agent properties, in particular, seem to be ranked above the others as to importance with regards to subject selection, namely volition and causation. In English and Romance languages causation is more important than volition, as she states. We have already seen an example of the importance of causation in subject selection in section 3.6 above, regarding the reverse-animacy verbs.
expresses the central idea that a maximally marked subject (Proto-Patient) is the worst candidate if it, in addition, is not in an unmarked structural position.\textsuperscript{32}

### 3.7.2 Morphological syncretism and word order freezing

Russian is a language that exhibits free word order in most declarative sentences. However, all of the possible word orders, apart from the basic SVO order, carry additional information on discourse status, such as topic and focus, encoded through word order. Morphological case usually contributes to the fixing of syntactic function, however, this is not always the case. In Russian, all nouns syncretize their ending in accusative either with the genitive ending or the nominative. The largest class of nouns, counting all masculine, animate nouns and feminine nouns ending in a vowel, syncretize with the genitive ending, thus clearly marking syntactic function through case. However, this is not the situation with regards to the other group of nouns, counting the masculine inanimate nouns and the other feminine nouns. These nouns syncretize their endings in the accusative with the nominative, thus making them indiscernible as to syntactic function based on morphological alone. These are the cases where Russian exhibits word order freezing. In the example below, taken from Bloom (1999, p. 20), we see that a sentence with two nouns whose case morphology syncretizes their endings in nominative and accusative, freeze in canonical word order:

\begin{align*}
\text{(37) a. } & \text{Mat’ ljubit doč} \\
& \text{mother-NOM-ACC loves daughter-NOM-ACC} \\
& \text{‘The mother loves the daughter’} \\
\text{b. } & \text{Doč ljubit mat’} \\
& \text{daughter-NOM-ACC loves mother-NOM-ACC} \\
& \text{‘The daughter loves the mother’} \\
\text{c. } & \text{*Doč ljubit mat’} \\
& \text{daughter-NOM-ACC loves mother-NOM-ACC} \\
& \text{‘The mother loves the daughter’}
\end{align*}

Lee (2002b) reports of similar freezing effects in Hindi, when nominal arguments are indiscernible with regards to case. Russian and Hindi are both fairly free word order languages that mark syntactic function in majority through morphological case. It is thus not a surprising fact that word order freezes when there is a severe risk of ambiguity.

\textsuperscript{32}Importantly, Lee remarks that it is not the conjunction as a whole which is part of UG, but rather its conjuncts and the &-operator.
3.7.3 Animacy-related freezing effects

From the viewpoint of this thesis we are interested primarily in the effects of animacy and definiteness on variation in word order. Freezing effects conditioned by animacy have been observed in several languages. Haida, an indigenous language of British Columbia, exhibit freezing effects that are sensitive to the relative animacy of the arguments (Morimoto, 2000). Haida is an SOV language, but permits non-canonical OSV when the subject is higher in animacy than the object. When the subject-object relation is maximally marked, however, i.e. when the subject is inanimate and the object is animate, word order freezes to canonical SOV (Morimoto, 2000, p. 8):

(38) a. 7adaáhl-čuu t’sagt’sag-gee gyuúdan-ce 7is-tłagaay-gan yesterday-FOC wagon-DEF horse-DEF CA-hurt-PAST

‘The wagon hurt the horse yesterday’

b. *7adaáhl-čuu gyuúdan-ce t’sagt’sag-gee 7is-tłagaay-gan yesterday-FOC horse-DEF wagon-DEF CA-hurt-PAST

‘The wagon hurt the horse yesterday’

Also, when the subject and object are of equal animacy, word order may freeze (Morimoto, 2000, p. 9):

(39) a. xaay gyuúdan-ce k’ing-gan dog-DEF horse-DEF see-PAST

‘The dog saw the horse’

b. gyuúdan-ce xaay k’ing-gan horse-DEF dog-DEF see-PAST

‘The dog saw the horse’

‘The horse saw the dog’

An interesting point, however, is that freezing in cases of equal animacy is not completely categorical. If there is no chance of ambiguity, due to for instance a property of the verb, word order does not freeze, e.g. in sentences where the main verb clearly marks one of the arguments as the only possible agent. An example from Haida is provided with a verb corresponding to the English peck, an activity which only may be performed by an agent with a beak (Morimoto, 2000, p. 9):

(40) a. 7adaáhl-čuu skaw-ce xaay skayj-an yesterday-FOC chicken-DEF dog-DEF peck-PAST

‘Yesterday the chicken pecked the dog’

---

33Morimoto’s data on Haida are taken from Enrico (1986).
b. 7adaáhl-fun  xaay  skaw-cee  skayj-an
    yesterday-FOC  dog-DEF  chicken-DEF  peck-PAST

(i) ‘Yesterday the chicken pecked the dog’
(ii) #‘Yesterday the dog pecked the chicken’

3.7.4 Relevance of freezing phenomena

Lee (2002b) proposes that “the account developed here can be naturally extended to languages in which the freedom of word order is sensitive to other dimensions of prominence”. Norwegian has a fairly rigid word order and a poor morphological case system, thus largely marking syntactic function through word order. Our claim here then, is that the interplay between word order variation and other properties of the arguments is crucial to the expression of syntactic function in Norwegian.

For the purpose of this thesis, the above accounts of freezing effects are interesting for several reasons. Norwegian is not a free word order language and does not exhibit any categorical freezing effects. However, from a probabilistic viewpoint there might be tendencies in the same direction.

One interesting aspect of Lee’s account is found in the status of verbs with maximally marked argument expression. We saw that, in Hindi, the non-volitional transitives with a Theme subject and an Experiencer object caused word order freezing. These verbs are certainly reminiscent of some of our amuse-verbs psychological verbs (cf. section 3.6 above). In Norwegian, word order can vary between SVO and OVS (topicalized object), as we have seen several examples of. Might it be then that psych-verbs exhibit a strong tendency towards an unmarked word order, thus a markedness reduction and avoidance of the worst of the worst? For instance, one might examine this by looking at a psych-verb, such as interessere ‘interest’. This is a verb which subcategorizes for rather marked arguments, a Theme subject and an Experiencer object. These may very well be realized as inanimate and animate, respectively, thus representing a maximally marked configuration with regards to animacy, as we have seen in section 3.6 above.

(41) Filmen interesserer Karin
    movie-DEF interests Karin
    ‘The movie interests Karin’

Creating a structurally marked version of the above sentence by topicalizing the object, gives us the following sentence:

(42) ??Karin interesserer filmen
    Karin interests movie-DEF
    ‘Karin, the film interests’

The above sentence is not strictly ungrammatical, however, it certainly borders on it. To stretch the parallel even further, might it be the case that
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there exists a tendency to avoid a marked word order when the subject and object are marked, for instance in the case of the reverse-animacy verbs? These are interesting questions, which from the perspective of this thesis certainly seem relevant.

Another point, which is illustrated by the freezing found in Russian (Bloom, 1999), Hindi (Lee, 2002a) and Haida (Morimoto, 2000), is freezing that occurs when the arguments are, in some sense, too similar, either by morphological syncretism or equality in animacy. This might also prove to be a possible parallel to Norwegian, at least on statistical grounds.

3.8 Ambiguity: Bidirectional optimization and the problem of ineffability

Traditional OT, as well as the stochastic OT described above, is unidirectional. This means that it depicts a directed one-way process from input, via different candidates, to an output. The evaluation process leading up to a certain output thus represents a speaker producing a spoken output. In a recent extension of OT, however, the hearer has been included in the process, mainly in the modeling of discourse-oriented phenomena. A bidirectional OT approach would thus operate with both production and comprehension:

Production and comprehension functions defined (Smolensky 1996: 725)

\[ f_{prod}(/i/) = \text{H-max} \in \text{UGen} \mid /i/ = \text{Input}(s) \]
\[ f_{comp}([o]) = \text{H-max} \in \text{UGen} \mid [o] = \text{OvertForm}(s) \]

H-max = maximum Harmony; UGen = the universal set of all possible structural descriptions generated by the OT generator of candidates, Gen for all universally possible inputs /i/.

(Lee, 2002a)

What happens then is that the production function, \( f_{prod} \), as we know it from traditional OT, takes an input or ‘meaning’ and returns the maximally harmonic structure from the set of structures (candidates) with the underlying form /i/. This maximally harmonic form is obviously our output, the candidate that has performed the best with regards to the ranked constraints. At this point, novelty comes into the picture through the comprehension function \( f_{comp} \). Operating with the same OT grammar as the production function, the comprehension function takes an overt form, [o], i.e. output from production and goes the other way, so to speak. It returns the maximally harmonic candidate among the structures that are underlying forms for [o], i.e. the candidate that has performed the best with regards to the ranked constraints of the same grammar.
It is an important tenet in OT, that the input should be recoverable from the output. The so-called problem of ineffability relates to a “situation where there is no acceptable output for a given input” (Morimoto, 2000). In bidirectional terms this means that the original meaning, or input, is not recoverable from the output, i.e. that the comprehension function returns an output different from the input presented to the production function in the first place. This is what happens in cases of ambiguity (Morimoto, 2000).

As described above, Morimoto (2000) looks at animacy related freezing in the Haida language. Perhaps even more interesting, she looks at topicalization in Swedish, where the animacy of the arguments are equal. We will return in some detail to this at the end of chapter 6, where bidirectional OT will provide us with an extension of our analysis.
Chapter 4

Prerequisites for a data analysis

The theoretical framework of the previous chapter provides us with some interesting predictions regarding properties of transitive sentences, their arguments and, to a certain degree, word order. In particular, we have seen that subjects tend to be animate and definite, and objects inanimate and indefinite. We have also looked at some cases where these predictions do not follow through and the consequences that this might have for word order, in particular. In order to test these predictions, we need to obtain a clearer picture of the situation for Norwegian. In particular, we want to obtain some frequency distributions regarding different constructions for use in the analysis later on. In this chapter, then, we will set up some prerequisites for the data analysis. The results obtained in the data analysis will be reviewed and discussed further in chapter 5.

There is no corpus annotated for both animacy and definiteness available for Norwegian. In order to obtain data material for the analysis of this thesis, it was therefore necessary to extract a reasonable portion of data and annotate this manually. In the following we will first take a look at a similar corpus study conducted for Swedish, and review the results obtained there. After this we will review the guidelines set up for the sampling process, thus defining the boundaries of our data material. The extracted data was collected and imported to a database, a format which facilitated annotation and the following extraction of results. A short overview of the database is provided in section 4.3. In the last section, we will look at non-literal language use - metaphors and metonymies. These pose a challenge for annotation, and are thus important to obtain an understanding of. We will provide a short overview of non-literal language, and go on to explain how these will be dealt with in the following.
4.1 Earlier corpus studies - the case of Swedish

Dahl and Fraurud (1996) have performed a corpus study in order to examine the effect of animacy on the syntactic distribution of grammatical relations in Swedish. The corpus is composed of a variety of non-fictional, written texts and counts approximately 85,000 words. This is obviously a rather small and unbalanced corpus, however, it does have the advantage of being annotated for animacy.\(^1\)

Dahl and Fraurud (1996) observe that many of the phenomena grammaticalizing the relationship between animacy and syntactic function in other languages, are paralleled by statistical tendencies in Swedish. The positions favored by human DPs are without a doubt the transitive subject (56.5% are human) and the indirect object (83.1% are human). Also, there is a sharp contrast between the subjects of intransitive clauses and those of transitive clauses. Intransitive subjects do not display this strong tendency towards attracting human arguments.

In their study, Dahl and Fraurud (1996) single out the transitive clauses and conduct a frequency count in these with regards to the relationship between degree of animacy and syntactic functions. Their results are presented in table 4.1 below, as these are interesting from the viewpoint of this thesis. The most interesting result perhaps, is the vanishingly small amount of clauses where the subject is Non-person and the object is Person (2.6%). Dahl and Fraurud (1996) conclude that:

more than 97\% of all transitive sentences obey the constraint that the subject should not be lower than the object in animacy.

Thus, this constraint, which is grammaticalized in a language such as Navajo, could be said to be approximated statistically in Swedish texts. (Dahl and Fraurud, 1996, p. 53)

\(^1\)Dahl and Fraurud (1996) remark that the corpus is annotated with the distinction Person/Non-Person, where Person includes all humans, as well as a few “individuated animals”, and Non-Person includes all other arguments.

<table>
<thead>
<tr>
<th>Subject</th>
<th>Direct Object</th>
<th>N</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Person</td>
<td>Non-person</td>
<td>1484</td>
<td>47.7</td>
</tr>
<tr>
<td>Non-person</td>
<td>Non-person</td>
<td>1268</td>
<td>40.8</td>
</tr>
<tr>
<td>Person</td>
<td>Person</td>
<td>276</td>
<td>8.9</td>
</tr>
<tr>
<td>Non-person</td>
<td>Person</td>
<td>81</td>
<td>2.6</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>3109</td>
<td>100.0</td>
</tr>
</tbody>
</table>

Table 4.1: Distribution of 3109 transitive clauses according to animacy of subject and direct object (Dahl and Fraurud, 1996, p. 53)
Possible explanations

Dahl and Fraurud (1996) also attempt to explain their findings in the corpus. What might help explain the close link between a high rank of animacy and subjecthood? One possible direction is in the domain of thematic roles, as alluded to by the authors. Arguments are commonly associated with a set of prototypical roles, as indicated by the selectional restrictions of verbs. Agency and animacy for instance are inextricably connected and the Agent role is, if possible, linked to the relation of subject, a fact which has a few implications. It is certainly a point that there are several relevant dimensions with regards to the syntactic function of subject, through which agency and animacy are connected.

Another characteristic often associated with the subject is topicality (cf. chapter 3.2), and that humans are more fit to be topics than other referents. Dahl and Fraurud (1996) wish to focus on a notion of point of view instead,\textsuperscript{2} pointing to the fact that discourse tends to be narrated from a human point of view, and that “we tend to think of the world as being organized around animate beings which perceive and act upon their inanimate environment” (Dahl and Fraurud, 1996, p. 60).

Conclusively, Dahl and Fraurud (1996) mention the problem that the animacy hierarchy does not represent a clear-cut dichotomy. There are borderline cases, and problematic usages. They provide a list of these types of exceptions with examples, which includes the following (Dahl and Fraurud, 1996, p. 62):

- metaphorical use, e.g. *Nature is generous*
- metonymical extension, e.g. *Norway is rejoicing after the Olympic victory*
- collective nouns, e.g. *The family are happy*
- DPs referring to ‘non-personal agents’ such as institutions, companies, associations etc.

These problems represent a pointer to problem areas we might encounter in our own corpus study. Dahl and Fraurud (1996) do not propose a solution towards the treatment of these areas. The above problems will be dealt with in the section on non-literal usage below, where we will attempt a unified treatment of these phenomena within our analysis. Also, our study includes topics not dealt with in Dahl and Fraurud (1996), such as the reverse-animacy verbs (cf. chapter 3.6).

\textsuperscript{2}The close relationship between animacy and point of view is exemplified in Dahl and Fraurud (1996) by the Algonquian language Fox and the grammatical category of obviation. It distinguishes within the 3rd person between proximate category, which places the referent as a central participant, and obviative which is less central.
4.2 Sampling and annotating the data

The data material for the analysis is sampled from the Oslo Corpus, a corpus of Norwegian texts of approximately 18.5 million words. The corpus has been automatically annotated using the Oslo-Bergen tagger, a morphosyntactic tagger. As we remember, this is the tagger that our work here is, in part, aimed at improving, by providing insights than can be put to use in the automatic disambiguation of syntactic functions. We shall return in detail to this aspect of the thesis in chapter 7, where we will test our theoretical predictions in practice.

In order to get an adequate picture of the task at hand, it will be necessary to sample a reasonable size of data from the corpus, annotate it for the additional information needed, namely a semantic dimension of animacy and definiteness following the hierarchies in Aissen (2003), and then being able to run counts of frequencies on this material. Before sampling the data from the Oslo Corpus it is clear that, without a proper scheme for extraction and annotation, the data might not prove very useful in the end after all. First and foremost, a consistent view of what to include in the data set and what to exclude is crucial. Furthermore, a clear picture of what we are interested in counting in the sampled data obviously needs to be defined before annotating it.

4.2.1 What to include in the sampling process

The construction of interest in the following is a sentence containing a transitive verb along with its two core arguments, the subject and the object. These arguments should not be disambiguated by case. Another important point is that there must be present a possibility for the interpretation of the sentence as topicalized. It should therefore exhibit V2 word order, i.e. in most cases it should be a declarative, main sentence. Another point is that the verb phrase should be a simple one, consisting of a single finite verb, and no auxiliaries. As we remember, complex VPs are not ambiguous with regards to word order.

Main clauses

Declarative sentences and interrogative sentences with interrogative pronoun are the two types of main clauses which exhibit V2 word order, i.e. the verb is the second constituent from the left (cf. chapter 2.2). These two sentence types differ in the fact that the declarative sentence may place almost any type of constituent in the topic position (SpecCP), whereas the interrogative

---

3The corpus consists of texts of three main genres: fiction (1.7 million words), newspapers/magazines (9.6 million words) and factual prose (7.1 million words).
4Cf. section on pronouns below.
sentence must fill this position with an interrogative pronoun. Even so, the interrogative pronoun may refer to (among others) both subject or object, thus displaying many of the properties of a topicalized declarative sentence.

A subject or a topicalized object in a regular declarative sentence is usually a discourse topic, i.e. it denotes given information. In contrast, interrogative pronouns, whether topicalized or not, are certainly not topics, but rather foci, i.e. they represent new information in the sentence. As mentioned in chapter 3.2, we may also find a contrastive focus (Engdahl, 1997) in SpecCP, however, without a larger context available, these are quite indistinguishable from contrastive topics. The difference in discourse functions between interrogative sentences and normal declarative sentences may contribute towards obscuring the picture somewhat, and we will therefore focus on declarative sentences only, i.e. excluding interrogative sentences from the sample.

Subordinate clauses

Only one type of subordinate clause in Norwegian allows for topicalization, namely those initiated by the subjunction at ‘that’. Declarative main clauses demand a V2 word order, i.e. the verb comes second, whereas most subordinate clauses do not. Subordinate clauses beginning with at ‘that’ however may follow the V2 pattern, and thus may also topicalize the object\(^5\) (Faarlund et al., 1997, p. 866):

\[(1) \text{Hun vet at den mann kan hun få kjær} \]
\[
\text{she knows that that man-DEF can she have dear}
\]
\[
\text{‘She knows that that man can become dear to her’}
\]

This type of subordinate clauses may also not follow the V2-pattern:

\[(2) \text{Hun sa at jenta ikke skrev brevet} \]
\[
\text{she said that girl-DEF not wrote letter-DEF}
\]
\[
\text{‘She said that the girl did not write the letter’}
\]

Form of the arguments

In the following we will have a look at some formal properties of the subjects and objects included in the sample, and also how these will be annotated. In particular, we will examine a few cases which will need further discussion and justification for choice of annotation.

\(^5\)The normal assumption in subordinate clauses with V2 word order is that these sentences contain two C-projections (Nordgård and Åfarli, 1990, p. 81)
Nominal  The form of the subject and object in the sampled transitive constructions will have to be nominal, i.e. pronouns\textsuperscript{6}, proper nouns, or other DPs containing common nouns.\textsuperscript{7} These will also be annotated accordingly; pronouns will be annotated as pronouns, proper nouns as such, and with regards to DPs containing common nouns these will be differentiated along the lower dimension of definiteness: definite noun or indefinite noun.\textsuperscript{8}

Pronouns  As mentioned above, the arguments of the sampled transitive sentences should not be disambiguated by their morphological case. As we saw in chapter 2, this will exclude all personal pronouns marked for accusative case, as well as 1. and 2. person pronouns marked for nominative case. As we remember, the 3. person singular pronoun han ‘he’ the inanimate pronouns det/den ‘it’ and the 2. person plural pronoun dere ‘you’ all syncretize with the accusative, so these are inherently ambiguous. With regards to the remaining nominative 3. person pronouns, hun ‘she’ and de ‘they’, these are possibly ambiguous when modified by a prepositional clause or a relative clause. As we remember, when functioning as head of a phrase these are often in nominative form, even when they function as object. With regards to pronouns then, we will include transitive sentences containing the following:

(3) a. Morphologically ambiguous pronouns - 3.pers.sing. han ‘he’, den/det ‘it’ and 2.pers.pl. dere ‘you’

b. Pronouns that are ambiguous when modified - 3.pers.sing. hun ‘she’ and 3.pers.pl. de

For more complex nominal arguments we adhere to the DP-hypothesis\textsuperscript{9}, which makes the determiner head of the DP, thus the carrier of properties concerning the phrase as a whole, in particular, definiteness. Animacy is not a difficult property to assign to DPs, definiteness, however, is a bit more complex. We will be in need of clear guidelines when annotating for this property. There are several syntactic environments which may be used as tests for definiteness, as they posit certain restrictions on the definiteness of a constituent. Lyons (1999) gives several examples from English, and a suitable candidate for Norwegian might be the impersonal active or presentational construction,\textsuperscript{10} which contains an expletive subject and demands of its object

\textsuperscript{6}Not all pronouns however, cf. section on pronouns and reflexive objects below.

\textsuperscript{7}Complement clauses may also cause ambiguity with regards to syntactic function, as these may function as both subject and object, and thus also topicalize. These are not, however, classifiable along the dimensions of animacy and definiteness, and will therefore not be in focus in the following.

\textsuperscript{8}As mentioned above, we will not differentiate with regards to specificity within the category of indefinites, even though Aissen’s definiteness scale does.

\textsuperscript{9}See for example Carnie (2001) for more on the DP-hypothesis.

\textsuperscript{10}More on these types of constructions and their relationship to definiteness in chapter 5.1.2.
that it must be indefinite:

\[(4) \text{Det kommer ei jente} \quad \text{it comes a girl} \quad \text{‘A girl is coming’}\]

\[(5) * \text{Det kommer jenta} \quad \text{it comes girl-DEF}\]

**Determiners** A group of nominal arguments which will be included in the sample constructions are demonstratives. These are determiners which may occur alone, as in (6b) below.\(^\text{11}\)

\[(6) \text{a. Dette alternativet betyr sparte investeringer} \quad \text{this alternative means saved investments} \quad \text{‘This alternative means saved investments’}\]

\[\text{b. Dette betyr sparte investeringer} \quad \text{this means saved investments} \quad \text{‘This means saved investments’}\]

According to the DP-hypothesis then, the fact that a demonstrative may occur alone does not really make a difference, as it is the determiner (in this case a demonstrative) which is the head, and thus determines the definiteness of the whole DP. Determiners are considered to be definite due to a clear property of *identifiability* (Lyons, 1999), the hearer is assumed to be able to work out the reference based on the context. Demonstratives have a *deictic* property, which locates the referent in space and time. These determiners differ from the definite article (or, in Norwegian the definite affix) in that the speaker intends the referent to be directly accessible to the hearer without further inference (Lyons, 1999, p. 21). When occurring alone they may often simply refer to some part of the previous discourse, thus being perfect continuous topics.

Our diagnostic for definiteness, the presentational construction, also indicates that demonstratives are definite, as they are ungrammatical in this context:

\[(7) \text{a. * Det kommer denne jenta} \quad \text{it comes this girl-DEF}\]

\[\text{b. * Det kommer denne} \quad \text{it comes this}\]

When occurring alone as an argument in a transitive sentence, the determiners are pronominal (Faarlund et al., 1997) and will be annotated accordingly. When the determiner has a nominal complement, however, the DP will be treated as a definite DP.

\(^{11}\)The example in (6a) is taken from the Oslo Corpus.
Possessives  Following Lyons (1999), we include under this heading pos-
possessive determiners like min ‘my/mine’ and sin ‘their’, as well as genitives 
with an -s ending. Under the DP hypothesis, possessives are considered to 
be determiners, and are given the following analysis (Carnie, 2001, p. 144):

(8)  
\[
\begin{array}{c}
\text{DP} \\
\text{DP} \\
\text{possessor} \quad \text{D} \\
\text{D}' \\
\text{'s} \\
\text{NP} \\
\text{possessed}
\end{array}
\]

For the possessive determiner, the specifier position would be empty and it 
would be head of the DP, like a regular determiner.

Possessives are definite, even though the head noun is often indefinite 
morphologically in Norwegian. One way of seeing this, which works equally 
well for English and Norwegian, is that they are both easily paraphrased into 
a definite form:

(9)  a. Det er jentas bil 
    it is girl-DEF-GEN car 
    ‘It is the girl’s car’

b. Det er bilen til jenta 
    it is car-DEF to girl-DEF 
    ‘It is the car belonging to the girl’

Possessives are not allowed in the presentational construction:

(10)  *Det kommer Kari’s mann 
    it comes Kari’s man

Quantifiers  Quantifiers are usually classified as determiners, denoting amount 
or quantity. They share with the demonstratives the property of occurring 
with or without their nominal arguments.

Alle, hver, enhver ‘everyone/thing’ and begge ‘both’ are all definite de-
terminers, as they refer to the totality of a group. This satisfies the criterion 
of inclusiveness (Lyons, 1999), which requires that a definite refers to the 
whole of a set, not a subset. Alle ‘everyone/thing’ refers collectively, i.e. to 
the group as one unit, whereas hver, enhver ‘everyone/thing’ refers distribu-
tively, i.e. referring to the whole group by “pointing” to each member of the 
group. Begge ‘both’ is only used when referring to a group of two. It goes 
for all of these that may not occur as object in a presentational construction:

(11)  Det kommer *hver/*enhver/*alle/*begge mann/mennene 
    it comes *every/*every/*all/*both man/men
Among the typical indefinite quantifiers we find noen ‘some’ and ingen ‘no’. In contrast with the definite quantifiers described above, these are quite grammatical as objects in a presentational construction:

(12) Det kommer noen/ingen menn
    it comes some/no men
    ‘Some/no men are coming’

**Cardinality** Cardinal DPs denote a number or an amount, e.g. *tre* ‘three’ or *mange* ‘many’. Seeing that these may be preceded by a definite determiner, thus rendering the whole DP definite, Lyons (1999) claims that indefiniteness is simply the absence of a definite marker. In this respect, it is a default value; indefinite DPs do not have to be preceded by an indefinite determiner to be interpreted as indefinite, as is the case for mass and plural nouns, both in English and Norwegian:

(13) Vi har kjøpt melk
    we have bought milk
    ‘We have bought milk’

The cardinal DPs may very well be the argument of a presentational construction, as we see in (14) below:

(14) Det kommer tre/mange menn
    it comes three/many men
    ‘Three/many men are coming’

### 4.2.2 What to exclude in the sampling process

Just as important as being clear as to what to include in the sampling process, is to be clear as to what to exclude. We will therefore take closer look at what our sample will not contain in the following.

**Indirect Objects**

We will only include transitive constructions with two arguments, a subject and a direct object. This rules out indirect objects\(^\text{12}\).

**Copular constructions**

Even though a copular construction may include two nominal arguments, there is not really a subject-object like relation between the two, but rather a relation of ‘subject’ and ‘subject predicative’. The tagger also makes this distinction, thus these constructions are automatically excluded when searching for co-occurring subjects and objects in the corpus.

\(^{12}\text{We will however include so-called two-place unaccusatives when they are not in double-object constructions. More on this in chapter 5.1.1 below.}\)
Subordinate clauses

As mentioned above, no subordinate clauses other than the *at*-clauses may in fact follow the V2 pattern. This means that topicalization of object is impossible in these clauses.

Topics other than subject or object of matrix clause

In Norwegian, pretty much any constituent may topicalize. However, only sentences where the subject or the object of the matrix verb is the initial constituent will be included. The reason for this, is that we are interested in the relationship between the subject and object of one and the same verb.

Preposition stranding  A topicalized constituent may be topicalized from a prepositional phrase, and these will in the following be excluded as they are not ‘true’ arguments:13

(15)   Det$_i$ tapte de over 300.000 kroner på t$_i$
       it lost they over 300.000 kroners on
       ‘They lost over 300.000 kroners on it’

Phrasal verbs  A similar problem is that of so-called phrasal verbs or collocate constructions involving a verb and a preposition:14

(16)   Historien$_i$ fant han på t$_i$
       story-DEF found he on
       ‘The story, he made up’

Here, we see the phrasal verb *finne på* ‘make up’, and its topicalized object *historien* ‘the story’.

Topicalization from subordinate clauses  Again, constituents which are topicalized from a position other than the subject or object positions of the main clause will be excluded. When it comes to constituents which are topicalized from a non-finite embedded clause, the subject and the topicalized element are certainly not arguments of the same verb, and are thus not within the scope of this analysis:15

(17)   Treningen like ved Heathrow-flyplassen$_i$ regnet han ikke med å rekke t$_i$
       training-DEF just at Heathrow-airport-DEF count he not on to make

---

13The example in (15) is taken from the Oslo Corpus.
14Faarlund et al. (1997) pair the preposition in these cases with the object, instead of the verb, calling them prepositional objects (Faarlund et al., 1997, p. 697).
15The example in (17) is taken from the Oslo Corpus.
‘He did not count on making the training close to Heathrow Airport’

This will also cover topicalization from raising and control constructions, i.e. from the non-finite clause.

**Reflexive objects**

Reflexive objects, i.e. a reflexive pronoun, will be excluded, as they are not objects in the sense used here, but rather co-referent with the subject.\(^{16}\)

\[(18)\] De vasket *seg* i innsjøen den kvelden

They washed themselves in lake-DEF that evening-DEF

‘Themselves, they washed in the lake that evening’

Another point is that reflexive pronouns are not, in fact, possibly ambiguous, they may not function as subjects or topicalize as objects.\(^{17}\)

**Indefinite pronouns**

The indefinite pronoun *man* ‘one’ will not be included in the sample, as it does not posit a problem with regards to ambiguity. It is always a subject and never an object:

\[(19)*\] *Vi så* man i går

We saw one yesterday

**4.2.3 What to count?**

Before annotating the data, an explicit operationalization of what to count is needed. The data was extracted by sampling randomly a *quota* of data, i.e. “a set number of the construction searched for selected at random from the corpus as a whole” (Wolters, 2002). In order to achieve a fair amount of data pertaining to the problem of ambiguous tagging of subjects and objects, only sentences where both the subject and the object were ambiguously tagged were sampled.\(^{18}\) The size of the data sample was set at one thousand transitive sentences, in accordance with the above criteria.

The following questions are the ones I want answered from the data:

\(^{16}\)The example in (18) is taken from the Oslo Corpus.

\(^{17}\)This is a truth with modifications. Simple reflexive objects may not topicalize, whereas the complex reflexive pronoun *seg selv* ‘oneself/-selves’ may:

\[(1)\] *Seg selv* vasket de i innsjøen den kvelden

Themselves washed they in lake-DEF that evening-DEF

‘They washed themselves in the lake that evening’

\(^{18}\)Regarding sentences where only one of the two arguments are tagged ambiguously one might conclude the function of the other argument, as we wish for the tagger to adhere to a uniqueness principle, i.e. each of the main functions may only occur once.
• The number of transitive sentences containing topicalized objects in the sample.

• The semantic relationship between the subject and object in the transitive sentence with regards to the dimensions of:
  
  – Animacy: the number of subjects higher than the object in animacy or equal as the object in animacy, and vice versa.
  
  – Definiteness: the number of subjects higher than the object in definiteness or equal as the object in definiteness, and vice versa.

In order to find an answer to these questions then, the sample data will be annotated for the following:

• Whether the sentence in question has a topicalized object or not.

• Subjects and objects are annotated for animacy and definiteness. The values for animacy and definiteness follow the elements in the prominence hierarchies of Aissen (2003), i.e. human, animate or inanimate for animacy and pronoun, proper noun, definite noun or indefinite noun for definiteness.

• Verbs are annotated using a NorKompleks code.

We will return to the specifics of the annotation scheme in the following section on the database.

4.3 The database

In order to obtain empirical material for analyses, I have collected and annotated a database of one thousand transitive sentences adhering to the criteria of the above section. In the following we will take a closer look at the search method used, the general organization of the database, as well as methods for result extraction from the database.

NorKompleks is a lexicon of verb forms, specifying their argument structure: thematic roles of arguments, types of arguments, e.g. DP, PP, etc. It has been developed at NTNU in Trondheim, and may be downloaded at http://mime.hf.ntnu.no/hf/prosjekter/spraktek/prosjekter/nkl. We will return to the language resources employed in the application, as described in chapter 7.
4.3.1 From corpus to database

Search methods

The Oslo corpus has a web-interface which makes it quite easily searchable. One may use regular expressions in order to perform as focused and specialized a search as possible. The following regular expression gives us a transitive sentence with two arguments which are ambiguously tagged. These are nominal arguments - nouns, proper nouns and pronouns:

```
([tagg=":.*@obj.* and tagg=":.*@subj.* and tagg=":.*subst.*"]|
 [tagg=":.*@obj.* and tagg=":.*@subj.* and tagg=":.*pron.*"])[]*
 [tagg=":.*verb.* and tagg=":.*@fv.*"][]*
 ([tagg=":.*@obj.* and tagg=":.*@subj.* and tagg=":.*subst.*"])|
 [tagg=":.*@obj.* and tagg=":.*@subj.* and tagg=":.*pron.*"])]
```

This reads as follows: search for a word tagged ambiguously as subject (@subj) and object (@obj), as well as being tagged as a noun (subst), OR (|) a word tagged ambiguously as subject (@subj) and object (@obj), as well as being tagged as a pronoun (pron), followed by anything ([]*), followed by a word tagged as a verb, bearing the syntactic tag of finite verb (@fv), followed by anything again, and then another occurrence of a word tagged ambiguously as subject and object, as well as being tagged as a noun, OR (|) a word tagged ambiguously as subject and object, as well as being tagged as a pronoun. Finally all of this within the boundaries of one and the same sentence. The sampled constructions were drawn at random from the 18,5 mill. word corpus.

The regular expression above gives us sentences which contain a transitive verb, and a nominal subject and object, which are both tagged ambiguously:

(20) Knut Wickstrøm solgte huset på Seiersbjerget
    Knut Wickstrøm sold house-DEF on Seiersbjerget
    ‘Knut Wickstrøm sold the house on Seiersbjerget’

The regular expression does not give us sentences with a clausal argument, as in example (21) below or a topicalized constituent other than the subject

\[\text{Regular expressions are strings of symbols used to match specific patterns in text.}\]
\[\text{The example in (20) is taken from our data sample of the Oslo Corpus.}\]
\[\text{This is not to say that a transitive sentence with a clausal argument may not be ambiguous with regards to syntactic function:}\]

(1) a. At huset blir solgt bekymrer jenter
    that house-DEF becomes sell-PASS.PART worries girl-DEF
    ‘That the house will be sold worries the girl’

b. At huset blir solgt vet jenter
    that house-DEF becomes sell-PASS.PART knows girl-DEF
or object, as in (22):

(21) Knut tror at huset blir solgt til slutt  
Knut believes that house-DEF becomes sell-PASS.PART to end  
‘Knut believes that the house will be sold eventually’

(22) Neste måned selger Knut huset 
    Next month sells Knut house-the  
    ‘Next month, Knut is selling the house’

Neither of the above sentences are ambiguously tagged.

The database

My search of the Oslo Corpus resulted in a text file of transitive sentences, the content of which was then imported to a database file. Here the sentences were manually annotated with regards to certain properties.

The database contains the following columns:

1. **Sentence** - a text field containing the sentence in question, where ‘<’ and ‘>’ mark the boundaries set by the tagger for the subject-verb-object sequence. The sentence constitutes the only piece of information which is taken directly from the corpus. The rest of the fields contains my annotations of the respective sentences.

2. **TopObj?** - a Boolean field, where the value may only be one out of two (yes/no), indicating whether or not the sentence in question has a topicalized object.

3. **DefSubj, DefObj** - text fields giving the definiteness of the subject and object along Aissen’s scale of definiteness (cf. chapter 3.4). The scale for definiteness is repeated below, where the tags used in the database are given in parentheses:

‘The girl knows that the house will be sold’

In the above examples we see that a complement clause initiated by the complementizer *at* ‘that’ may function as a subject in (1a) and a topicalized object in (1b). Here, however, the complement clause is in first position. The same ambiguity does not seem as present when the complement clause is placed after the verb:

(2) a. Jenta vet at huset blir solgt  
girl-DEF knows that house-DEF becomes sell-PASS.PART  
‘The girl knows that the house will be sold’

b. ??Jenta bekymrer at huset blir solgt  
girl-DEF worries that house becomes sell-PASS.PART

As we see then, a topicalized version of (1a) in (2b) seems highly unlikely, and has not been taken into account when constructing the Oslo-Bergen tagger.

70
Personal Pronoun (pro) > Proper Noun (pn) > Definite NP (def) > Indefinite NP (indef)

4. **AnimSubj, AnimObj** - text fields giving the animacy of the subject and object along Aissen’s scale of animacy (cf. chapter 3.4). The scale for animacy is repeated below, where my tags, again, are in parentheses:

   Human (hum) > Animate (anim) > Inanimate (inan)

5. **Verb** - a text field stating the transitive verb of the sentence. Due to restrictions on the sample, as described in the above section, there is only one verb in focus, the matrix verb, and no auxiliaries.

6. **NorKompleks** - a text field giving the NorKompleks code of this verb. The code has been taken from the NorKompleks list of verbs which are coded for argument structure.

7. **Comment** - a text field for comments regarding non-literal language use, like metonymy and metaphor.

An example of a few entries are given in table 4.2 below.

### 4.3.2 Extracting the results

**SQL-queries**

In order to extract the results I have been interested in from the database, I have written a number of queries in SQL (Structured Query Language) and directed these towards the database file of transitive constructions. Queries select records from one or more tables in a database so they can be viewed, analyzed, and sorted. SQL easily facilitates conjunctive or disjunctive queries, i.e. queries which posit several subconditions with a relationship of either conjunction or disjunction holding between them. This proved very useful in the case of the sampled data, where we are looking for e.g. a sentence with an inanimate subject and an object which is animate or human. The query for this is provided below:

```sql
SELECT [sample].[AnimSubj],[sample].[AnimObj],
       Count(*) AS CountAnim
FROM sample
WHERE ([sample].[AnimSubj]="inan" And
       ([sample].[AnimObj]="anim" Or
```

---

23 More on non-literal language in section 4.4 below.
24 *etc.* indicates that the sentence continues. In the real database table, however, the fields are not subject to such strict requirements of space and contain the full sentence. The real database does not contain translations of the sentences, but they are provided in the example table 4.2 for the benefit of the reader.
25 The animate property, as we remember, pertain to all living things apart from humans.
Table 4.2: Example entries from the database table

<table>
<thead>
<tr>
<th>Sentence</th>
<th>Top(Obj?)</th>
<th>Def(Obj?)</th>
<th>Anim(Obj?)</th>
<th>Verb</th>
<th>NorKompleks</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>En person brukteulykken&gt; etc. ‘A person used the accident’</td>
<td>No</td>
<td>indef</td>
<td>hum</td>
<td>def</td>
<td>inan</td>
<td>bruke</td>
</tr>
<tr>
<td>Høyre krever direkteutbetalinger&gt; etc. ‘The right wingparty demands direct payment’</td>
<td>No</td>
<td>pn</td>
<td>hum</td>
<td>indef</td>
<td>inan</td>
<td>kreve</td>
</tr>
<tr>
<td>Det gjorde han&gt; som vanlig bra etc. ‘He did it well asusual’</td>
<td>Yes</td>
<td>pro</td>
<td>hum</td>
<td>pro</td>
<td>inan</td>
<td>gjøre</td>
</tr>
<tr>
<td>Mobutu eier en villa&gt; etc. ‘Mobutu owns a villa’</td>
<td>No</td>
<td>pn</td>
<td>hum</td>
<td>indef</td>
<td>inan</td>
<td>eie</td>
</tr>
<tr>
<td>Kant understreke det robuste preget&gt; ‘The rope underlines the robust look’</td>
<td>No</td>
<td>def</td>
<td>inan</td>
<td>def</td>
<td>undefstreke</td>
<td>tr1,tr2</td>
</tr>
<tr>
<td>Pål &lt;Lydersen spillete hele kampen&gt; etc. ‘Pål Lydersen playedthe whole game’</td>
<td>No</td>
<td>pn</td>
<td>hum</td>
<td>indef</td>
<td>inan</td>
<td>spille</td>
</tr>
<tr>
<td>Loven omfatter ikkefolkeskolelærerne&gt; etc. ‘The law doesn’t include the schoolteachers’</td>
<td>No</td>
<td>def</td>
<td>inan</td>
<td>def</td>
<td>hum</td>
<td>omfatte</td>
</tr>
</tbody>
</table>

This is a SELECT query, which selects entries according to conditions provided in the WHERE-clause. In this case we also want to count the number of occurrences satisfying the WHERE-clause. The table in question is called sample (as specified in the FROM-clause). The WHERE-clause states that the sentences selected should have the following properties: the subject’s value for animacy should be inan and the object’s value for animacy should be either anim or hum. This would give us the number of sentences in the whole of the sample where the object is higher in animacy than the subject.

Queries may also be directed towards the results of other queries. This has proved very useful in the extraction of information from the sample database. An example of this is a query which simply counts the number of sentences containing a topicalized object in the database.\(^{26}\) The result of this query was called *topicalized*, and other queries pertaining only to topicalized constructions could be directed to the *topicalized* table, instead of complicating the call by building this into a subquery. For instance, I wanted to know how frequently an inanimate pronoun occurred as a topicalized object, i.e. I wanted to count all the topicalized constructions where the

\(^{26}\)The query for this is given below:

```
SELECT sample.[TopObj?],Count(sample.[TopObj?]) AS [CountOfTopObj?]
FROM sample
WHERE sample.[TopObj?]—True
```

The query simply states that all fields in the TopObj? column that bear the value of true are to be counted in CountOfTopObj?.
object was an inanimate pronoun, and made use of the following query:

```sql
SELECT topicalized.DefObj, topicalized.AnimObj,topicalized.Sentence, Count(*) AS Countpro
FROM topicalized
WHERE topicalized.DefObj="pro" And topicalized.AnimObj="inan"
GROUP BY topicalized.DefObj, topicalized.AnimObj,
          topicalized.Sentence;
```

We will examine this result, as well as the other results from the database analyses, further in the next chapter.

### 4.4 Non-literal language

The title alludes to non-canonical usage of arguments in a transitive sentence, opening for relations between the arguments that do no agree with the hierarchies posited in chapter 3. This is not to say that this represents usage that is ungrammatical or improper in any way. When the relationship between the subject and object does not match the hierarchical predictions, it is crucial to obtain a systematic understanding of these non-conforming cases, as to better be able to account for them. Through work on the data of transitive constructions, as outlined in the above sections, it has become apparent that not all constructions conform neatly to the theoretical predictions of chapter 3. We have already looked at some cases of deviance from the theoretical predictions in form of the reverse-animacy verbs. These are, however, different from non-literal language use, as their deviance follows from properties of the verb. Non-literal language is not as easily classified, and a key question, as we shall see, pertains to how these types of sentences shall be annotated.

Metonymy and metaphor seem to be the most common examples of non-literal language. Lakoff and Johnson (1980) differentiate clearly between the two, stating that they, in fact, involve two quite different processes. Metaphorical usage is employed as a means of understanding, “conceiving of one thing in terms of another” (Lakoff and Johnson, 1980, p. 10), whereas the main function of metonymy is to be referential, “it allows us to use one entity to stand for another”(Lakoff and Johnson, 1980, p. 36). Metonyms are usually thought to be easier to decipher, as they involve a clearer relationship to the referent. Fass (1988) embellishes on this, stating that “the core of metonymy is a semantic relationship, […] whereas the core of a metaphor is a relevant analogy” (Fass, 1988, p. 178).

In the following we will take a look at both phenomena, supplied with examples from the literature and our data of transitive constructions, as well as examining the practical consequences of metonymies and metaphors from the viewpoint of this thesis and its topic.
4.4.1 Metonymies

(23) The ham sandwich is waiting for his check

The classic example above employs metonymy in that it uses “one entity to refer to another that is related to it” (Lakoff and Johnson, 1980), in this case a customer in a restaurant and a ham sandwich (the meal the customer has ordered). The distinction drawn between metonymy and metaphor as being a distinction between understanding and referentiality, is not necessarily as simple as that. Lakoff and Johnson (1980) also consider metonymy to figure in understanding, and not only as a fixing of reference. The fact that a speaker chooses a specific metonymic concept, conveys information regarding the focus of the speaker. In the above example, the waiter uttering the sentence chooses to focus only on the order of the customer, as this is what he/she conceives of as important in the relevant setting.

A central point for understanding non-literal usage, and in this case metonymy, is that it is not necessarily a random or arbitrary phenomenon. Lakoff and Johnson (1980) would argue that it is, in fact, mostly systematic, and they list several patterns of metonymic usage to illustrate,\(^{27}\) e.g.:

- Controller for controlled

(24) Nixon bombed Hanoi.

- Institution for people responsible

(25) The Senate thinks abortion is immoral.

- The place for the institution

(26) Hollywood isn’t what it used to be.

As Fass (1988) points out, metonymy often involves a violation of the semantic selectional restrictions of the verb. The reason for this is that in metonymic constructions “the actual argument of a predicate is not the literal argument, but is instead implicit and related to the literal argument through an implicit binary relation.” (Stallard, 1993, p. 87). In (25), for instance, think usually selects an animate, thus usually cognate, subject. The actual subject here is the institution of the Senate, whereas the implicit argument obviously is the members of the Senate, who certainly are animate and cognate.

Stallard (1993) proposes a test for the view that there is in fact an implicit argument linked to the actual argument through a semantic relation, the “indirect reference view”. This is a simple test of anaphoric agreement:

\(^{27}\)The examples in (24) - (26) are taken from Lakoff and Johnson (1980).
(27) [The ham sandwich]$_i$ is waiting for his check.
    He$_i$ is getting a little impatient.

The anaphoric pronoun *he* can felicitously be used to refer back to *the ham sandwich*, thus showing that there is an implicit reference of a human customer implied. Stallard (1993) compares the above example with the following:

(28) Nixon$_i$ bombed Hanoi.
    They$_i$ sang all the way back to Saigon.

Here, *Nixon* is a metonym of the type “Controller for the controlled”, and is used instead of mentioning the exact group of people, who, under Nixon’s government, bombed Hanoi. The test of indirect reference, however, fails. This fact motivates a distinction, Stallard (1993) claims, between two types of metonymy, *referential* and *predicative* metonymy. Referential metonymy, exemplified by (23) and (27) above, denotes the type of metonymy where the indirect reference holds, i.e. there is an intended referent different from, but related to, the literal referent. Predicative metonymy, however, describes the case where, as in (28), the literal and the intended referents are identical, and rather than a reference shifting of the DP, we are dealing with a “coerced predicate”, a stretching, so to speak, of the predicate’s usage:

(29) Nixon$_i$ bombed Hanoi.
    He$_i$ wanted to force the Communists to negotiate.

Since there is no indirect reference, the appropriate anaphora is the one agreeing with *Nixon*, namely *he*.

4.4.2 Metaphors

As is the case for metonymies, metaphors are also quite commonly used in language. Lakoff and Johnson (1980) argue that metaphors are also systematic and list numerous patterns of metaphoric usage, e.g. (Lakoff and Johnson, 1980):

- Argument is war
  
  (30) I *demolished* his argument

- Time is money
  
  (31) You’re *wasting* my time

Lakoff and Johnson (1980) argue convincingly that these patterns exist. They are not, however, as easily determinable as the metonyms and the metonymic patterns.
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There is one type of metaphor which constitutes a problem from the viewpoint of this thesis, namely that of the metaphor of personification. Lakoff and Johnson (1980) use the term personification to cover a wide range of metaphors, which all have in common that they employ a physical object which is given human characteristics. The motivation for this is that “it allows us to comprehend a wide variety of experiences with nonhuman entities in terms of human motivations, characteristics and activities” (Lakoff and Johnson, 1980, p. 33). In particular, such a non-human entity may be used as subject for a verb which usually would require an animate subject, e.g. (Lakoff and Johnson, 1980):

(32) Inflation is eating up our profits.

4.4.3 Practical consequences

As mentioned above, these non-literal usages cause irregularities in the data which are important to be aware of. However, as all the authors cited above point out, most types of metonymies at least are in fact quite regular and systematic. They have even attempted to account for these systematicities by proposing patterns of metonymy.

Metonymy, in particular, is very systematic and perhaps the most common non-literal phenomenon observed in the data material. A few patterns in particular abound.\footnote{All Norwegian examples in the following section are taken from the data sample of the Oslo Corpus.}

(33) The place for the institution
   a. USA fremsatte et endringsforslag
      USA proposed an amendment
      ‘USA proposed an amendment’

(34) Institution for people responsible
   a. Bedriften har mange års erfaring
      company-DEF has many years experience
      ‘The company has many years of experience’

These two patterns, in particular, are frequent in the data, and posit a problem as they usually make use of inanimate subjects.

In general, these systematic usages of metonymy may in principle be accounted for in the lexicon. In addition, one obviously would need a named entity recognizer capable of discerning countries and organizations in particular.

Markert and Nissim (2002) propose a scheme for annotating corpora for metonymy, and argue that this is not a perfectly simple task, as metonymies are open-ended. The scheme they propose makes use of several annotators
and several stages of annotation in order to obtain something close to a
gold standard. They do, however, make use of metonymic patterns from the
literature, such as the ones reviewed above.

Personification also occurs in the data:

(35) a. Komedien holder hodet over vannet
    comedy-DEF holds head-DEF above water-DEF
    ‘The comedy manages to keep its head above water’

    b. Denne fanen sier noe om hvor engasjert
    this banner-DEF says something about how engaged
    barna har vært i arbeidet
    children-DEF have been in work-DEF
    ‘This banner says something about how engaged the children
    have been in their work’

In contrast to metonymy, this process is not systematic and regular, but
rather, creative and difficult to pin down. A possible approach might be to
claim that this type of creative metaphoric usage relies heavily on unmarked,
canonical word order in order to mark grammatical relations.

The annotation of non-literal language

Dealing with non-literal language when it comes to annotation for animacy is
problematic. As mentioned above, both metaphors and metonymies violate
the selectional restrictions of the verb for which they serve as arguments.

In the case of metonymies, however, I have chosen to annotate according
to the indirect reference of the metonymic concept, that is, making use of
the test of anaphoric agreement, as outlined by Stallard (1993) in (27) - (28)
above, in order to determine the animacy of the indirect reference. Here,
predicative and referential metonymy will differ. It is only in the cases of
referential metonymy that an indirect referent is postulated, thus revealing
an underlying referent which in most cases is animate, even if the actual
argument is not. It will be annotated accordingly:

(36)  USA\textsubscript{ANIM,PN} fremsatte et endringsforslag\textsubscript{INAN,INDEF}
    USA proposed an amendment
    ‘USA proposed an amendment’

The above example represents a regular pattern, as we saw in (33) above.
However, creative metonymy, like the example with the ham-sandwich in
(23), does occur:

(37) Villaen på Stabekk åpnet gjerne sine dører
    villa-DEF at Stabekk opened gladly its doors
    ‘The villa at Stabekk gladly opened its doors’
This type of metonymy is harder to spot, and easier to confuse with metaphoric use, especially that of personification. However, the main difference remains; most types of metonymic use are concerned with reference, in the case of (37), an indirect reference to the inhabitants of the villa.

Metaphors, which do not have an indirect referent like metonymies, will be annotated according to their actual argument:

(38) Komedien[INAN,DEF] holder hodet[INAN,DEF] over vannet
    comedy-DEF holds head-DEF above water-DEF
    ‘The comedy manages to keep its head above water’

Typical metonymic subjects like organizations, governments etc. are not always used metonymically. They may also be used in the original collective sense, and will be annotated accordingly:

(39) Horten Videregående skole[INAN,PN] representerer et
    Horten high school[INAN,PN] represents an
    gjennomsnitt[INAN,INDEF] av de allmennfaglige videregående
    average[INAN,INDEF] among the allmennfaglige high
    skolene
    scools
    ‘Horten high school[INAN,PN] represents an average[INAN,INDEF] among the allmennfaglige high scools’
Chapter 5

Animacy, definiteness and word order variation

In this chapter we shall take a closer look at the results from the data analysis. We shall see that there are some interesting generalizations regarding the influence of animacy and definiteness on the realization of syntactic functions in Norwegian, and also, with regards to their relative positioning within the transitive sentence. Below, the results from the data analysis will be presented and discussed. We will also consider the implications of our findings with regards to our theoretical predictions, as well as the practical side of our thesis, towards the disambiguation of the subject and object.

5.1 Sampling results

The sample, as we remember, counts a thousand transitive sentences fulfilling the criteria set up in the previous chapter and annotated in a database.

5.1.1 Animacy

The results for animacy are shown in table 5.1 below.\(^1\) When assembling the sample I was in particular interested in examining the relationship between the subject and object of a transitive construction with regards to the dimensions of animacy and definiteness. Dahl and Fraurud (1996) conclude that a constraint expressing a reluctance for the subject to be lower in animacy than the object is prevalent in Swedish as a strong statistical tendency. Our data sample certainly adheres to this tendency as well:

\(^1\)Due to the fact that only 5 animate, i.e. animal, not human, subjects or objects were found in the sample, these are joined together with the results for human subjects and objects, giving us the composite category Hum/Anim.
Table 5.1: Distribution of 1000 transitive sentences according to the animacy of subject and object

<table>
<thead>
<tr>
<th>Subject</th>
<th>Direct Object</th>
<th>N</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hum/Anim</td>
<td>Hum/Anim</td>
<td>74</td>
<td>7.4</td>
</tr>
<tr>
<td>Hum/Anim</td>
<td>Inan</td>
<td>615</td>
<td>61.5</td>
</tr>
<tr>
<td>Inan</td>
<td>Hum/Anim</td>
<td>24</td>
<td>2.4</td>
</tr>
<tr>
<td>Inan</td>
<td>Inan</td>
<td>287</td>
<td>28.7</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>1000</td>
<td>100.0</td>
</tr>
</tbody>
</table>

- Subject higher than or equal to object in animacy (i.e. the combinations Hum/Anim - Hum/Anim, Hum/Anim - Inan and Inan - Inan): 97.6%
- Object higher than subject in animacy (i.e. the combination Inan - Hum/Anim): 2.4%

Metonymic Subjects

As chapter 4.4 above made clear, non-literal language, and metonymy in particular, is quite common in natural language. With regards to annotation I have chosen to annotate metonyms according to their indirect reference, which in the majority of cases is human, despite an inanimate actual argument. Dahl and Fraurud (1996) are unfortunately not explicit as to their choices of annotation of metonyms. Therefore it is not at all clear how they arrive at their fairly good results. As we remember, Dahl and Fraurud (1996) arrive at the conclusion that more than 97% of the transitive sentences in their material have a subject which is higher than the object in animacy. In comparison with the analyses done in this thesis, it seems highly unlikely that they would achieve such high counts for animacy without treating the indirect referents of metonymies as human.

The arguments found to be metonymic are annotated as such, giving us an idea as to the frequency of this type of language use:

- Number of metonymic subjects: 156, 15.6%

The number of animate subjects in total is 68.9%, i.e. the first two rows in table 5.1 above. However, had we not annotated metonymic subjects according to their indirect reference, the result would have been lower, 53.2%. Conversely, the number of objects higher in animacy than the subjects would probably also have risen.

The deviant 2.4%

As stated above, the number of sentences adhering to the principle that the subject should be higher or equal to the object in animacy is 97.6%. This
leaves us with 24 sentences which deviate from this norm. An interesting question then, pertains to whether these sentences have any common characteristics, as opposed to the ones that follow the norm.

The predictions are that these cases will either be ones where a reverse-animacy verb (cf. chapter 3.6) figures as the main verb, giving us sentences with reverse animacy relationships between the arguments, or sentences exhibiting non-literal language, e.g. making use of metaphorical language to reverse the subject-object relationship (cf. chapter 4.4). These two scenarios turned out to cover all the 24 sentences in question, as we see from table 5.2 below.

<table>
<thead>
<tr>
<th>Reason for deviance</th>
<th>N</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reverse-animacy verb</td>
<td>22</td>
<td>91.7%</td>
</tr>
<tr>
<td>Non-literal</td>
<td>2</td>
<td>8.3%</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>24</td>
<td>100.0%</td>
</tr>
</tbody>
</table>

Table 5.2: Properties of the deviant 24 sentences with object higher than subject in animacy

**Deviant cases: reverse-animacy verbs** Earlier, we have looked in some detail at the reverse-animacy verbs. These are transitive verbs which may take an inanimate subject and an animate object. We differentiated three main groups of verbs which belong to this meta-group of verbs:2

1. *amuse*-verbs, a subgroup of psych-verbs, e.g. *interessere* ‘interest’
2. *concern*-verbs, e.g. *gjelde* ‘concern’
3. causative verbs, e.g. *skade* ‘hurt’

Reverse-animacy verbs obviously pose a difficulty to our theory of scalar alignment between the arguments.

Some examples of sentences containing reverse-animacy verbs from the deviant 2.4% of the sample include the following:

2The first two groups of verbs contained within the reverse-animacy verbs, the *amuse*-verbs and the *concern*-verbs, bear the codes *trans5*, *trans6* and *trans7* from the NorKompleks lexicon. These are all codes that involve an argument structure with a Theme subject. Contrary to traditional theory on thematic roles, the codes *trans5* and *trans6*, in fact distribute the Theme role to both arguments.

The *amuse*-verbs are coded as *trans7*, however, most of these have an agentive reading as well and are then coded as *trans10*. Often a psych-verb is coded as both *trans7* and *trans10*. In four of the cases examined here (i.e. sentences with a reverse relationship between subject and object), however, the verbs are coded only as *trans10*. This is obviously wrong, as they are not agentive in this use. Even so, due to the fact that these were correctly coded as psych-verbs, I have included them in the reverse-animacy group of deviant cases. The *concern*-verbs are coded as *trans5* or *trans6*, according to whether they passivize or not. The causative verbs are not uniformly coded in NorKompleks. We will return to this matter in chapter 7.
(1) a. Denne samtalen plager Oline i lang tid
   'This conversation bothers Oline for a long time'

b. Loven omfatter ikke folkeskolelærerne
   'The law does not include schoolteachers'

c. Terrorbomben som eksploderte drepte hundrevis av mennesker
   'The terror bomb that exploded killed hundreds of people'

The above examples show an example from all the three identified groups contained within the reverse-animacy verbs: an *amuse*-verb, *plage* ‘bother’ in (1a), a *concern*-verb, *omfatte* ‘include’ in (1b) and a causative verb, *drepe* ‘kill’ in (1c).

There are three sentences in this part of the sample that are not as easily classified as the others. This is partly due to the fact that they were unsatisfactorily coded in the NorKompleks lexicon, which was used as a basic resource for classification when examining the data:

(2) Amerikansk økonomi belaster ved innledningen til primærvalgkampen ikke Bill Clinton
    'American economy does not bother Bill Clinton at the start of the primary elections'

(3) Den nye ordningen rammer brukerne
    'The new arrangement strikes the users'

(4) Dette rammet ikke FN-styrkene
    'This did not strike the UN troops'

The above examples contain two verbs, *belaste*, ‘burden’ and *ramme*, ‘strike’, both coded as trans1 in the NorKompleks lexicon, i.e. prototypical transitive verbs, taking an agentive subject and a Theme object. However, as the examples make abundantly clear, these are not used in a prototypical agentive manner here. A short search in the Oslo corpus for these two verbs, made clear that they in fact have a lot in common. They were both passive in the majority of cases in the corpus:

3The examples in (5) and (6) are taken from the Oslo Corpus.
Mortgage downpayments are burdened the person who stands as owner.

Women are often struck by osteoporosis.

Obviously, passive cases are not that interesting in the view of this thesis. This piece of information, does, however, serve to point us in the right direction with regards to the proper classification of these verbs. Lødrup (2000) uses thematic roles in order to explain exceptions to the Norwegian passive, and states that verbs with a Theme subject do not passivize. This generalization does not, however, seem to hold up with regards to the two verbs mentioned above. These take theme subjects and certainly passivize. As we remember from chapter 3.6, however, non-passivization is not an absolute criterion for the amuse-verbs or the concern-verbs. Even though our two initial verbs are used frequently in the passive, they may also be used actively, as in examples (2), (3) and (4) above. However, the verbs are used agentively extremely rarely (only once for ramme, ‘strike’ in the whole of the Oslo corpus). A reverse-animacy use however, is common among the active cases, as in examples (2), (3) and (4) above. These facts lead us to suggest an extension of the coding of these two verbs and inclusion of them into the reverse-animacy group of the deviant part of the sample. As they lack the property of causation, they must be said to resemble most the concern-verbs.

An interesting group of verbs, which are not represented in our classification of possibly reverse-animacy verbs, but which deserves mention are two-place unaccusatives. Unaccusative verbs are typically one-place verbs which lack an external argument. They are in a sense inherently passive, but without morphological marking for passive, and cannot passivize. Although unaccusatives are usually one-place, there is a small group of two-place unaccusatives, e.g. tilfalle ‘fall to’. We find two examples of these in the data material, both with the verb tilfalle ‘fall-to’. As mentioned above, the one-place unaccusatives only subcategorize for an internal argument, so this argument must either move to assume subject-position or an expletive subject must be inserted in order to realize a subject. As for the two-place unaccusatives, these subcategorize for two internal arguments, much like di-

It is difficult to come up with an adequate translation to English for the two-place unaccusatives as they usually realize their indirect object as an oblique:

(1) En ulykke hendte jenta
    an accident happened-to girl-DEF
    ‘An accident happened to the girl’
transitive verbs, and also hand out the roles of Benefactive and Theme to their arguments (Lødrup, 1995). Much like ditransitive verbs, the two-place unaccusatives may occur in double-object constructions, however with an expletive subject, as in (7b). The direct object may also assume subject position, as in (7a). As we see in (7c), two-place unaccusatives may not passivize.

(7) a. En arv tilfalt jenta
   an inheritance fall-to girl-DEF
   ‘An inheritance “fell” to the girl’

   b. Det tilfalt jenta en arv
      it fall-to girl-DEF an inheritance
      ‘An inheritance “fell” to the girl’

   c. *Jenta ble tilfalt en arv
      girl-DEF was fall-to-PASS.PART an inheritance

The sentence in (7a) above, looks very much like our other reverse-animacy constructions, and will therefore have to be accounted for. The fact that this is a rather limited group of verbs, however, makes them easy to handle. Even though the apparent object in (7a) above, is in fact an indirect object, and the subject the underlying object, we will include these within our meta-group of reverse-animacy verbs. Part of the reason for this, is obviously that we are dealing with an automatic, linear analysis which does not take into account underlying levels of linguistic structure.

In general then, as we saw in chapter 3.6, languages have a quite wide range of verbs which may allow for a reverse-animacy use, especially when we take into account the causative verbs. It is therefore quite striking that we find so few of these in our material. This indicates that our assumptions regarding the markedness relations expressed by combinations of the prominence hierarchies, as accounted for in chapter 3, to a large extent condition the realization of arguments in Norwegian.

**Deviant cases: metaphoric language** The rest of the group of deviant sentences, which amount to only three sentences, are metaphoric:

(8) a. Flaks reddet Ine (8) fra døden
      luck saved Ine (8) from death
      ‘Luck saved Ine (8) from dying’

   b. Fjorårets messe trakk 10 000 mennesker
      Last-year’s fair drew 10 000 people
      ‘Last year’s fair drew 10 000 people’
The verbs employed here are all prototypical transitive verbs, taking an
agentive subject and a theme/patient object. Their non-prototypicality with
regards to arguments in these cases can be attributed to metaphoric use.

5.1.2 Definiteness

The results for definiteness are far less conclusive than those for animacy.
The fact that we are dealing with a more finely grained scale is by all likeli-
hood partly responsible for the more “scattered” distribution of definiteness
and grammatical relations. The results for definiteness are presented in table
5.3 below.

The picture becomes clearer when looking at the hierarchical relationship

\[
\begin{array}{ccc}
\text{Subject} & \text{Direct Object} & \text{N} & \% \\
\hline
\text{Pro} & \text{Pro} & 21 & 2.1 \\
\text{Pro} & \text{PN} & 5 & 0.5 \\
\text{Pro} & \text{Def} & 56 & 5.6 \\
\text{Pro} & \text{Indef} & 48 & 4.8 \\
\text{PN} & \text{Pro} & 50 & 5.0 \\
\text{PN} & \text{PN} & 35 & 3.5 \\
\text{PN} & \text{Def} & 178 & 17.8 \\
\text{PN} & \text{Indef} & 108 & 10.8 \\
\text{Def} & \text{Pro} & 39 & 3.9 \\
\text{Def} & \text{PN} & 18 & 1.8 \\
\text{Def} & \text{Def} & 196 & 19.6 \\
\text{Def} & \text{Indef} & 134 & 13.4 \\
\text{Indef} & \text{Pro} & 10 & 1.0 \\
\text{Indef} & \text{PN} & 4 & 0.4 \\
\text{Indef} & \text{Def} & 56 & 5.6 \\
\text{Indef} & \text{Indef} & 42 & 4.2 \\
\hline
\text{Total} & & 1000 & 100.0 \\
\end{array}
\]

Table 5.3: Distribution of 1000 transitive sentences according to the defi-
niteness of subject and direct object

between the subject and object with regards to definiteness. There does
seem to be a tendency towards avoiding a less definite subject than object:

- Subject higher than or equal to object in definiteness: 823 sentences - 82.3%
- Object higher than subject in definiteness: 177 sentences - 17.7%

However, this is to be expected, as the subject is, after all, the default
topic, as the unmarked word order is SVO. As the topic tends to be given
information, thus often definite in form, this tendency is not at all surprising.
Indefinite subjects

From the harmonic alignment of the hierarchies of definiteness and syntactic functions (cf. chapter 3.4), it follows that indefinite subjects constitute the maximally marked subject with regards to the dimension of definiteness. Indefinite subjects are ungrammatical in several languages and subject to strict interpretational restrictions in others (Aissen, 2003, p. 445).

They are thought to be associated with special types of readings and are thought to be indirectly responsible for the impersonal active or presentational construction (Mikkelsen (2002), Sveen (1996)).

(9) Det oppsto brudd mellom stoffet og tankveggen
    ‘A break occurred between the substance and the wall of the tank’

This construction then, contains an expletive subject and an object which is the logical subject of the sentence. The object position may only be occupied by an indefinite argument, a so-called definiteness effect. It is thought to arise through a strategy for avoiding an indefinite subject in initial subject position, thus inserting an expletive subject instead (Sveen, 1996; Mikkelsen, 2002).

Sveen (1996) for Norwegian and Mikkelsen (2002) for Danish, both state that indefinite arguments in subject position incur an interpretational effect which is not present in the presentational construction. An example pair taken from Sveen (1996, p. 144) illustrates this:

(10) Noen studenter spiser på Frederikke hver dag
    ‘Some students eat at Frederikke every day’

(11) Det spiser noen studenter på Frederikke hver dag
    ‘Some students eat at Frederikke every day’

The personal active in (10) and the impersonal active or presentational construction in (11) incur different interpretations of their argument. (10) indicates that a specific group of students consume their food at Frederikke every day, whereas (11) does not impose this restriction of specificity on its argument. Another commonly mentioned property of indefinite subjects is genericity, a reading which is simply not available in the presentational construction, as some examples taken from Sveen (1996, p. 143) below should make clear:

5The example in (9) is taken from the Oslo Corpus.
(12) En student sover i parken
   a student sleeps in park-DEF
   ‘A student sleeps in the park’

(13) Det sover en student i parken
   it sleeps a student in park-DEF
   ‘A student sleeps in the park’

Where the personal version in (12) certainly allows a generic reading, the presentational (13) does not. In (12) the property of sleeping in parks may be attributed to students in general, whereas (13) simply states that some student is sleeping in a park.

In addition to genericity and specificity, indefinite subjects may also be interpreted as partitive (Mikkelsen, 2002). Here, the indefinite subject is seen to be a subset of a previously mentioned set, as in (14b) below, taken from Sveen (1996, p. 145):

(14) a. Per har fem venner
   Per has five friends
   ‘Per has five friends’

b. Tre bor i Oslo og to i Bergen
   three live in Oslo and two in Bergen
   ‘Three (of them) live in Oslo and two in Bergen’

These properties of indefinites leads to a distinction between strong and weak indefinites, where the strong indefinites are indefinites which are specific, generic or partitive, whereas the weak indefinites are the standard referential indefinites that correspond fairly well to an existentially quantified expression where the quantifier has narrow scope (Mikkelsen, 2002). Strong indefinites have more in common with definites than the weak indefinites, thus Mikkelsen posits a hierarchy\(^6\), where the strong indefinites are placed in between definites and the weak indefinites. Part of the same distinction is reflected in Aissen’s split between Specific and Non-Specific Indefinites (Aissen, 2003).

Both Mikkelsen and Sveen deal in essence with intransitive verbs. This is an important difference, as transitive sentences do not have the possibility for inserting an expletive in order to avoid an indefinite subject. Even so, Sveen (1996) claims that the avoidance of indefinite subjects tends to extend to transitive sentences as well. Many languages categorically ban indefinite subjects that are weak in the sense of Mikkelsen (2002).

Our data sample includes 113 sentences with indefinite subjects. Quite a few of these are clearly either specific, as in (15) below, or generic, as in (16) below:

\(^6\)Definite > Strong Indefinite > Weak Indefinite (Mikkelsen, 2002, p. 14)
(15) En nabø oppdaget inbruddstyven
    ‘A neighbour discovered the burglar’

(16) En grend uten skole mister sitt sosiale senter
    ‘A town without a school loses its social center’

Both specificity and partitivity are difficult to ascertain, as they often rely heavily on context. This is the reason why this distinction within the indefinite DPs has not been pursued further in the present context. A possible reason for the difficulty of ascertaining specificity, in particular, in indefinite subjects is the fact that they occupy subject position, and might thus be coloured somewhat by the fact that the subject is default topic. This will tend to give indefinite subjects a strong reading, as opposed to a weak one.

Another interesting feature of the sentences with indefinite subjects in the sample, is that they are very seldomly found as subjects in sentences with a topicalized object. A reason for this is that an initial subject will be default topic, thus, perhaps, more easily interpreted as a strong indefinite. With a topicalized object, however, this reading is probably less available, so one strategy for avoiding a weak indefinite subject might be to position it sentence-initially. Weak, indefinite subjects after all constitute the maximally marked configuration along the dimension of definiteness. Only three sentences of all the sentences with an indefinite subject has a topicalized object. Also, all of these subjects are modified restrictively, so as to enforce a strong reading, as in (17):

(17) Det sier en oppgitt nestleder av Fløen vel,
    ‘So says a resigned deputy leader of Fløen welfare-organization, Aida Hansen, to Bergens Tidende
    Aida Hansen, to Bergens Tidende
    ‘So says a resigned deputy leader of Fløen welfare organization, Aida Hansen, to Bergens Tidende’

5.1.3 Object topicalization

The number of sentences fronting a topicalized object in the sample amounted to 97 sentences, or 9.7% of the sampled sentences. However, with only the immediate context of the sentence available, sentences containing topicalized objects which are disambiguated mainly by a larger context may have been overlooked. The sentences with topicalized objects found in the sample might represent a prototypical, and therefore, easily recognizable, type of topicalization. In other cases, perhaps, will the larger linguistic context contribute towards disambiguation. In cases like these, the context might
for instance disambiguate a sentence where the arguments are equal with
regards to the animacy or definiteness scales.

However, as I have marked for topicalization only the cases which are
fairly clear, the results are conservative, rather than over-generating. The
following results will have to be viewed in light of this.

**Animacy and definiteness**

We are interested in the influence that the relative animacy or definiteness of
the arguments in a transitive construction might have on word order variation
in the sentence. We will therefore in the following take a closer look at the
relationship between the subject and object along these dimensions in the
sentences containing a topicalized object.

We will first examine the results for animacy in the sentences containing
a topicalized object:

- Subject animacy higher than or equal to that of the topicalized object: 100%, wherein (Subject-Object)
  - Hum/Anim - Hum/Anim: 2 sentences - 2,0%
  - Hum/Anim - Inan: 89 sentences - 91,8%
  - Inan - Inan: 6 sentences - 6,2%

There was not a single sentence with a topicalized object where the object
was higher in animacy than the subject.

The corresponding results for definiteness in the sentences containing a
topicalized object are presented below:

- Subject higher than or equal to topicalized object in definiteness: 48 sentences - 49.5%
- Topicalized object higher than subject in definiteness: 49 sentences - 50.5%

Once again, the picture for definiteness is much more fragmented. We see
that a little over half of these sentences have an object which is placed
higher in definiteness than the corresponding subject. This is certainly a
high number, however, when one reflects over this, it is not that surprising.
Obviously, an object which is topicalized will be an entity which displays a
high degree of topicality. A common characteristic of such an entity would
be that it represents given information, i.e. information that is in some sense
known to the speaker and hearer. It is not surprising then, that this object
which is topic, will be placed high in definiteness, whereas the corresponding
subject may often be lower. One reason for the significant rates of high-
placed objects in this case is that the inanimate pronoun det, ‘it’, as well
as demonstratives, such as dette ‘this’ are very commonly used object topic,
referring back in the discourse:
(18)  *Det* lovet  Leif  
       It     promised  Leif  
       ‘Leif promised it’

(19)  *Dette* sier  en  skuffet  Miss  Norway  
       this     says  a  disappointed  Miss  Norway  
       ‘This is what a disappointed Miss Norway says’

*Det* ‘it’ is in many ways a problematic pronoun, as it serves several functions in Norwegian. As mentioned above it is a 3. person singular pronoun which refers to inanimates or abstract concepts. It also serves as an expletive subject of, among others, presentational constructions and impersonal passives. It seems, however, that confusion between presentational constructions and a topicalized *det*-object when it comes to automatic disambiguation might not be as severe as one might think. First of all the verb in presentational constructions will usually be intransitive, whereas the verb of the topicalized version will certainly be transitive.

Turning to the examples in (18)-(19) above, we see that it should be fairly easy to distinguish these from presentational constructions. This does not however indicate that all other instances of initial *det* ‘it’ are topicalized objects. The more difficult case is to be found in distinguishing transitive sentences with topicalized *det* ‘it’ object from transitive sentences with a pronominal subject *det* ‘it’. Examples of the pronominal version are provided below:

(20)  Det oppsummerte  den  norske  gårsdagen  
       it     summed-up  the  Norwegian  yesterday  
       ‘That summed up yesterday’s events in Norway’

(21)  Det gjelder  blant  annet  reglene  om  vedlikehold  
       it     concerns  among  others  rules-DEF  about  maintenance  
       ‘It concerns, among other things, the rules on maintenance’

The pronominal use of *det* ‘it’ refers to an inanimate entity, or a part of earlier discourse. In comparison with the topicalized *det* ‘it’, as in examples (18) and (19) above, these cases display a quite different relationship between the subject and object. The topicalized cases in the data show a clear asymmetry between the arguments in animacy, i.e. the subject is almost always higher in animacy than the object, whereas the cases with pronominal *det* ‘it’ subjects display an equal relationship between the arguments, they are both inanimate, except for one case which has a reverse-animacy verb and thus a human object.

5.1.4 Equally placed arguments

Quite a few of the arguments in the data are equally placed on one or both of the scales of animacy and definiteness. This constitutes a middle ground with
regards to the markedness predictions expressed through harmonic alignment of the scales of syntactic functions with the scales for definiteness and animacy respectively. In these sentences, one of the arguments represent a marked constellation whereas the other argument represents the more unmarked possibility. For instance, in sentences where both arguments are inanimate, the subject represents the marked combination, whereas the object has unmarked properties with regards to animacy. In example (22) below, we see two arguments bearing the same value for animacy, namely inanimate, whereas in (23) the arguments are equally placed on the scale for definiteness:

(22) Meldingen utløste dette årets første runde med gjetninger
    ‑ The announcement triggered this year’s first round of guesses

(23) Pasientene aksepterer stort sett de nye reglene
    ‑ The patients generally accept the new rules

A reasonable prediction might perhaps be that in cases where the arguments are equally placed on one scale, they will not be so on the other, so that the other scale contributes towards disambiguation. Let us examine this prediction closer.

A quite high number of sentences has arguments placed equally on one of the scales of animacy or definiteness (see table 5.4 below).

<table>
<thead>
<tr>
<th>Scale</th>
<th>No. of sentences</th>
<th>% of whole sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>Animacy</td>
<td>361</td>
<td>36.1</td>
</tr>
<tr>
<td>Definiteness</td>
<td>294</td>
<td>29.4</td>
</tr>
</tbody>
</table>

Table 5.4: Number of sentences with equally placed placed on the scale of animacy or definiteness

sentences there are 136 sentences or 13.6% of the original sample of 1000 sentences, that contain arguments placed equally on both scales. These thus represent the intersection of the two sets represented in table 5.4 above. Two examples of these are provided below:

(24) Eva-Britt besøker Hamilton i Moskva
    ‑ Eva-Britt visits Hamilton in Moscow
    ‘Eva-Britt visits Hamilton in Moscow’

Due to the fact that a sentence may have equally placed arguments on both scales, the columns in table 5.4 will contain duplicates. The 136 sentences that have arguments placed equally on both scales are thus represented in both rows.

91
The traffic accidents represent the largest costs.

In (24) we find two arguments which are both proper nouns and human, whereas, in (25) the arguments are both definite and inanimate.

The rest of the sentences of table 5.4 have arguments placed equally on one scale but not on the other, as in examples (22) and (23) above. These count 383 sentences, or 38.3% of the original sample. It might be interesting, then, to examine the hierarchical relationship between the arguments in these sentences, where they are equally placed on one scale, but not on the other. Is it the case that their placements on the scale where they differ may help disambiguate?

This type of sentences may be roughly divided into two main groups:

1. Sentences that are equal in definiteness, but differ in animacy

2. Sentences that are equal in animacy, but differ in definiteness

Sentences of type 1 above are, not surprisingly, disambiguated by animacy in a majority of cases. What this means is that their arguments differ in animacy, and can be disambiguated based on this, as in example (26) below:

Departementet forbereder disse sakene
ministry-DEF prepares these cases-DEF

‘The ministry prepares these cases’

This example shows a typical case, where the arguments have the same value for definiteness, namely definite, but have different values for animacy; the subject is human and the object is inanimate. In the sentences of type 1, this accounts for 95.6% of the cases. The rest are accounted for in section 5.1.1 above on the deviant cases. This indicates that in sentences where the arguments are equally placed on the scale for definiteness, the argument’s value for animacy are central to disambiguation. Or rather, animacy is a strong disambiguating factor in general, and also in sentences where the arguments are of equal definiteness.

When a sentence is of type 2, i.e. containing arguments that are equally placed in animacy, but not in definiteness, however, the picture is more complex. There are two subgroups then, sentences where the arguments are both animate (human), as in (27) below, and sentences where both arguments are inanimate, as in (28) below:

\[\text{(26) Departementet forbereder disse sakene} \]
\[\text{ministry-DEF prepares these cases-DEF} \]
\[\text{‘The ministry prepares these cases’} \]

\[\text{(27) Departementet forbereder disse sakene} \]
\[\text{ministry-DEF prepares these cases-DEF} \]
\[\text{‘The ministry prepares these cases’} \]

\[\text{Sentences of type 1 above are, not surprisingly, disambiguated by animacy in a majority of cases. What this means is that their arguments differ in animacy, and can be disambiguated based on this, as in example (26) below:} \]

\[\text{Departementet forbereder disse sakene} \]
\[\text{ministry-DEF prepares these cases-DEF} \]
\[\text{‘The ministry prepares these cases’} \]

\[\text{This example shows a typical case, where the arguments have the same value for definiteness, namely definite, but have different values for animacy; the subject is human and the object is inanimate. In the sentences of type 1, this accounts for 95.6% of the cases. The rest are accounted for in section 5.1.1 above on the deviant cases. This indicates that in sentences where the arguments are equally placed on the scale for definiteness, the argument’s value for animacy are central to disambiguation. Or rather, animacy is a strong disambiguating factor in general, and also in sentences where the arguments are of equal definiteness.} \]

\[\text{When a sentence is of type 2, i.e. containing arguments that are equally placed in animacy, but not in definiteness, however, the picture is more complex. There are two subgroups then, sentences where the arguments are both animate (human), as in (27) below, and sentences where both arguments are inanimate, as in (28) below:} \]

\[\text{Due to the fact that the 136 sentences with arguments that are equally placed on both scales are duplicated in the above figures, this number is obtained by subtracting 136 from the sum in table 5.4 twice, i.e. } 361 + 294 - 136 - 136 = 383. \]

\[\text{This is a form of metonymy and is coded for the indirect referent, cf. chapter 4.4.} \]
Within both of these subgroups there is certainly a tendency towards a subject placed higher than the object on their differing scale of definiteness, so as to help disambiguate. In the subgroup where both arguments are human (animate), 69.6% have subjects that are higher in definiteness than the objects, whereas in the subgroup where both arguments are inanimate, the figure rises to 83.2%.

With regards to word order the sentences of type 2, seem to resist topicalization at a higher frequency than the sample as a whole. An interesting feature of the few sentences that are in fact topicalized (8 all together), is that they seem to a large extent to be disambiguated by definiteness, i.e. the subject is higher in definiteness than the object. The example sentence in (29) below illustrates this, it contains a topicalized, indefinite object and a pronominal subject:

(29) Impåsålitne menn holder hun på avstand
pushy men keeps she at distance
‘Pushy men, she keeps at a distance’

This generalization holds for all but two of these topicalized sentences, with arguments that are equally placed in animacy, as in (30) below:

(30) Det kan ikke den hyggelige kirkelunsjen heller
can not the pleasant church-luncheon either
‘Neither can the pleasant church luncheon’

Both of these typically front the topicalized pronoun det ‘it’, the common object topic, as we have seen above.

5.2 Summary, discussion and practical consequences

In the above sections, the results from the data analysis have been presented and reviewed. In the following, we will sum up these results, as well as outlining some possible practical consequences of these results.

5.2.1 Summary and discussion

Throughout the analysis, we have been interested in the relationship between the arguments of a transitive construction along the scales of animacy and
definiteness. The status of these properties as a conditioning factor on word order variation has also been central.

Section 1 was attributed to animacy. We saw that Norwegian does seem, to a very large extent, to adhere to a constraint which might be stated as follows:

**Constraint on subject** The subject must never be lower in animacy than the object

It is important to remember, however, that this is not a categorical constraint in Norwegian. Earlier we have seen that in inverse languages, like Navajo, this constraint is categorical, or rather, a sentence where the object is higher than the subject in animacy must be formally marked (by the inverse). In Norwegian, however, no such marking is obligatory, rather, we have observed a strong statistical tendency in this direction. We looked in detail at the deviant cases which do not follow the subject-constraint above, and found that they in general could be classified as belonging to one of two groups:

1. Sentences with reverse-animacy verbs
2. Sentences with metaphoric language

In section 2 we looked at definiteness. In particular we saw that a corresponding subject-constraint for definiteness does not seem as strongly operative in Norwegian as the one for animacy described above.

Another main goal of the data analysis was to survey the frequency of object topicalization in order to obtain a clear picture of the challenge it poses to automatic disambiguation. Also, we wanted to examine the relationship between the arguments in topicalized constructions parallel to the above analysis. We saw that 9.7% of the sentences in the sample had a topicalized object. A complicating factor however, is the degree of context-dependency of object-topicalization, and we were forced to conclude that some topicalizations may have been missed due to the limited context available in the sample.\(^{10}\) It might be possible, however, to argue that these types of constructions are likely to be avoided, as they easily cause misinterpretations. However, data to support this is not easy to obtain. We will leave it at that for the present, and rather focus on the constructions of which we are certain are topicalized.

We looked at the animacy and definiteness relations between the arguments in the sentences containing a topicalized object. With regards to animacy, the constraint that the object should never surpass the subject in animacy was observed in all the sentences, i.e. there was no topicalized sentence with an object higher than the subject in animacy. In the case of definiteness, the picture was even less conclusive than for the sample taken as

\(^{10}\)The linguistic context of the transitive constructions was only the immediate sentence.
whole. This was in part due to the frequent topicalization of the 3rd person pronoun *det* 'it' and the determiner *dette* ‘this’, as well as the property of givenness which often surfaces in definite form.

Finally, we examined cases where the arguments are equally placed on one or both of the scales. Again, we saw that the scale of animacy is central to disambiguation. When the arguments of a sentence in the sample were equally placed in definiteness, 95.6% of these could be disambiguated solely by animacy. When taking into account the above reflections on reverse-animacy verbs and metaphoric use, all of them could be accounted for.

The sentences equal in animacy could, to a certain extent, be disambiguated based on their differing properties in definiteness. Importantly, the few sentences with equally animate arguments and a topicalized object, seemed to depend on definiteness for disambiguation to a much greater extent than the rest of the group of topicalized sentences.

5.2.2 Practical consequences

The practical side of this analysis, focuses on the possibility for disambiguation of syntactic functions based on properties of their arguments along the dimensions of animacy and definiteness. In addition there is the dimension of word order, which is closely related to syntactic functions in Norwegian. The overall majority of sentences, as we have seen above, have the canonical SVO word order.

When it comes to disambiguating between the subject and object we have focused on semantic properties of these functions through the hierarchies of animacy and definiteness. Animacy certainly seems to be the most conclusive factor in disambiguation. Based on this then, three main scenarios can be envisioned in a disambiguation process where we have a transitive sentence with a linear surface structure like $[\alpha \text{Verb} \beta]$:

**Disambiguating asymmetry** $\alpha = \text{hum-anim}, \beta = \text{inan}$

**Topicalization/Deviant asymmetry** $\alpha = \text{inan}, \beta = \text{hum-anim}$

**Equally placed** $\alpha = \text{hum-anim/inan}, \beta = \text{hum-anim/inan}$

In the first case, that of disambiguating asymmetry, we find a first argument that is human or animate and a second which is inanimate. This is a case of a prototypical transitive sentence, where we can conclude that we are dealing with an SVO word order. The reason for this is that none of the sentences containing a topicalized object in the sample have a human or animate object and an inanimate subject. This however could have been a possibility in a case of disambiguating asymmetry where we had a topicalized object in a

---

11 As we remember, a determiner which occurs alone is pronominal and is thus annotated as such (cf. chapter 4.2).
reverse-animacy construction. In chapter 3.7, we examined Lee (2002b)’s theory of markedness reduction in Hindi, and asked tentatively whether a similar point might be made for Norwegian, i.e. will there in cases where the subjects and objects are marked with regards to the hierarchies in question be an avoidance of a marked (topicalized) word order? This is certainly the case for the sentences in the deviant group of 2.4%, where we find that none of these contain a topicalized object. This is not to say that a topicalized version of these verbs would be strictly ungrammatical. As we remember, we are here dealing with two main types of sentences deviating from the norm - reverse-animacy use and metaphoric use. The boundaries of grammaticality seem fuzzy with regards to topicalization in these sentences, which certainly are marked. This is exemplified below with the non-topicalized and the topicalized version of the same sentence, taken from the deviant group of the sample - a metaphoric use in (31), an *amuse*-verb in (32), a *concern*-verb in (33) and a causative use in (34):

(31)  a. Flaks *reddet* Ine (8) fra døden
luck saved Ine (8) from death-DEF
‘Luck saved Ine from dying’

b. ?? Ine (8) *reddet* flaks fra døden
Ine (8) saved luck from death-DEF
‘Ine (8), luck saved from dying’

(32)  a. Spørsmålet *plier* Espen
question-DEF bothers Espen
‘The question bothers Espen’

b. ?? Espen *plier* spørsmålet
Espen bothers question-DEF
‘Espen, the question bothers’

(33)  a. Loven *omfatter* ikke folkeskolærerne
law-DEF includes not schoolteachers-DEF
‘The law doesn’t include the schoolteachers’

b. ?? Folkeskolærerne *omfatter* ikke loven
schoolteachers-DEF includes not law-DEF
‘Schoolteachers, the law doesn’t include’

(34)  a. Terrorbomben som eksploderte *drepte* hundrevis av mennesker
terror-bomb-DEF that exploded killed hundreds of people
‘The terror bomb that exploded killed hundreds of people’
b. Hundrevis av mennesker drepte terrorbomben som eksploجرte 'Hundreds of people, the terror bomb that exploded killed’

Not surprisingly, the metaphoric use in (31) borders on ungrammaticality. This is not surprising, as the main tool for metaphoric use is a violation of the subcategorization properties of the verb in question, usually a quite prototypical, agentive transitive verb. When this is combined with a marked word order, something is obviously wrong. Our claim here would be that metaphoric use relies heavily on canonical word order in order to function properly.

The reverse-animacy verbs must be said to be more acceptable with a topicalized object, although they are in need of a lot of contextual help, like stress, in order to be fully acceptable. However, a topicalized version of one of the reverse-animacy verbs, like the *amuse*-verb *plage* ‘bother’, becomes much more acceptable when used with an accusative pronoun as topicalized object, thus marking its grammatical function morphologically:

(35)  

```
Meg plager det veldig
me bothers it very
'Me, it bothers very much'
```

The fact that none of the deviant sentences are topicalized in the data set tells us that this might not be such a probable case. In comparison, uses of the reverse-animacy verbs with arguments that are not reverse, i.e. agentive uses or uses where the arguments are equally placed in animacy, are topicalized in a number of sentences in the sample.

In the case of the Topicalization/Deviant asymmetry scenario, where we have an inanimate first element and a human or animate second element, we either have a case of a topicalized object construction or a reverse-animacy construction. Here we will have to look closer at the verb. If the verb is a reverse-animacy verb, we may conclude a SVO word order. However, if the verb is a regular transitive verb, we have in fact two conflicting situations - either a topicalized object as in (36) below or a personificating metaphoric use as in (37) below:

(36)  

```
Seks kroner pr. kilo betaler Fjell
six crowns per kilo pays Fjell
'Six crowns per kilo, Fjell pays'
```

(37)  

```
Flaks reddet Ine (8) fra døden
luck saved Ine (8) from death
'Luck saved Ine (8) from dying'
```
Both of the verbs in the above examples are trans1-verbs, i.e. prototypical agent-theme transitive verbs. Being able to separate these two, then, is an extremely difficult task and would require a lexicon with a much richer semantic specification for verbs in particular, as well as specification for animacy etc. for nouns. This is well beyond the scope of this thesis. However, this type of metaphoric use (i.e. with a deliberate reversal of argument properties) is not common in the data set at all. Only 2 sentences, i.e. 0.2% in the sample have this property. The conclusion for the cases which are not reverse-animacy then, would be to tag these according to an OVS word order.

This leaves us with the possibility for equally placed arguments, i.e. arguments that are equally placed on one or both of the scales. We have seen above that the cases where the two arguments are equally placed only in definiteness, animacy, once again disambiguates almost the whole group. These cases thus become cases of disambiguating asymmetry as defined above.

Our real concern in this third group of possible constellations, becomes sentences where the arguments are equally placed in animacy. These cases constitute 36.1% of the data sample or 361 sentences, which is a fairly high number. Of these 74 have arguments that are both human, and 287 have arguments that are both inanimate. The rate of topicalization is very low for these types of sentences 2.7% for the human group and 2% for the inanimate. Again, this is a result that must be viewed with caution, as it is precisely in this group of sentences where the context would be a decisive factor for disambiguation. However, as we choose to overlook this out of necessity, it tells us that in the whole of the group of sentences with equally placed arguments in animacy, only 2.35% of these have a topicalized object, a much lower number than for the rest of the sample. This might be taken as an indication that a constraint blocking marked word order is more operative in these sentences which certainly are prone to ambiguity. We have also seen that in the few sentences with arguments of equal animacy, where the object has been topicalized, these are often disambiguated by the relative definiteness of their arguments.

5.3 New challenges and their theoretical implications

Norwegian is in general a language which marks syntactic functions through structural positioning, a fact which relates to its lack of morphological case. Another often noted fact regarding Norwegian is that it may in principle topicalize any nominal constituent. These generalizations are unchallenged at a level of complete grammaticality, or competence. The b) sentences in (32) - (34) above, where we find topicalized versions of reverse-animacy sentences from the data material, are all grammatical at a competence level.
So are sentences with equally animate arguments and a topicalized object which are not disambiguated by definiteness, as in (30) above.

In chapter 3 describing our theoretical framework, examples are drawn from distant languages like Navajo, Hindi and Haida, exemplifying languages where the relationship between certain properties of the arguments in transitive sentences and their realization and positioning as syntactic functions, are categorical or grammaticalized at the competence level. Our main question then, has been whether some of the same conditioning factors, in this case, animacy and definiteness, are operative at a statistical level in Norwegian, i.e. as strong usage preferences at a level of performance. These are aspects of language that may be explained through so-called soft constraints, in contrast to the hard constraints of categorical grammars.

What we have seen above then, is that Norwegian, whilst in a majority of cases marking syntactic function through structural position, also relies heavily on animacy, in particular, for disambiguation of the syntactic functions of subject and object. In short, our findings that constitute new knowledge on Norwegian may be summarized within three main headings:

**Properties of syntactic functions** Subjects are almost exclusively higher or equally placed in animacy than their corresponding objects.

**Word order freezing** A freezing effect on word order in reverse-animacy constellations is present in Norwegian.

**Ambiguity and word order** Sentences with equally animate arguments resist object topicalization. If they do topicalize, however, they must be disambiguated in some other way - most often by definiteness.\footnote{Another way of disambiguating these types of sentences is obviously by lexical means. As Morimoto (2000) noted for Haida, transitive sentences freeze to canonical word order when arguments are of equal animacy, unless lexical properties of the verb makes it clear which arguments are linked to which syntactic functions (cf. chapter 3.7.3).}

We have seen that, as common to many languages, animacy figures as an important conditioning factor for syntactic functions, their realization and positioning within the sentence. Whereas it certainly is true that most constituents may topicalize, we see that they are not associated with the same probability. Sentences with a reverse-animacy argument constellation, for instance, will topicalize at a vanishingly low rate. This, however, is not arbitrary or random, but rather, founded in principles common to a range of different languages. A strict level of competence will not capture this aspect of similarity, and thus explains too little and too much at the same time:

Categorical linguistic theories claim too much. They place a hard categorical boundary of grammaticality where really there is a fuzzy edge, determined by many conflicting constraints [...]
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Categorical linguistic theories explain too little. They say nothing at all about the soft constraints which explain how people choose to say things. (Manning, 2003)

In the next chapter we will see how our findings regarding the influence of animacy and definiteness on the realization of syntactic functions and on word order in the transitive sentence may be modeled using stochastic Optimality Theory, a theory which allows for probabilistic and variable data, whilst at the same time founding this variation in Optimality Theoretic constraints assumed to be universal.
Chapter 6

Modeling variation: a stochastic OT analysis

Our point of departure for the work presented here, as mentioned several times, has been that of ascertaining whether properties along the dimensions of animacy and definiteness condition the realization of syntactic functions and their placement within the sentence in Norwegian. To be more specific, we want to investigate whether the variation between different syntactic interpretations of a transitive sentence might be governed by universal principles expressing markedness relations.

In the following, a stochastic OT (StOT, cf. chapter 3.5) analysis will be presented that reflects the theoretical framework of chapter 3, as well as accounting for the findings presented in chapter 5. A stochastic model has been chosen in order to reflect the variation observed in the data, representing the fact that we are not dealing strictly with a scale of grammaticality, but rather of probability. Firstly, we will examine our chosen input for OT evaluation, as well as the output candidates. Secondly, we will introduce the constraints central to our stochastic OT grammar and motivate further the choice of a stochastic, rather than an ordinal OT approach by way of examples. Following, we will take a closer look at the specific implementation of stochastic OT employed here, and present and discuss the results obtained from stochastic evaluation. Finally, we will focus on some topics for further research, and review in some detail a possible extension of our analysis through stochastic bidirectional OT.
6.1 Input and candidates

The input to GEN\(^1\), then, will consist of a rough argument structure, specified for the arguments’ value for animacy, definiteness and topicality. An example input is given below:

\[(1) \quad V(\text{Anim}/\text{Pro}/\text{Top}, \text{Inan}/\text{Def})\]

The arguments are in random order, i.e. do not posit any restrictions on the output word order, which is to be generated by constraint interaction. We also limit ourselves to treatment of the types of sentences represented in the data material, i.e. declarative transitive sentences which are possibly ambiguous, where neither the case of their arguments nor the word order in the sentence determines syntactic function.

As OT is not a representational theory as such, input might just as well have been represented as an underspecified f-structure, as typical of the OT-LFG direction represented here by Lee (2002b,a). The idea is that GEN generates more specific\(^2\) f-structures with corresponding c-structures as candidates. An underspecified input f-structure representing identical information as the more informal input above, is represented in (2) below:\(^3\)

\[(2) \quad \begin{array}{l}
\text{PRED} \quad ' \\
\text{GF}_1 \quad \begin{bmatrix}
\text{ANIMACY} & \text{anim} \\
\text{DEF} & \text{pro}
\end{bmatrix} \\
\text{GF}_2 \quad \begin{bmatrix}
\text{ANIMACY} & \text{inan} \\
\text{DEF} & \text{def}
\end{bmatrix} \\
\text{TOPIC}
\end{array}\]

Following a common assumption in the OT-literature, we limit our analysis to as little structure as possible. In contrary to the traditional analysis of V2-languages,\(^4\) we will not assume that all Norwegian declarative sentences are CPs, but rather that a CP is only needed when something other than the subject is topicalized, like in Sells (2001), for Swedish (cf. chapter 2.2). This relies on the common notion of the subject as default topic, and we thus adopt an IP-analysis of canonical SVO declaratives.

---

\(^1\)As we remember from chapter 3.3, possible output candidates are thought to be generated by GEN(erator), a function which generates all possible candidates from a given input.

\(^2\)As we remember from Lee (2002b), the candidate f-structure is more specific, in the sense that the input f-structure subsumes the candidate f-structures.

\(^3\)GF stands for Grammatical Function. The below f-structure is thus underspecified with regards to the grammatical (syntactic) function of its arguments.

\(^4\)See for example Nordgård and Åfarli (1990) for an analysis of Norwegian.
From the input, then, GEN in turn generates four possible output candidates, representing possible surface structure:\textsuperscript{5}

**Candidate 1:** \[ IP \text{ Subject}_{Anim/Pro/Top} [I' V [VP Object_{Inan/Def}]] \]

**Candidate 2:** \[ IP \text{ Subject}_{Inan/Def} [I' V [VP Object_{Anim/Pro/Top}]] \]

**Candidate 3:** \[ CP \text{ Object}_{Inan/Def} [C' V [IP Subject_{Anim/Pro/Top}]] \]

**Candidate 4:** \[ CP \text{ Object}_{Anim/Pro/Top} [C' V [IP Subject_{Inan/Def}]] \]

In the evaluation process from input to output, we want in essence to arrive at two different but inter-related properties of the output structure: 1) to ascertain from the properties of the arguments in the input the subject- or objecthood of these, and 2) to ascertain the resultant word order in the output structure, based on properties of the arguments and specific word order constraints.

### 6.2 Constraints

As we remember, OT constraints should be well-founded linguistically. The idea behind StOT is that constraints that are categorical in some languages are expressed as statistical tendencies in others. This means that constraints posited for one language should also be candidates for universal constraints.

#### 6.2.1 Animacy constraints

In chapter 5, we saw that there is a strong tendency in Norwegian that the subject should not be lower in animacy than the corresponding object. This constraint was observed by 97.6\% of the sentences in the sample. As we have seen earlier, this is not an isolated tendency, but one that is categorical in several languages, e.g. the inverse language of Navajo\textsuperscript{6}. In the languages Tzotzil and Chamorro, transitive sentences with a 3rd person inanimate subject and a 3rd person animate object are excluded (Aissen, 2003, p. 443).\textsuperscript{7}

\textsuperscript{5}Here we abstract away from the possibility of object shift, where the object is in fact in a position forward to the left. This is a phenomenon where a weak pronominal object may precede negation and other adverbials, usually assumed to mark the left edge of VP:

\begin{itemize}
  \item \(1\) Vi likte han ikke
  \begin{itemize}
    \item we-NOM liked he-NOM not
  \end{itemize}
  \begin{itemize}
    \item ‘We did not like him’
  \end{itemize}
\end{itemize}

\textsuperscript{6}As we remember, in Navajo, an inverse version of a transitive sentence is required when the object is higher than the subject in animacy (cf. chapter 3.1.2).

\textsuperscript{7}Here, the dimension of person is obviously also a conditioning factor. However, if assuming a person hierarchy, such as the one in Aissen (1999), Local > 3rd, it follows from harmonic alignment that a subject which is 3rd person is marked, and a subject that
There are also languages, such as Jakaltek and Halkomelem, where inanimate subjects in transitive sentences are banned altogether, irrespective of the objects rank in animacy (Aissen, 2003, p. 443).

The tendency described above is a generalization in line with the properties expressed by harmonic alignment of the scales of syntactic function and animacy (cf. chapter 3.4), which gives us the following subhierarchies:⁸

\[(3) \quad \begin{align*}
  a. \quad & *\text{Su/INAN} \gg *\text{Su/ANIM} \\
  & \text{An inanimate subject is more marked (and should to a larger extent be avoided) than a human/animate subject.} \\
  b. \quad & *\text{Obj/ANIM} \gg *\text{Obj/INAN} \\
  & \text{A human/animate object is more marked (and should to a larger extent be avoided) than an inanimate object.}
\end{align*}\]

The most marked construction according to the above constraints, then, is a sentence with an inanimate subject and an animate object. This is in line with our data analysis. These maximally marked constructions are, however, not ungrammatical in Norwegian, they are simply quite rare. Another property of these (as we saw in chapter 5) is that they topicalize at a vanishingly low rate.⁹

As we remember from chapter 5, three subject-object configurations may be envisioned with regards to animacy:

1. The subject is higher in animacy than the object (i.e. animate subject and inanimate object)
2. The arguments are of equal animacy
3. The subject is lower in animacy than the object (i.e. inanimate subject and animate object)

In order to express these three scenarios and their relative markedness by constraints we introduce the technique of local conjunction (cf. chapter 3.4). This helps us express the idea that a construction marked in two or more aspects is more marked than a construction marked in only one of these. As the local conjunction is always ranked above its conjuncts, this property is preserved in a constraint ranking. We thus conjoin the two subhierarchies in

is inanimate is also marked. A subject which is thus marked in both these respects, i.e. 3rd person and inanimate, must be said to be cumulatively more marked than one marked only along one of these dimensions.

⁸As no significant differences between human and non-human animates have been observed in the data, the categories Human and Animate are collapsed into one category: Anim.

⁹Our data material does not include a single topicalized sentence with an inanimate subject and an animate object. This does not however, mean that these are ungrammatical. Even though they sound odd to say the least, in a proper context, with appropriate stress they could probably pass as grammatical.
(3) above (Donohue, 1999; Morimoto, 2000) and obtain the product partial order below:

1. \(*\text{Su/INan} \& *\text{Obj/Anim}\)
2a. \(*\text{Su/INan} \& *\text{Obj/INan} \quad 2b. *\text{Su/ANim} \& *\text{Obj/ANim}\)
3. \(*\text{Su/ANim} \& *\text{Obj/INan}\)

The above figure thereby also indicates the relative markedness of the resulting conjunctions. The top constraint, 1., is the most marked, as it results from conjunction of the two highest ranked constraints of the subhierarchies, i.e. the two configurations most to be avoided. The two conjunctions in 2. are unranked with respect to each other, resulting from conjunction between one highest ranked constraint and a lowest ranked constraint. Finally, the least marked configuration is the one found in 3., where we have the configuration resulting from conjunction of the two lowest ranked constraints of the subhierarchies. We generalize the above picture into three constraints (Donohue, 1999, p. 20):

<table>
<thead>
<tr>
<th>Result from local conjunction</th>
<th>Constraint</th>
</tr>
</thead>
<tbody>
<tr>
<td>*\text{Su/INan} &amp; *\text{Obj/Anim}</td>
<td>*S&lt;\text{O(ANim)}</td>
</tr>
<tr>
<td>*\text{Su/INan} &amp; *\text{Obj/INan}, *\text{Su/ANim} &amp; *\text{Obj/ANim}</td>
<td>*S=\text{O(ANim)}</td>
</tr>
<tr>
<td>*\text{Su/ANim} &amp; *\text{Obj/INan}</td>
<td>*S&gt;\text{O(ANim)}</td>
</tr>
</tbody>
</table>

Following from the local conjunction and the markedness relations obtained between the resulting constraints, the above constraints are ranked internally in a subhierarchy:\(^{10}\)

\[(4) \quad *S<\text{O(ANim)} \gg *S=\text{O(ANim)} \gg *S>\text{O(ANim)}\]

The subhierarchy above may be paraphrased as follows: “A construction with a subject that is lower than its object in animacy is more marked (thus more to be avoided) than a construction where the arguments are of equal animacy etc.”

6.2.2 Word order constraints

We have looked at the interplay between properties of the arguments in a transitive sentence and the preferred word order in the sentence. As we have seen, Norwegian allows for both the canonical SVO word order, and the more marked OVS word order, where the object is topicalized. Word order is often expressed in OT through so-called alignment constraints (Lee,

\(^{10}\)This ranking is also supported by our findings in the data. An exact numerical ranking of these constraints will be presented in the section on the stochastic evaluation.
2002b), which align the element in question with a position in the clause (left- or rightmost). These constraints express a generalization akin to harmonic alignment, namely that the structural position of constituents mirror their rank on the hierarchy of grammatical functions. The subject, which is highly ranked on the hierarchy of grammatical functions, is also placed structurally high, or far to the left, thus representing a type of iconicity with regards to word order. The following constraint, based on a similar constraint in Choi (1999)\textsuperscript{11}, expresses these generalizations:

\begin{equation}
\text{CANON}_{GF} - \text{Grammatical functions remain in their canonical positions}
\end{equation}

An important point here, is that the above constraint on word order will not penalize a sentence where something other than the grammatical core functions is topicalized. This is in line with what we want, as we do not wish a sentence like (6) below, with a topicalized adverbial, to violate $\text{CANON}_{GF}$:

\begin{equation}
\text{(6) I dag skrev jenta brevet}
\end{equation}

To day wrote girl-DEF letter-DEF

‘Today, the girl wrote the letter’

Even though such sentences are not examined here, we want our constraints to permit an extension of coverage. The constraint $\text{CANON}_{GF}$ will, however, penalize a sentences with a topicalized object.

We saw that certain freezing effects seem to be present in the data, at least to a statistical measure. As we remember (cf. chapter 3.7), this is a tendency that is not unique for Norwegian. Haida, the indigenous language of British Columbia, reviewed in Morimoto (2000), for example, exhibits a categorical word order freezing in sentences where the subject is lower in animacy then the object, and also when they are of equal animacy.

In our data analysis for Norwegian, we saw that sentences where the animacy of the arguments is reversed in comparison to the prototypical transitive sentence, i.e. where the subject is inanimate and the object is animate, there seems to be a strong tendency towards an unmarked word order, expressing a markedness reduction or avoidance of the worst of the worst (marked subject and object and marked word order) as in Lee (2002b). In order to express this generalization, we once again make use of the technique of local conjunction. We wish to express the freezing effect observed when the

\begin{footnotesize}
\begin{itemize}
\item[(1)] $\text{CANON}_{gf}$
\item[(a)] SUBJ should be structurally more prominent than (e.g. c-command) non-SUBJ functions.
\item[(b)] Non-SUBJ functions align reversely with the c-structure according to the functional hierarchy.
\end{itemize}
\end{footnotesize}
subject is inanimate and the object is animate, thus expressing that a sentence marked in the above respect is cumulatively more marked if it also has a marked word order. We thus locally conjoin the constraint *S<O(ANIM) with the constraint enforcing canonical word order, CANONGF and obtain the following constraint:

(7)  *S<O(ANIM) & CANONGF

A local conjunction, then, is violated only when both the local conjuncts are violated. In this case, a sentence where the subject is inanimate, the object is animate and the word order is marked, i.e. OVS, will violate the constraint as a whole.

We also wish to allow for topicalization, thus needing a constraint that will align the topic in the sentence appropriately. As the data we are dealing with is not marked for discourse topicality, we will adopt a structural definition of a topic. This means that whatever is situated in the first position of the sentence, be it the subject or the object, will be regarded as marked for topic. The fact that we are not dealing with interrogative sentences, which topicalize a focused object, makes this a plausible approximation also with regards to discourse status.\footnote{As we remember, however, also foci other than interrogative pronouns may topicalize. These are the so-called \textit{contrastive foci} (Engdahl, 1997). However, as they are quite indistinguishable from contrastive topics without the assistance of a larger context, we will abstract away from this distinction in the following.} We make use of the following alignment constraint (Lee, 2002b, p. 23):

(8)  \textsc{Top-L} - topic aligns left in the sentence, i.e. IP for subject topics and CP for object topics

A consequence of this notion of topic is that the above constraint becomes categorical, i.e. no candidate violating this constraint will ever be a winning candidate. This commits to only allowing for one topic in a sentence, and demanding that whatever is marked for topic is either in subject position, SpecIP, (as subject is default topic) or is topicalized to SpecCP in the case of object topics.

At this point we may hypothesize a ranking\footnote{The individual constraints from harmonic alignment of the hierarchies of animacy and syntactic function will be excluded from the rankings here and in the following. The reason for this is that they will necessarily be ranked lower than the constraints resulting from their local conjunction. The two high-ranked constraints in these subhierarchies will not play a decisive role, as the conjoined constraints will deal with the same phenomena. The lowest ranked constraints will in reality be ranked very low, and do not play a role in any of the evaluations we are to discuss. This is a consequence of the way harmonic alignment is done formally, that one will have low-ranking constraints that are ranked so low as to be virtually non-effective. For the same reason, *S>O(ANIM) will also be left out in the following analysis.} of the above constraints:

(9)  \textsc{Top-L}, *S<O(ANIM) & CANONGF \gg *S<O(ANIM) \gg CANONGF \gg *S>O(ANIM)
The above ranking is based on frequencies in the data material, as well as principles governing local conjunction and subhierarchies. Top-L and *S< O(Anim) & CANONGF are never violated in the data material, and are thus ranked highest of all the constraints. This ensures that a candidate violating one of these two constraints will never be an optimal candidate, i.e. these constraints are categorical. Following the two categorical constraints is the constraint *S< O(Anim), penalizing constructions with inanimate subjects and animate objects. This is ranked above *S= O(Anim), because constructions with inanimate subjects and animate objects are less frequent than constructions with arguments of equal animacy.

As mentioned above, the hypothesized ranking in (9) above, is based on the relative frequencies in the data material, and is thus data-driven. However, it is also a categorical ranking, rather than a stochastic one. This means that from one input there will always be one and the same optimal output, i.e. there is no room for variation. An example tableau may help to clarify this point.\footnote{At this point, definiteness is not represented in the input, as no constraints targeting definiteness have been introduced yet.}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
V(Anim, Inan/Top) & Top-L, *S< O(Anim) & CANONGF \\
\hline
a. [IP SAnim [IV [VP OInan/Top]]] & *! & * \\
\hline
b. [IP SInan/Top [IV [VP OAnim]]] & *! & * \\
\hline
c. [CP OInan/Top [CIV [IP SAnim]]] & *! & * \\
\hline
d. [CP OAnim [CIV [IP SInan/Top]]] & *! & * \\
\hline
\end{tabular}
\caption{(10)}
\end{table}

For the input of an animate, non-topic argument and a topic inanimate argument, we see from the above tableau in (10) that the optimal candidate is candidate c., i.e. one where the topic, inanimate argument is realized as a topicalized object and the animate, non-topic as the subject. However, as we have seen in the data analysis, candidate b., with an inanimate subject and an animate object, should certainly also constitute a possibility, albeit...
a less frequent one. This is where stochastic OT comes in, as we shall see shortly.

6.2.3 Definiteness

It seems fair to say that the dimension of word order is closely tied to a certain asymmetry in animacy. With regards to arguments that are equal in animacy, this asymmetry is not present.

We concluded the last chapter with some interesting points regarding constructions with equally animate arguments in Norwegian:

- They have a much lower rate of topicalized objects (2.35%) than the data material as a whole.
- The sentences that do contain a topicalized object are, in a majority of cases, disambiguated by definiteness, i.e. the subject is higher than the object in definiteness.

This gives us an indication that definiteness might be a decisive factor when it comes to the disambiguation of this type of sentences. We may attempt something like the following generalization: sentences with arguments that are equally placed in animacy tend to resist word order variation, but if they do vary, the arguments differ in definiteness to the extent that they help disambiguate the sentence.\(^\text{15}\) This is, as we remember, not the norm for the data as a whole. In the whole group of sentences with topicalized objects, we found that as many as 50% of these had a subject that was lower than the object in definiteness. As we have seen above, this is not that surprising, as definiteness is often linked to topicality and givenness. Precisely because of this, it is striking that this does not seem to be the case to such a large extent for the group of object-topicalized sentences with equally animate arguments.

The first point above states that the sentences with equally placed arguments tend to resist topicalization to a significantly larger extent than the rest of the sentences in the data material. We have seen that a possible ambiguity may cause word order freezing in other languages (Lee, 2002a; Bloom, 1999; Morimoto, 2000) (cf. chapter 3.7). In particular, we can mention the language Haida again (Morimoto, 2000), where word order categorically freezes in sentences with arguments of equal animacy, unless lexical properties of the verb clearly indicate the function of each argument.

\(^{15}\)This is a truth with modifications. The majority of sentences where the object topicalizes and the arguments are equal in animacy are disambiguated by definiteness. There is however, a problem with scarce data, as our whole data material only includes 8 of these types of topicalized sentences. As we remember, two of these were not disambiguated by definiteness, but fronted a topicalized inanimate pronoun, \textit{det ‘it’}, a common object topic.
Following from the tentative ranking of the above constraints in (9) above, topicalized objects will be excluded completely as outputs for candidates where the arguments are of equal animacy:

(11)

We see from the above tableau in (11) that the topicalized version, candidate d., will never be a winning candidate, because it violates the word order constraint CANONGF, and the actual winning candidate does not.

How then, are we to explain the fact that in sentences with equally placed arguments the objects do in fact topicalize, albeit at a much lower frequency? We have seen that there seems to be a connection to the relative definiteness of the arguments in these topicalized cases. The tendency is that the subject is high in definiteness and the object is lower. This is reminiscent of the generalization resulting from harmonic alignment of the hierarchies of definiteness and syntactic function (cf. chapter 3.4), as repeated below:

(12) a. *Su/Indef ≫ *Su/Def ≫ *Su/PN ≫ *Su/Pro
    b. *Obj/Pro ≫ *Obj/PN ≫ *Obj/Def ≫ *Obj/Indef

Instead of locally conjoining all relevant permutations of the above hierarchies we introduce a single constraint that expresses the relevant generalization. This constraint is modeled around a constraint introduced in Bresnan and Nikitina (2003), DOUBLE-OBJECT PRIMACY, which expresses the fact that in a dative double-object construction “the receiver (strictly) dominates the entity on hierarchies of informational prominence, and the entity (strictly) dominates the receiver/possessor on the reversed hierarchies” (Bresnan and Nikitina, 2003, p. 23):
(13) S(subject)O(object)-Primacy(Def) - the subject dominates the object on the hierarchy of definiteness, and the object dominates the subject on the reversed hierarchy.

What this means, then, is that the subject is higher than the object in definiteness, and, symmetrically, that the object is lower than the subject in definiteness.

Definiteness becomes an important input factor for the candidates that are ambiguous with regards to animacy, and will give us a possibility for variation in word order also in these sentences. However, the constraint SO-Primacy(Def) will not suffice when modeling the variation in word order, conditioned by definiteness. As we have seen, the generalization embodied in the constraint SO-Primacy(Def) does not hold for the data material as a whole. Only about 50% of the sentences in the data sample adhered to this principle. What we wish to express is that in sentences where the arguments are of equal animacy, definiteness plays a disambiguating role in cases where the word order is non-canonical. This property of our grammar is obtained by introducing a new constraint through local conjunction of two already introduced constraints, namely \( *S=O(ANIM) \) and SO-Primacy(Def):

(14) \( *S=O(ANIM) \land SO-Primacy(Def) \) - a sentence where the subject and object are of equal animacy and the subject is not higher than the object in definiteness is more marked than a sentence with only one of these properties.

A variation in ranking between the above constraint and \( CANON_{GF} \) will give us a topicalized version only for outputs where SO-Primacy(Def) is not violated. In order to illustrate this we will simulate a possible ranking in the data, where our new constraint, \( *S=O(ANIM) \land SO-Primacy(Def) \), is ranked above the word order constraint, \( CANON_{GF} \):\(^{17}\)

(15) \( \text{Top-L, } *S<O(ANIM) \land CANON_{GF} \gg *S<O(ANIM) \gg *S=O(ANIM) \land SO-Primacy(Def) \gg CANON_{GF} \gg *S=O(ANIM) \)

An example evaluation, where the input is ambiguous with regards to animacy, but specified additionally for definiteness, will give us the topicalized version as optimal, in contrast to the result in the tableau in (11) above:

\(^{16}\)To be more precise, 529 of the sentences in the data sample, i.e. 52.9%, are sentences where the subject is higher in definiteness than the object.

\(^{17}\)Once again, a low ranking constraint, namely \( *SO-Primacy(Def) \) will be excluded from the below treatment.
What we see from the above tableau in (16), then, is a situation where the topicalized version in c. wins out because the canonical word order in b. violates the higher ranked \(^*S=O(\text{Anim}) \land \text{SO-Primacy(Def)}\). Obviously we do not want this to be the output in all cases, as sentences with SVO order that violate this constraint are fairly frequent. What we want is to allow for variation between, in this case, candidates b. and c., at a rate that mirrors the actual frequencies in the data material. The introduction of the above locally conjoined constraint will allow us to do exactly that.

### 6.3 Stochastic OT analysis

StOT (c.f. chapter 3.5) provides us with the opportunity of modeling variation within an Optimality Theoretic grammar. As we have seen, categorical constraints do not suffice in modeling the interplay between variation in word order and properties of the arguments along the scales of animacy and definiteness. We will start out with a short survey of the particular implementation of StOT employed here, followed by a presentation and analysis of the results obtained.

#### 6.3.1 Training towards convergence

Computing the rankings of different constraints is complicated when dealing with variability in the data. A key tenet of StOT is that the ranking distance between the constraints also mirrors the probability of these varying amongst
themselves. In order to obtain rankings that reflect the variation in our data material I have employed the Praat Software (Boersma, 1999),\textsuperscript{18} which is an implementation of the Gradual Learning Algorithm (GLA, cf. chapter 3.5) and thus stochastic Optimality Theory. In essence, the Praat program computes the rankings of constraints in a grammar supplied by the user, based on data also supplied by the user. This is where the GLA is put to work, and the algorithm learns the grammar based on successive training on the training data.

We started out by supplying the Praat program with a grammar (cf. Appendix A), i.e. constraints, all ranked at 100 (random number) and tableaus specifying all relevant inputs with all possible candidates and their violations of the specified constraints. We had in total twelve different inputs, six for cases where the arguments differed in animacy and six for ones where they did not. With regards to definiteness the values that we were interested in was whether or not one argument was higher or lower in definiteness than the other argument.\textsuperscript{19} This gave us the following inputs:

- Differing in animacy:
  - $V(\text{Anim}/\text{EqualDef}/\text{Top}, \text{Inan}/\text{EqualDef})$
  - $V(\text{Anim}/\text{HigherDef}/\text{Top}, \text{Inan}/\text{LowerDef})$
  - $V(\text{Anim}/\text{LowerDef}/\text{Top}, \text{Inan}/\text{HigherDef})$
  - $V(\text{Anim}/\text{EqualDef}, \text{Inan}/\text{EqualDef}/\text{Top})$
  - $V(\text{Anim}/\text{HigherDef}, \text{Inan}/\text{LowerDef}/\text{Top})$
  - $V(\text{Anim}/\text{LowerDef}, \text{Inan}/\text{HigherDef}/\text{Top})$

- Equal in animacy:
  - $V(\text{Anim}/\text{EqualDef}/\text{Top}, \text{Anim}/\text{EqualDef})$
  - $V(\text{Inan}/\text{EqualDef}/\text{Top}, \text{Inan}/\text{EqualDef})$
  - $V(\text{Anim}/\text{HigherDef}/\text{Top}, \text{Anim}/\text{LowerDef})$
  - $V(\text{Inan}/\text{HigherDef}/\text{Top}, \text{Inan}/\text{LowerDef})$

\textsuperscript{18}The Praat Software may be downloaded from \url{http://www.praat.org}.
\textsuperscript{19}An input like $V(\text{Anim}/\text{HigherDef}/\text{Top}, \text{Inan}/\text{LowerDef})$, generalize over all of the following instantiations with regards to definiteness:

$V(\text{Anim}/\text{Pro}/\text{Top}, \text{Inan}/\text{PN})$
$V(\text{Anim}/\text{Pro}/\text{Top}, \text{Inan}/\text{Def})$
$V(\text{Anim}/\text{Pro}/\text{Top}, \text{Inan}/\text{Indef})$
$V(\text{Anim}/\text{PN}/\text{Top}, \text{Inan}/\text{Def})$
$V(\text{Anim}/\text{PN}/\text{Top}, \text{Inan}/\text{Indef})$
$V(\text{Anim}/\text{Def}/\text{Top}, \text{Inan}/\text{Indef})$
– V(Anim/LowerDef/Top, Anim/HigherDef)
– V(Inan/LowerDef/Top, Inan/HigherDef)

We also supplied the program with our pair distributions (cf. Appendix A) from our data material. The data file specifies the frequency in the data of the different candidates in the grammar.

The program starts the learning process by sampling from the data file and training the grammar on these sampled input-output pairs. This process is then repeated a number of times. In the end, the learning has been successful if the grammar reaches convergence, which is a stage where the constraint rankings have reached a certain stability, and the addition of further data does not affect the rankings seriously. There are two important variables in the learning process:

**Plasticity** - a numerical value representing how greatly each learning datum is to affect the rankings of the different constraints, i.e. by how much constraints should be promoted/demoted during learning.

**Evaluation Noise** - the numerical value that is added to the ranking value of each constraint at evaluation time. This value represents a standard deviation in a probability distribution and simulates a constraint covering a range of values with the ranking value as the mean, i.e. the most probable selection point.

Boersma and Hayes (2001) suggest a few different training schedules for learning stochastic grammars. These different schedules may lead to somewhat different results and should be chosen according to the goal of the training and the time available. Regarding plasticity, they state that

A small plasticity value does a better job of matching learning data frequencies in the end, but a large plasticity value nears its goal faster. The virtues of the two approaches can be combined by adopting a learning schedule that decreases the plasticity as learning proceeds. (Boersma and Hayes, 2001, p. 79)

They also conclude that decreasing evaluation noise during training also leads to accurate results. In this case, we adopted a training schedule from Boersma and Hayes (2001, p. 80), and adjusted it to our data and grammar. The training schedule is provided in table 6.1 below. The algorithm

---

20 The sampling process actually involves the algorithm generating a set number of input-output pairs and evaluating these. The user supplies the program with a number, say 1000, and it samples 1000 inputs from the data distribution file and produces an output for each of these inputs. Evaluation then proceeds by constraint promotion or demotion based on the learning data (cf. chapter 3.5). Given enough data and training, the algorithm should arrive at empirically correct rankings. More on the particular training schedule below.

21 Boersma and Hayes (2001) suggest that the number of data forms at each stage should usually amount to approximately 1000 times the number of inputs in the grammar. In our case, we had 12 different inputs.
was also set to respect the internal rankings that resulted from harmonic alignment and local conjunction. In the end then, we trained 208,000 input-output pairs on the grammar. This, however, is not to be confused with the frequencies supplied in the data file. As we remember, our data material of transitive constructions only includes 1,000 sentences. The numbers in the training schedules represent the samples taken from this data material by the program, which means that it trains on the same data many times, in order to converge on a grammar which correctly reflects the frequencies in the original data material. This indicates that it is important to provide the algorithm with a data set that is representative and large enough, so that arbitrary or insignificant aspects are not reproduced to any large extent.

### 6.3.2 Results

After training according to the above training schedule and reaching a state of convergence, the constraints achieved the rankings depicted in table 6.2 below. As we predicted earlier the two top-ranked constraints are Top-L and

<table>
<thead>
<tr>
<th>constraint</th>
<th>ranking value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top-L</td>
<td>131.776</td>
</tr>
<tr>
<td>*S&lt;O(Anim) &amp; Canon_{GF}</td>
<td>108.465</td>
</tr>
<tr>
<td>*S&lt;O(Anim)</td>
<td>87.048</td>
</tr>
<tr>
<td>*Canon_{GF}</td>
<td>84.809</td>
</tr>
<tr>
<td>SO-Primacy(Def) &amp; *S=O(Anim)</td>
<td>81.237</td>
</tr>
<tr>
<td>*S=O(Anim)</td>
<td>61.594</td>
</tr>
<tr>
<td>*S&gt;O(Anim)</td>
<td>57.258</td>
</tr>
<tr>
<td>SO-Primacy(Def)</td>
<td>-83.447</td>
</tr>
</tbody>
</table>

Table 6.2: Ranking values after training according to the training schedule in table 6.1

*S<S<0(Anim) & Canon_{GF}. Their rankings must be said to be categorical as they are both more than ten units from any of the other constraints and “if two distributions are 5 standard deviations apart, the odds that a “reversed” ranking could emerge are about 1 in 5,000. This frequency would be hard to distinguish empirically, we think, from the background noise of speech.
errors." (Boersma and Hayes, 2001, p. 50) Even more dramatically, if the constraints are 9 standard deviations apart, the chances that the rankings will reverse are at 1 in 10 billion, meaning that such a form would probably not emerge during the course of a whole lifetime. Boersma and Hayes (2001) adopt a standard deviation of 2.0, an arbitrary value. The main point is that this value is identical for all constraints at each evaluation. The chosen standard deviation is the same as the evaluation noise added during training. It is unclear however, how a training schedule like the one employed here affects the overall standard deviation. During training, noise was set at ten units at the first stage and 2 in all the rest. Even so, it is fair to conclude that the constraints Top-L and *S< O(Anim) & Canon_GF are ranked at a safe, categorical distance from constraints like Canon_GF and *S> O(Anim) with which they could vary with, respectively, and thereby produce variable input.

Another point worth mentioning regarding the two top-ranked constraints, is that they are not ranked at the same numerical value. In fact, they are ranked at more than 20 units apart. What might be the reason for this, then? The Gradual Learning Algorithm is affected by the frequencies in the data it is supplied with, and seeks to mirror these frequencies in the resulting grammar. Obviously, a constraint that is frequently involved in evaluations will influence the grammar more than a constraint that is less frequent. Top-L is a constraint which is involved in all the evaluations, whereas this is not the case for *S< O(Anim) & Canon_GF. Even so, they are both categorical, as the chance of them varying with any other constraints is vanishingly low.

Otherwise, the ordinal ranking resulting from training is pretty much as predicted. What we are interested in, however, is the numerical ranking of the constraints, as this opens for variation.

As we saw from the tableau in (10) above, the OVS version always became the optimal candidate for an input of a non-topic animate and a topic inanimate argument, due to the fact that *S< O(Anim) was ranked above Canon_GF, as it still is. However, as we are now dealing with stochastic evaluation, the numerical distance between the constraints has important consequences. It turns out that the top-ranked of the animacy constraints, *S< O(Anim), is ranked at approximately 2.2 units above Canon_GF, thus giving them a fair chance of variation. A reversed ranking of the word order constraint and the animacy constraint *S< O(Anim), then, would give us the opposite result, an inanimate, topicalized subject and an animate object, as in (17) below.\footnote{Once again, the arguments’ value for definiteness is not represented in the tableau in (17), as it is not relevant for the evaluation.}
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We also see that the interplay between ambiguity in animacy, definiteness
and word order is covered by the ranking resulting from stochastic evaluation.
A reversed ranking of $\text{*S}=\text{O(Anim)} \& \text{SO-Primacy(Def)}$ and $\text{CanonGF}$, will give us the sentences with ambiguous arguments with regards to animacy wherein the object has topicalized and the arguments are disambiguated by definiteness. This is the situation depicted in the tableau in (16), in opposition to tableau in (11), where the canonical word order was optimal across the board.

When training a grammar on a set of data or frequency distributions, it is also important that the grammar is able to reproduce the distributions in the data to a reasonable degree. Apart from reaching convergence, this is the most significant indicator that the constraints do in fact model the specific phenomenon correctly. The distributions then, refer to the frequency at which a specific input yields each of its candidates. The Praat program produces outputs for the trained grammar, and a comparison between these and the frequencies supplied by the user should match fairly well, as they did in our case (cf. table 6.3 below). As definiteness is not a decisive factor for the arguments that are asymmetric in animacy, the algorithm is not capable of reproducing differences between these inputs that are reliant only on definiteness. In the following, then, the inputs that are asymmetric in animacy will be collapsed into two categories, thus excluding definiteness. A comparison of the output distributions provided by the program and the

---

Table 1:

<table>
<thead>
<tr>
<th>V(Anim, Inan/Top)</th>
<th>TOP-L, $\text{*S}&lt;\text{O(Anim)} &amp; \text{CanonGF}$</th>
<th>$\text{CanonGF}$</th>
<th>$\text{*S}&lt;\text{O(Anim)} &amp; \text{SO-Primacy(Def)}$</th>
<th>$\text{*S}=\text{O(Anim)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. $[IP \text{S}<em>{\text{Anim}} [I' V [VP \text{O}</em>{\text{Inan/Top}}]]]$</td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. $[IP \text{S}<em>{\text{Inan/Top}} [I' V [VP \text{O}</em>{\text{Anim}}]]]$</td>
<td></td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. $[CP \text{O}<em>{\text{Inan/Top}} [C' V [IP \text{S}</em>{\text{Anim}}]]]$</td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. $[CP \text{O}<em>{\text{Anim}} [C' V [IP \text{S}</em>{\text{Inan/Top}}]]]$</td>
<td></td>
<td><em>!</em></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Phrase structure is excluded in the candidates in this table due to reasons of space.

---

23.
actual data distributions is provided in table 6.3 below.\footnote{The candidates that do not adhere to $\text{Top-L}$, and thus may never be optimal candidates under the present grammar, are excluded from the candidate set represented in table 6.3.} An ordinal ranking

<table>
<thead>
<tr>
<th>Input</th>
<th>Candidate</th>
<th>Trained Distr.</th>
<th>Data Distr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. V(Anim/Top, Inan)</td>
<td>$[\text{Anim/Top}\ V\ O_{\text{Inan}}\ \text{Top}\ V\ S_{\text{Inan}}]$</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>2. V(Anim, Inan/Top)</td>
<td>$[\text{Inan/Top}\ V\ O_{\text{Anim}}\ \text{Top}\ V\ S_{\text{Anim}}]$</td>
<td>21.4%</td>
<td>21.2%</td>
</tr>
<tr>
<td>3. V(Anim/EqDef/Top, Anim/EqDef)</td>
<td>$[\text{Anim/EqDef}/\text{Top}\ V\ O_{\text{Anim/EqDef}}\ \text{Top}\ V\ S_{\text{Anim/EqDef}}]$</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>4. V(Inan/EqDef/Top, Inan/EqDef)</td>
<td>$[\text{Inan/EqDef}/\text{Top}\ V\ O_{\text{Inan/EqDef}}\ \text{Top}\ V\ S_{\text{Inan/EqDef}}]$</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>5. V(Anim/HDef/Top, Anim/LDef)</td>
<td>$[\text{Anim/HDef}/\text{Top}\ V\ O_{\text{Anim/LDef}}\ \text{Top}\ V\ S_{\text{Anim/LDef}}]$</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>6. V(Inan/HDef/Top, Inan/LDef)</td>
<td>$[\text{Inan/HDef}/\text{Top}\ V\ O_{\text{Inan/LDef}}\ \text{Top}\ V\ S_{\text{Inan/LDef}}]$</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>7. V(Anim/LDef/Top, Anim/HDef)</td>
<td>$[\text{Anim/LDef}/\text{Top}\ V\ O_{\text{Anim/HDef}}\ \text{Top}\ V\ S_{\text{Anim/HDef}}]$</td>
<td>89.8%</td>
<td>87.5%</td>
</tr>
<tr>
<td>8. V(Inan/LDef/Top, Inan/HDef)</td>
<td>$[\text{Inan/LDef}/\text{Top}\ V\ O_{\text{Inan/HDef}}\ \text{Top}\ V\ S_{\text{Inan/HDef}}]$</td>
<td>0%</td>
<td>0%</td>
</tr>
</tbody>
</table>

Table 6.3: Output distributions and data distributions compared - stochastic evaluation

Table 6.4: Output distributions and data distributions compared - ordinal evaluation

6.4 Topics for further research

In the following we will take a look at some topics that might be interesting to pursue further in the future, in light of the work presented above. First of all, we will take a closer look at some insights provided by recent work on an extension of traditional OT, namely bidirectional OT (cf. chapter 3.8) and review our analysis in the light of this approach to optimization. We will also outline how our present analysis could quite easily be incorporated into the framework of bidirectional (stochastic) OT. Following, we will examine the degree of coverage in our analysis which also provides room for improvement.
6.4.1 An alternative approach through bidirectional OT

Our underlying focus in the above analysis, as well as throughout the thesis, has been that of disambiguation. This thus involves both a disambiguation of syntactic functions, and thereby also their positioning within the sentence. We have therefore been interested in properties that might contribute towards such a disambiguation, and have chosen to focus on animacy and definiteness. As we have seen, these findings also provide us with generalizations regarding the general realization and expression of syntactic functions in Norwegian. In particular, we have seen that these properties condition the placement of syntactic functions within the sentence.

In the above analysis we approximated a notion of topic, in order to motivate word order variation and thus model our data. In actuality, then, we have been looking at a competition between two schematic candidates:

\[(18) \quad \begin{align*}
&\alpha \text{Subject} \quad \verb|Verb| \quad \beta \text{Object} \\
&\alpha \text{Object} \quad \verb|Verb| \quad \beta \text{Subject}
\end{align*}\]

The above candidates represent the same string, but with different linking of syntactic functions. We wanted to see how far we could get, so to speak, with the dimensions of animacy and definiteness alone, and to examine in isolation the influence these dimensions have on the realization of syntactic functions, as well as their positioning within the sentence. As we have seen above, this perspective has allowed us to model the findings from our data material in a structured and well-founded manner. What we are not claiming however, is that this constitutes the full linguistic picture. Central to an account of syntactic functions and their realization are obviously other properties of the arguments, such as thematic (proto-) roles (cf. chapter 3.6.4). We have focused on modeling the findings of our data material, a set of transitive sentences. We have not assumed a linguistically sufficient representation of the production of these sentences. This is an important point, and one that makes an extension into bidirectionality viable.

Morimoto: ambiguity in animacy

As we have seen, canonical word order is prevalent in transitive sentences where the arguments are of equal animacy. In the above treatment, we have derived canonical word order in these sentences through the word order constraint CANONGF. Non-canonical word order has been derived through interplay between this word order constraint and the constraint penalizing a lack of asymmetry along the lines of harmonic alignment with regards to definiteness in sentences with arguments of equal animacy. In the following we will take a look at how bidirectional OT can explain the prevalence of canonical word order in sentences that are ambiguous with regards to animacy.
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Bidirectional OT was reviewed in chapter 3.8 above. In essence it involves both the speaker and hearer in optimization, and a structure must be optimal in both directions in order for it to be grammatical. In Morimoto (2000) we see a treatment of topicalization in transitive sentences in Swedish where the arguments are of equal animacy. She does not extend the analysis to other cases, as we have, due to the fact that the point to be explicated is that of ambiguity. As we have noted several places, an asymmetry in animacy is crucial to disambiguation. The analysis in Morimoto (2000) differs in a few points from our treatment, whilst also being quite similar. One key difference resides in the fact that Morimoto (2000) makes use of thematic proto-roles in the input structures for production. This gives Morimoto (2000) a different candidate set than the one in our analysis, and the proto-properties of the arguments will to a large degree determine the surface syntactic functions of the arguments. In her approach then, the competition in production takes place between the following two candidates in (19), in contrast to (18) above:

\[(19) \quad \begin{align*}
\text{a. } & \alpha \text{Subject Verb } \beta \text{Object} \\
\text{b. } & \beta \text{Object Verb } \alpha \text{Subject}
\end{align*}\]

Morimoto (2000) allows for the topicalized object version to surface as optimal from the production function, due to its difference in input regarding proto-roles. The topicalized object element is marked as topic, as in our system. In the ensuing comprehension process that takes the output, topicalized structure as input, the information on topicality is lost or unrecoverable. Because of this, the output structure from the comprehension based process will be the one that is most harmonic with regards to its respective input, namely the canonical unmarked version.

We will not go through the tableaus presented in Morimoto (2000) in great detail, but rather attempt a schematization of the situation. Readers are referred to Morimoto (2000) for greater detail of the analysis. In essence then, the following process takes place. First, the production function, as in traditional OT, takes the input marked for animacy, thematic role and topicality and returns the optimal structure, which is a sentence where the object has been topicalized:

\[(20) \quad f_{\text{prod}}(V(\text{Anim/Proto-Patient/Top, Anim/Proto-Agent})) \rightarrow \]
\[\left[CP \text{ O}_{\text{Anim/P-P/Top}} [CP V [IP S_{\text{Anim/P-A}}]] \right]\]

This is where the comprehension function, \(f_{\text{comp}}\), takes over. It takes as input the output from \(f_{\text{prod}}\) and returns the candidate that is most harmonic with regards to the grammar. As information about proto-roles and topicality is now lost, this output structure will be the maximally unmarked, canonical SVO structure:

\[(21) \quad f_{\text{comp}}(\left[CP \text{ O}_{\text{Anim}} [CP V [IP S_{\text{Anim}}]]\right]) \rightarrow \left[IP S_{\text{Anim}} [VP V O_{\text{Anim}}] \right]\]
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An example might help to clarify. Morimoto (2000) operates within the framework of OT-LFG, like Lee (2002b,a) and others. Her input is thus a f-structure:

\[
(22)\begin{align*}
GF_1 & \begin{bmatrix}
\text{PRED} & \text{‘jente’ (‘girl’) } \\
\text{ANIMACY} & \text{hum} \\
\text{P-ROLE} & \text{P-A} \\
\text{PRED} & \text{‘gutt’ (‘boy’) } \\
\text{ANIMACY} & \text{hum} \\
\text{P-ROLE} & \text{P-P} \\
\text{PROM} & + \\
\text{NEW} & - \\
\end{bmatrix} \\
GF_2 & \begin{bmatrix}
\text{PRED} & \text{‘like’ } \\
\end{bmatrix}
\end{align*}
\]

Here we see that the predicate like ‘like’ takes the two equally animate arguments, jente ‘girl’ and gutt ‘boy’. The proto-patient argument gutt ‘boy’ is also the topic, i.e. it is prominent and new information. When this feature structure is fed to the production function, we get the following output:

\[
(23)\begin{align*}
a. & [CP O_{Anim/P-P/Top} [CP V [IP S_{Anim/P-A}]]] \\
b. & \text{Gutten liker jenta} \\
& \text{boy-DEF likes girl-DEF}
\end{align*}
\]

We see that the production function \( f_{prod} \) returns a sentence where the topic, proto-patient argument gutten ‘boy-DEF’ is realized as a topicalized object. The bidirectional optimization process, however, is not yet finished, and this is exactly the point in order. The comprehension function, \( f_{comp} \) receives the overt form in (23b) as input. However, as information represented in the input to \( f_{prod} \) on proto-role and topicality is lost here, constraints enforcing canonical word order\(^{26}\) will give us (24) below as output, a canonical SVO structure:

\[
(24)\begin{align*}
[IP \text{ Gutten liker [VP jenta]]} \\
[IP \text{ Boy-DEF likes [VP girl-DEF]}]}
\end{align*}
\]

As this is not the same structure as the one in (23a) and can thus not have the same underlying form, the input is said to be inefficient, i.e. the original input is not recoverable. This is a consequence of the ambiguity in animacy represented by the original input, and "ambiguity, thus, always results in the

\(^{25}\)The f-structures in Morimoto (2000) look a little different, but the information displayed is identical. Definiteness is not represented in the original, so we will not add this here, but rather assume that it is present.

\(^{26}\)Morimoto (2000) operates with a more advanced set of word order constraints, akin to those presented in Sells (2001), e.g. a constraint penalizing unnecessary C’s, *c. This is not of great importance with regards to the point explained here.
loss of recoverability” (Morimoto, 2000). This provides us with an alternative approach to the observed fact that sentences that are ambiguous with regards to animacy tend to resist non-canonical word order. As we have seen, however, an asymmetry along the dimension of definiteness might help resolve this ambiguity to a certain extent.

An extension of our analysis through bidirectional OT

In our analysis, a crucial component has been that of the stochastic evaluation for modeling variation. As we have seen, an ordinal grammar would not have been able to represent the variation observed in the data material. Recent work on bidirectional optimization (Jäger, 2003), however, has provided an opening for a stochastic component also in bidirectional OT.27

It would be an interesting endeavor for the future to attempt an analysis which took into account additional important linguistic factors, like thematic role properties. A bidirectional approach would be the way to go for such an analysis. Here, the candidates in (18) above would not be competing candidates for the production function, but rather compete in the evaluation executed by the comprehension function. The reason for this, is that the candidates competing in the comprehension-based evaluation are the ones that have the same overt form, but different underlying forms. This would allow for the same constraint set to be employed and the same generalizations to be made as in our above analysis.

Let us examine more closely how such an extension might be carried out. This is meant as a hypothetical and theoretical outline, as limitations of time, as well as the recentness of the stochastic addition to bidirectional OT, has made it impossible to attempt a full implementation of these ideas. For the future, however, an analysis by way of bidirectionality would provide us with an extension of our analysis that seems to be more linguistically plausible. The essential idea, is that the constraint interaction of our above analysis would figure in the comprehension direction, rather than the production direction.

Production  As input to the production function we would include information regarding proto-roles, in addition to the features of animacy, definiteness and topicality, as before:28:

\[(25) \quad V(\text{Proto-Agent/Anim/Pro, Proto-Patient/Inan/Indef})\]

The strong connections between, on the one hand, subject and proto-agent, and on the other, object and proto-patient are well established (Dowty,

27The Bidirectional Gradual Learning Algorithm, BiGLA, has been implemented by Gerhard Jäger (Jäger, 2003) and may be downloaded from http://www.ling.uni-potsdam.de/jaeger/evoOT/.

28On the practical side, proto-roles could be extracted from the data material by approximating the subject to be proto-agent and the object proto-patient.
Constraints expressing these markedness relations are easily derived by harmonic alignment of the hierarchy for syntactic functions and the hierarchy for thematic role (P-A(gent) > P-P(patient)).

One might assume, then, that the constraints pertaining to markedness relations between proto-roles and syntactic function, as well as a constraint like our previous Top-L would be ranked at a safe categorical distance from the other constraints. A production-oriented evaluation of the above example input in (25), then, would in essence only involve a linking of proto-role to syntactic function and a possible topicalization of the object:

\[
\begin{array}{ccc}
V(P-A/Anim/Pro, P-P/Inan/Indef/Top) & \text{Top-L} & \text{*Subj/P-P, *Obj/P-A, *S<0(Anim) & CanonGF etc.} \\
\hline
a. [S P−A/Anim/Pro V O P−P/Inan/Indef/Top] & *! & \\
b. [S P−P/Inan/Indef/Top V O P−A/Anim/Pro] & *! & \\
c. [O P−A/Anim/Pro V S P−P/Inan/Indef/Top] & *! & * \\
d. [O P−P/Inan/Indef/Top V S P−A/Anim/Pro] & *! & *
\end{array}
\]

The output from the above evaluation would thus be a topicalized inanimate and indefinite object and an animate pronominal subject. So far, then, we are simply dealing with categorical constraints, and thus an ordinal ranking, i.e. for one input there is only one optimal output.

**Comprehension** For the comprehension function, however, the information regarding proto-role, syntactic function and (discourse-)topicality is lost, and we are dealing with a surface string where the only available information is the one inherent in the arguments, namely animacy and definiteness. Here we observe the evident similarity to the analysis of the previous sections. In the comprehension-oriented evaluation, then, we arrive at an evaluation much like the above stochastic OT analysis (see for example the tableau

\[\text{A harmonic alignment of the scales for syntactic function and thematic role would provide us with the following subhierarchies (Aissen, 1999, 2003):}\]

\[1. \ a. \ *\text{Subj/P-P} \gg *\text{Subj/P-A} \]
\[\ b. \ *\text{Obj/P-A} \gg *\text{Obj/P-P} \]
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The candidates competing here, will be the ones with identical surface form, with regards to the relevant dimensions. As we know, based on the properties of animacy and definiteness alone, there are two possible outputs from the comprehension function, given the output from the production function in the tableau in (26) above, candidate d., as input to comprehension:

(27) a. \[[S_{\text{Inan/Indef}} V O_{\text{Anim/Pro}}]\]
   b. e.g. Epler liker han apples like he-NOM
      ‘Apples, he likes’

   a. \[[O_{\text{Inan/Indef}} V S_{\text{Anim/Pro}}]\]
   b. e.g. Filmen irriterer han movie annoys he-NOM
      ‘The movie annoys him’

As before, the variation between these two would be arrived at through possible overlapping between the numerical rankings of the constraints pertaining to animacy and definiteness, mirroring the actual frequencies observed in the data. These numerical rankings are obtained through repeated stochastic evaluation, as before.

It is unclear, however, how the problem of ineffability, following from ambiguity in animacy, as in Morimoto (2000), has been dealt with in the stochastic implementation of bidirectional OT. However, our findings regarding the central role of definiteness in these cases might improve the situation.

It seems then, that the new approach of stochastic bidirectionality might provide an interesting extension to our analysis of the influence of animacy and definiteness on disambiguation of syntactic functions. In particular, it seems plausible that this evaluation takes place in a comprehension-oriented environment, rather than in production, as one would assume that a speaker has access to information beyond the dimensions of animacy and definiteness. An important point, however, is that our whole analysis of the previous sections stays intact in the envisioned extension.

6.4.2 Coverage

Another problem relates to the level of coverage for our analysis. One point is that our above analysis claims too much. Due to the distributions found in our data material, a topicalized object in a reverse-animacy construction becomes categorically ruled out, i.e. it is ungrammatical. This, however, is not strictly the case. It does seem, however, like sentences of this kind are highly marked and would require heavy pragmatic licensing. Additional constraints of this type might contribute towards mending this shortcoming.
A related problem resides in our solution to the resulting ambiguity when arguments are of equal animacy. Our generalization was that SVO order is predominant, unless the arguments were disambiguated by definiteness. What this means is that a topicalized object would never surface in sentences where the arguments are of equal animacy and they are not disambiguated by definiteness. We did, however, have in our data two examples that contested this claim, and sentences of this type are obviously not ungrammatical. In both of the example sentences, the topicalized object was the inanimate pronoun 'det 'it'. As we saw in chapter 5, this is an extremely common topicalized object, and functions in a way like a topic marker pointing back to a previous context, thus being a perfect topic. Some kind of exceptional treatment of this lexical item or some features associated by it might be in line.

6.5 Conclusion

Summing up then, we have seen that the variation in word order, conditioned by animacy and, in part, definiteness, is captured to a great extent by the above analysis using stochastic OT. It allows us to model the variation that exists between one input and different realizations of this input, whilst at the same time capturing the generalizations found in the data. The fact that StOT is largely data-driven makes it a useful addition to our data analysis in chapter 5. Being, as it is, also well-founded in the theoretical framework of Optimality Theory, gives the above analysis linguistic and theoretical consequences as well.
Chapter 7

Constraint Grammar application

The starting point for the work of this thesis was the problem of automatic disambiguation of the syntactic functions of subject and object in Norwegian. This has lead us to some interesting findings from a linguistic perspective in general. I have performed a data analysis of possibly ambiguous, transitive sentences in Norwegian, and looked in more detail at how the obtained generalizations may be modeled using the particular framework of stochastic Optimality Theory. In the following we will return to the practical aspect of the thesis, attempting to draw some conclusions with regards to the practical consequences of our findings.

7.1 The Oslo-Bergen tagger and the Constraint Grammar (CG) formalism

The Oslo-Bergen tagger is a morphosyntactic tagger, i.e. it provides morphological and syntactic information for running text. It is a purely rule-based tagger\(^1\) and operates with a Constraint Grammar backbone. Constraint Grammar (Karlsson et al., 1995) is characterized by a focus on the relationships between individual words and the placement of these within a string, rather than larger structures, such as phrases. Central to this approach then, are terms like ‘word’ and ‘post- and pre-modifiers’, rather than more theoretical syntactic concepts such as sisterhood and dominance. The CG formalism was developed with automatic analyses in mind, but has much in common with grammar formalisms like Dependency Grammar. CG grammars are different from, for instance unification-based grammars like HPSG, in the way that the rules are very specific in coverage and are not very apt for making generalizations. This obviously leads to quite large sets of rules

\(^1\)In contrast to taggers that to a varying extent make use of statistical approaches.
which duplicate a lot of information, but also makes it a lot easier to add new rules without making notable changes to the others.

CG, thus also the tagger, is characterized by an eliminative approach. First, a morphological analysis is performed based on the information provided by the tagger’s lexicon, which serves as input for morphological disambiguation rules. In the syntactic analysis that follows the morphological disambiguation, the tagger starts out by administering all possible syntactic functions for each word, a so-called mapping. It then proceeds by removing unlikely candidates from each word, following the instructions of the CG rules. As CG operates in a word-to-word, linear fashion, abstract concepts such as phrases are obsolete. This provides us with a somewhat different perspective on syntactic functions. We will look at an example output from the tagger after morphological and syntactic disambiguation has taken place, i.e. after mapping and disambiguation by rules. The sentence we will look at is a sentence with a topicalized object:

(1) Brevet med det pussige innholdet skrev jenta.
‘The letter with the strange content, the girl wrote’

The output from the tagger, given the above sentence, is provided in (2) below. Syntactic tags are differentiated from morphology by the @-symbol. Notice that the subject and object have not been disambiguated, i.e. both readings are still present in the output:

(2) "<Brevet>" 
"brev" noun common sing def neuter @obj @subj 
"<med>" 
"med" preposition @adv 
"<det>" 
"det" determiner demonstrative sing neuter @det 
"<pussige>" 
"pussig" adjective sing def @adj 
"<innholdet>" 
"innhold" noun common sing def neuter @<p-utfyll 
"<skrev>" 
"skrive" verb past tr1 i1 tr11 pa1 d1 pa5 pa3 @fv 
"<jenta>" 
"jente" noun common sing def fem @obj @subj 
"." PCT 
"$." clb <<< <punkt>

As we can see, only the noun of a DP receives the syntactic function tags @subj or @obj, whereas other modifying elements in the phrase will receive

---

2Morphological tags are translated to English.
3The tagger does not adhere to the DP-hypothesis, as we have in the above.
modifier-tags, relating them to the noun through arrows (‘<’ and ‘>’). This gives us a very extended view of syntactic functions, as we get a larger set of functions. For instance, the complement noun innholdet ‘the content’ in the prepositional phrase med det pussige innholdet ‘with the strange content’ from the above example, is given a unique syntactic tag (@<p-utfyll), whereas the prepositional head, med ‘with’, itself is given the adverbial tag @adv.

With basis in the above example we see that CG clearly operates around a concept of dependency, marking the head of a phrase and all its modifiers as relating to this head. In most cases, then, it would not be an impossible task to construct phrase structural representations based on a CG parse.

As far as I am aware little work has been done on the topic of disambiguation of the subject and object from a CG-perspective. There is, however, an article worth mentioning, Anttila (1995), which outlines an approach for determining the subject function in a Constraint Grammar system for English. The basic strategy employed by Anttila might work out quite well for English sentences, and also for a subset of Norwegian ones. It would not, however, handle correctly a sentence with a topicalized object, like the one in (1) above. The reason for this is that the main rule for subjecthood in Antila’s system is one in which a word cannot be given subject status as long as “a transitive or copular verb precedes [it]” (Anttila, 1995, p. 321).

7.1.1 The formalities of CG Rules

The CG rules\(^4\) perform the disambiguation crucial to the formalism. A CG rule consists of four elements (Karlsson, 1995, p. 57): 1) a domain, 2) an operator, 3) a target, and 4) context condition(s). For syntactic rules there is only one domain available, @w, a variable for any word with the property denoted by the target. The operator defines the type of rule we are dealing with - either a discard rule (s0-operator), which discards the reading specified in the target, or a select rule (s!-operator), selecting the reading specified by the target as the correct reading and eliminating all the other possible readings. The target, in the case of syntactic rules, is simply one of the syntactic functions, the one that the rule either eliminates or selects according to the operator. The context conditions pose contextual restrictions on the domain word that must be fulfilled in order for the selection or discarding of syntactic functions to take place.

Context conditions can be conceived of as triplets, i.e. ordered lists of three elements: <polarity, position, set> (Karlsson, 1995, p. 58). The polarity property is a binary property, i.e. positive or negative. The position is an indicator of relative position, starting with the domain word in position

\(^4\)The CG rules are often referred to as constraints, hence the name Constraint Grammar. Here, however, we will refer to these as rules so as to not confuse them with our Optimality Theoretic constraints of the previous chapter.
0. Positions may either be absolute, e.g. -2 (2 words to the left), 1 (the following word) or the position may be unbounded, indicated by an asterisk, e.g. *-2 (somewhere further to the left of the second word to the left), *1 (somewhere following the next word). These different positions all have in common the fact that they revolve around the absolute position of the target (0). Finally, all properties predicted of the target in a context condition must be declared in a set, where the set name is given in the context condition. Sets may contain any type of property relevant for the target, i.e. base form of a word, morphological feature, part of speech, syntactic function etc.

One limitation associated with the context condition is that it may not include a disjunction, thus separate rules must be written for each alternative in a disjunction. A final optional argument for context conditions exists, making use of a linking mechanism available in the CG formalism:

\[(\ast 1 \mathcal{O}bj \ast R) \quad \text{right of position 1 is an object, LINK}\]
\[(\text{NOT LR0 animate}) \quad \text{the element in this position is not animate}\]

In the two context conditions above, the *R acts as a link between the two conditions, saying that if somewhere to the right of position 1, an object is encountered, continuing in this position, the element should not be a member of the animate set.

An example of a very simple CG rule is provided below for illustration, a rule which eliminates the subject reading from a complement of a preposition:

\[ (\mathcal{O}w = s0 (\mathcal{O}subj) \quad \text{discard-rule with target } \mathcal{O}subj\]
\[ (-1 prep)) \quad \text{context condition, position: -1, set: prep}\]

The above rule discards the subject reading from a word if the immediately preceding word is a preposition. The context condition in the last line has positive polarity (null expression), pertains to position -1 and indicates that whatever is situated in this position should have the property ‘prep’, i.e. it should be a preposition.

### 7.2 Practical implementation explored

The parsed example in (2) above was also chosen in order to illustrate the problem of automatic disambiguation that served as the starting point for this work. We see that the two nouns *brevet ‘letter-DEF’* and *jenta ‘girl*
DEF’ are not fully disambiguated, i.e. they are both abandoned by the parser as subject and object. Needless to say, this is not an ideal situation. A Constraint Grammar system should adhere to the Uniqueness Principle, namely that “a clause may contain at most one instance of each principal function” (Anttila, 1995, p. 341).

An interesting question, then, pertains to how our findings in the previous chapters may contribute towards a solution to this problem of disambiguation. In particular, an introduction of the property of animacy to the system may provide useful, whilst at the same time being a simple lexical property of the arguments.\footnote{The situation is a bit more complex when dealing with metonymy. However, as we have seen in chapter 4.4, metonymy is in many cases a quite regular phenomenon, and lexica annotated for this type of regular metonymy have been produced.}

### 7.2.1 Practical outline

In essence then, we are looking to come up with an algorithm that will encapsulate our earlier findings, whilst at the same time interacting properly with the system as it exists today. This illustrates one of the advantages of CG; that it is fairly easy to enter the process at a later stage and add rules without risking too much.\footnote{The reason for this is that the CG-rules are all very specific as to coverage and do not employ mechanisms like, for instance, unification, where changes in one rule might have complex repercussions in other rules.}

A first step towards an implementation of our theory relies heavily on an introduction of the property of animacy to the system. Unfortunately, there is no full-coverage lexicon annotated for animacy available for Norwegian, so we will have to make do with a simulation of such a lexicon. Crucial to such an approach then, are the set declarations central to the CG algorithm. We may simulate a lexicon annotated for animacy by declaring large sets consisting of word forms: words that are animate and words that are inanimate. We wish to simulate an idealized situation where information regarding animacy has full coverage, and we will include in these sets all arguments of transitive constructions in the text to be analyzed.

In order to give our rules a wider coverage, in addition to actually going through the text in search of animate/inanimate elements in the proper contexts, we will also make use of the resources actually available in this respect, the SIMPLE and NorKompleks lexica.

**SIMPLE.** The SIMPLE (Semantic Information for Multifunctional, Plurilingual Lexica) lexicon\footnote{As adapted from Danish to Norwegian by Seksjon for leksikografi og målfeø at the University of Oslo.} contains an encoding of a rich hierarchy of structured multi-levelled semantic representations for approximately 10,000 words, such
as information regarding a verb’s varying selectional restrictions on arguments, aspectual information etc. The choice of structure and information for each entry in the lexicon is partly based on Pustejovsky’s notion of qualia structure, which specifies different aspects of a word’s meaning: its constitutive role, i.e. the way it is made up, its formal role, i.e. how it relates to a larger domain, its telic role, i.e. what it is for, or its function, and its agentive role, i.e. what causes it. Verbs and nominals representing events are also singled out by an individual set of characteristics, event types, which include, among others, ‘change’, ‘state’ and ‘cause change’. In particular, nouns are specified for animacy.\(^{10}\) The SIMPLE lexicon also singles out causative verbs and these are specified as events of the type ‘cause change of state’.

**NorKompleks.** At the moment, the Oslo-Bergen tagger annotates verbs using codes from the NorKompleks lexicon of verbs.\(^{11}\) It contains information regarding verbal argument structure, theta grid etc. The NorKompleks representation of a prototypical transitive verb, i.e. a verb that takes two NP arguments and distributes the thematic roles of agent and theme to these arguments, is provided below:

\[(3) \text{arg} \_ \text{code(trans1,[arg1:su::ag::np,arg2:obj::th::np])}.\]

In particular, the NorKompleks lexicon will be made use of when discerning some of the reverse-animacy verbs (cf. chapter 3.6)\(^{12}\) from regular transitive verbs.

When cross-checking the Norwegian equivalents of the psych-verbs or *amuse*-verbs mentioned in Levin (1993) and Grimshaw (1990) wherever possible, I found that these were quite systematically encoded as *trans7* in the NorKompleks codes, taking a Theme subject, and an Experiencer object:

\[(4) \text{arg} \_ \text{code(trans7,[arg1:su::th::np,arg2:obj::exp::np])}.\]

The *concern*-verbs constitute another group of verbs that also takes a Theme subject, but not an Experiencer object. In the NorKompleks codes these are

---

\(^{10}\)In fact, the annotation of animacy in SIMPLE is a bit more complex than a simple dichotomy between animate and inanimate. Animate elements are specified as human, animal, human group etc. The inanimate elements have even more structured representation, e.g. building, artifact, substance etc. We will not make use of this additional information, but simply operate with our animate/inanimate dichotomy, as before.

\(^{11}\)The NorKompleks lexicon of verbs was developed at NTNU in Trondheim.

\(^{12}\)To refresh our memory, the reverse-animacy verbs are verbs that can take an inanimate subject and an animate object. We differentiated within this group between:

- the *amuse*-verbs, a subgroup of the psych-verbs, e.g. *interessere* ‘interest’
- the *concern*-verbs, e.g. *gjelde* ‘concern’
- the causative verbs, e.g. *drepe* ‘kill’
encoded as trans5 and trans6, which seem to represent the same type of argument structure, but differ in their ability to passivize. The verbs coded as trans5 do passivize well, but the tr6-verbs do not:

(5) argcode(trans5/6,[arg1:su::th::np,arg2:obj::th::np]).

The NorKompleks lexicon thus provides us with a resource for identifying and listing the reverse-animacy verbs. The set of thematic roles it makes use of (Agent, Recipient, Experiencer, Theme and Location), is different than the roles in for instance Lødrup (2000) (cf. chapter 3.6.1). Recipient seems to bear a much more restricted role here than Benefactive, as employed in Lødrup (2000). It occurs only with ditransitive verbs, and a few transitive verbs like arve ‘inherit’ and få ‘receive’, which denote a transaction where a participant is in fact a recipient in the most physical and straight-forward sense. The most important characteristic of these verbs however, seems to be maintained in the NorKompleks codes, namely that the subject is encoded Theme.

It seems then that we should make immediate use of this information when further improving the Oslo-Bergen tagger. Our theory of hierarchy alignment does not account for this group of verbs, but rather the majority of cases. After all a hierarchy does not impose categorical restrictions on output, but rather represents a tendency. Verbs classified as trans5, trans6 or trans7 should be treated as exceptions to the general rule, due to their specific lexical properties.

As outlined at the end of chapter 5, we envision three possible scenarios with regards to animacy from a linear surface structure like [α Verb β]:

1. Disambiguating asymmetry: α = hum-anim, β = inan
2. Topicalization/Deviant asymmetry: α = inan, β = hum-anim
3. Equally animate: α = hum-anim/inan, β = hum-anim/inan

We may, based on this categorization, outline an approach to automatic, rule-based disambiguation of each of the above types of transitive sentences.

1. **Disambiguating asymmetry.** These sentences are sentences with an animate first argument and an inanimate second argument:\[^{13}\]

(6) Dørvakten undersøkte tipset
doorman-DEF investigated tip-DEF

‘The doorman investigated the tip’

[^{13}]: All examples in the below treatment are taken from the data material described in chapters 4 and 5, unless otherwise stated.
In cases of disambiguating asymmetry, such as the above, we will conclude that the word order in question is SVO, i.e. that the first argument is the subject and the second argument is the object. The reason for this is that we did not come across any topicalized objects that were animate, when the corresponding subject was inanimate. Even though sentences with a maximally marked animacy assignment such as these are not ungrammatical as such, they are certainly strange, extremely rare and very dependent on contextual factors, such as stress: \(^\text{14}\)

(7) ?? Guttene gjelder saken
   boys-DEF concern case-DEF
   ‘The boys, the case concerns’

A simplified version of a rule selecting a subject reading for an animate first argument in cases like these then would be something like the following: \(^\text{15}\)

\[
\begin{align*}
(\text{@w = s! (\text{@subj})} & ; \text{select-rule with target @subj} \\
(0 \text{ animate}) & ; \text{the word is member of the animate set,} \\
(*1 \text{ @fv *R}) & ; \text{somewhere to the right of 0 is a finite verb} \\
(*R \text{ @obj *R}) & ; \text{somewhere to the right of the verb is an object} \\
(\text{LR0 inanimate})) & ; \text{the object is member of the inanimate set}
\end{align*}
\]

Obviously, in a proper functioning rule in the tagger system, further conditions must be added in order to constrain the possible environment for the application of the rule. For instance, only adverbials may occur between the subject and the finite verb. Also, care must be taken to see that the elements in question occur within a proper sentence boundary and that a non-finite verb does not follow the object: \(^\text{16}\)

\(^\text{14}\)The example in (7) is a constructed one, as no examples of this type were uncovered in the data analysis in chapter 5.

\(^\text{15}\)A rule selecting, thus disambiguating, the subject of a transitive sentence assumes an additional rule operating on the basis of the Uniqueness Principle mentioned above, and accordingly disambiguating the object.

\(^\text{16}\)As we remember, only simple verb phrases are subject to the ambiguity dealt with here, as complex verb phrases with an auxiliary disambiguate their arguments structurally:

(1) a. Jenta har skrevet brevet
   girl-DEF has written letter-DEF
   (i) ‘The girl has written the letter’
   (ii) * ‘The girl, the letter has written’

b. Brevet har jenta skrevet
   letter-DEF has girl-DEF written
   (i) ‘The letter, the girl has written’
   (ii) * ‘The letter has written the girl’
2. **Topicalization/Deviant asymmetry**  The sentences classified under this category are sentences where the initial argument is inanimate and the following argument is animate. Here we must differentiate between two possibilities - SVO order and OVS order:

(8) a. Det samme gjelder Black Butler
    the same concerns Black Butler
    ‘The same concerns Black Butler’

b. Dette sier en skuffet Miss Norway
    this says a disappointed Miss Norway
    ‘This is what a disappointed Miss Norway says’

Our tool for disambiguation here is, first and foremost, the verb. As we have seen in the preceding chapters, the reverse-animacy verbs may take an inanimate subject and an animate object. Some of the reverse-animacy verbs may be extracted from the NorKompleks lexicon as these are uniformly coded there, as we saw above. Causative verbs, however, are not given a unique code in NorKompleks. The SIMPLE lexicon provides us with relevant information on verbs encoded as events of the type ‘Cause Change of State’. This information is however limited, as only around 1500 verbs are represented in total in SIMPLE.

Also, presentational constructions will have to be accounted for, as the tagger does not differentiate between the expletive and pronominal inanimate subject *det* ‘it’. This, however, is not a difficult task, as the verbs which participate in the presentational construction are not tagged exclusively as transitives. An appropriate rule for an SVO reading of a sentence with an inanimate subject and an animate object then, will have to look at the verb and ascertain that this is a reverse-animacy verb. Once again, it will be a select rule

---

17 Here we abstract away from personificating metaphors (cf. chapter 4.4), as these are not predictable based on the verb alone, if predictable at all.

18 As we remember, the object of the presentational construction is the logical subject of the verb, which is usually intransitive:

(1) Det kommer en mann i trappa
    it comes a man in stair-DEF
    ‘A man is coming up the stairs’

The verb of a presentational construction may, however, also be transitive, the type of transitive verb which might occur without its object:

(2) Det synger en mann i trappa
    it sings a man in stair-DEF
    ‘A man is singing in the stairs’

We will not deal with these in the following, only the ones that have uniquely intransitive verbs. The reason for this is that they must be said to be ambiguous, between an expletive and pronominal reading of *det* ‘it’.  
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targeted at the subject, ensuring that this is inanimate, and that the corresponding object is animate. Also, a rule enforcing the Uniqueness Principle will disambiguate the object, as there can be no more than one subject in a sentence: 19

\[(\phi w = s! (\@subj) \quad ; \text{select-rule with target } \@subj)\]
\[\begin{align*}
& (0 \text{ inanimate}) \quad ; \text{the word is member of the inanimate set} \\
& (*1 \@fv *R) \quad ; \text{to the right of 0 is a finite verb} \\
& (LRO \text{ reverse-animacy } *R) \quad ; \text{the verb is reverse-animacy} \\
& (*R @obj *R) \quad ; \text{to the right of the verb is an object} \\
& (LRO \text{ animate})) \quad ; \text{the object is member of the animate set}
\end{align*}\]

In the case of the OVS reading we would require that the verb is not a reverse-animacy verb. Here we would target the subject, which in this case is the animate element:

\[(\phi w = s! (\@subj) \quad ; \text{select-rule with target } \@subj)\]
\[\begin{align*}
& (0 \text{ animate}) \quad ; \text{the word is member of the animate set} \\
& (*-1 \@fv *L) \quad ; \text{to the left of 0 is a finite verb} \\
& (NOT LRO \text{ reverse-animacy } *L) \quad ; \text{the verb is not reverse-animacy} \\
& (*L @obj *L) \quad ; \text{to the left of the verb is an object} \\
& (LRO \text{ inanimate})) \quad ; \text{the object is member of the inanimate set}
\end{align*}\]

Once again, the real rules added to the system would be more complex.

3. Equally animate Sentences with equally animate arguments constitute the third group of possible constellations with regards to animacy:

(9) a. En nabo oppdaget innbruddstyven
   a neighbour discovered burglar-DEF
   ‘A neighbour discovered the burglar’

b. Parlamentarismen har sine svakheter
   parlamentarism-DEF has its weaknesses
   ‘Parliamentarism has its weaknesses’

We remember from preceding chapters that this type of sentences less frequently contain a topicalized object. Also, we saw that if the object were to topicalize it very often depended on disambiguation from the relative definiteness of the arguments, i.e. that the subject would be higher ranked than the object on the scale of definiteness. Unfortunately, however, this generalization proves to be difficult to make use of in the present context. In our optimality theoretic modelling in the previous chapter, the stochastic component allowed for variation in output, so that sentences with equally animate arguments and a topicalized object could surface as optimal if they were disambiguated by definiteness. However, many of the SVO sentences with equally placed arguments do not adhere to the definiteness hierarchy,

19The tagger provides a separate code for indirect objects, @i-obj.
thus making it virtually impossible to differentiate between an SVO sentence of this type and an OVS that disambiguates by definiteness. In example (10) below,\textsuperscript{20} we see that the only difference between the two sentences is the verb and the prepositional phrase. Where an OVS reading is near obligatory in the sentence in (10a), the second sentence in (10b) is ambiguous between a SVO and an OVS reading. Obviously, there are also lexical factors contributing towards disambiguation here, unfortunately being difficult to encapsulate in an automatic system.

\begin{enumerate}
\item a. Barnet bærer hun i armene
child-DEF carries she i arms-DEF
‘The child, she carries in her arms’

\item b. Barnet liker hun med hatten
child-DEF likes she with hat-DEF
(i) ‘The child likes the female with the hat’
(ii) ‘The child, the female with the hat likes’
\end{enumerate}

Our conclusion then is that we are not able to make use of information regarding definiteness in these cases. We will therefore postulate an SVO word order for all sentences with equally animate arguments. Another possibility in the sentences where the arguments are of equal animacy, is to leave these as ambiguously tagged, reflecting the ambiguity in animacy. This approach, however, will give us a lower precision, even though recall will remain the same.\textsuperscript{21} As our main aim is to disambiguate the readings as much as possible, we will opt for the former approach, inducing SVO readings in the sentences with arguments of equal animacy. This will give us a margin for error at about 2% of the sentences with equally animate arguments (based on the data analysis of chapter 5.).

Ultimately then, we can make the following generalization: for the purpose of our automatic system, an animate first argument induces SVO word order, independent of the animacy of the second argument. This means that our first group of sentences, under the heading disambiguating asymmetry and sentences with arguments that are both animate may be covered by one and the same rule, as outlined below:

\textsuperscript{20}The second example in (10) is constructed as a minimal pair to the first, which is genuine, i.e. from the data material.

\textsuperscript{21}The definitions of precision and recall are given as follows (Karlsson et al., 1995, p. 172):

\textbf{Recall:} The ratio “received appropriate readings / intended appropriate readings”

\textbf{Precision:} The ratio “received appropriate readings / all received readings”
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In sentences where both arguments are inanimate, however, we do need to check the animacy of the second argument, before concluding SVO word order. If the second argument is animate, we are dealing with a sentence of type 2 above - Topicalization/deviant asymmetry. Our outline for a rule of this kind then is presented below:

\[ (\@w = s! (\@subj) ; \text{select-rule with target } \@subj \]
\[ (0 \text{ inanimate}) ; \text{the word is member of the inanimate set} \]
\[ (*1 \@fv *R) ; \text{to the right of } 0 \text{ is a finite verb} \]
\[ (*R \@obj *R) ; \text{to the right of the verb is an object} \]
\[ (LR0 \text{ inanimate}) \]

The outlined rules in the above sections make use of simpler set names for the sake of illustration. The genuine rule from the system, however, makes use of set names that are a bit different from these. The set definitions are provided in Appendix B.²²

An example rule from the system

Above we have looked at several outlines for rules embodying the generalizations we wish to express. It might be interesting to see what one of our finished, functioning CG rules looks like. A commented rule is provided below, whereas the rest of the rules can be found in Appendix B:

\[ \text{Rule 2: } [ \text{Obj}_{\text{inanimate}} \text{ Verb Subj}_{\text{animate}} ] \]
\[ (\@w = s! (\@subj) ; \text{select the subject} \]
\[ (0 \text{ lo#animat}) ; \text{word is animate} \]
\[ (NOT 0 \text{ lo#mod-@adv-@<p-utfyll}) ; \text{word is not adverbial etc.} \]
\[ (*-1 \text{ lo#ikke-mod-@<p-utfyll-@adv-@app} *L) ; \text{find a non-modifier to the left} \]
\[ (LR0 \@fv *L) ; \text{word is a finite verb} \]
\[ (NOT LR0 \text{ lo#reverse-animacy-verb} *L) ; \text{word is not reverse-animacy} \]
\[ (NOT LR0 \text{ lo#kop-pass} *L) ; \text{word is not copular or passive} \]
\[ (NOT LR0 \text{ lo#presentering-verb} *L) ; \text{word is not a presentational verb} \]
\[ (*L \text{ lo#ikke-mod-@<p-utfyll-@adv-@app} *L) ; \text{find a non-modifier to the left} \]
\[ (LR0 \@obj *L) ; \text{word is an object} \]
\[ (NOT LR0 \text{ lo#mod-@adv-@<p-utfyll} *L) ; \text{word is not an adverbial etc.} \]
\[ (LR0 \text{ lo#inanimat} *L) ; \text{word is inanimate} \]
\[ (*L \text{ setn-gr/verb/subj} *L) ; \text{find sent.boundary/verb/subj} \]
\[ (LR0 \text{ lo#top-setn-gr}) ; \text{word is valid sentence boundary} \]
\[ (*1 \text{ lo#ikke-mod-@<p-utfyll-@adv-@app} *R) ; \text{find a non-modifier to the right} \]
\[ (NOT LR0 \@iv)) ; \text{word is not an infinite verb} \]

Comment: An inanimate first argument and an animate second argument induces OVS word order if the verb is not reverse-animacy, causative or a verb that can occur in a presentational construction. The verb phrase is

²²The outlined rules in the above sections make use of simpler set names for the sake of illustration. The genuine rule from the system, however, makes use of set names that are a bit different from these. The set definitions are provided in Appendix B.
simple, i.e. no infinite verb, and there are no verbs or subjects to the left of the subject, within the same sentence.

7.3 Results

In order to test the above practical outline and our theoretical predictions, I wrote a small set of general rules in CG and added to the existing set of rules in the Oslo-Bergen tagger system. A small test corpus\footnote{This is a corpus of approximately 44300 words, which has been proofread for morphology, syntax and named entity disambiguation.} was employed for this purpose. In order to simulate an idealized situation where all information regarding animacy is available, all animate and inanimate pronouns, nouns and proper nouns in the test corpus were declared in sets, as described above.

As CG rules are very specialized, it is difficult to generalize with them. Without being able to abstract over linguistic concepts like ‘sentence’ and ‘noun phrase’ and including such abstractions in the rules, writing rules with general coverage is a very time consuming and meticulous affair. For instance, the phenomenon of relative sentences as modifiers of nouns proved to be an extremely difficult task to cover, given the workings of the CG formalism. Without consistent punctuation as delimiters and with an optional relative subjunction som ‘who/which’ the patterns for possible relatives multiply quickly.\footnote{In order to further illustrate this point, we can take a look at the patterns for which individual rules coping with modifying relative sentences would have to be written:}

1. Animate word forms

\begin{itemize}
  \item \(\text{@subj som } @fv, @fv @obj\) - \(\text{@subj som } @fv @fv @obj\)
  \item \(\text{@subj som } @fv @obj, @fv @obj\) - \(\text{@subj som } @fv @obj @fv @obj\)
  \item \(\text{@subj som } @fv @iv, @fv @obj\) - \(\text{@subj som } @fv @iv @fv @obj\)
  \item \(\text{@subj som } @fv @iv @obj, @fv @obj\) - \(\text{@subj som } @fv @iv @obj @fv @obj\)
\end{itemize}

Here, the only difference between the two columns is the comma after the relative clause. In addition, there is a possibility for a comma after the head of the clause, i.e. before the modifying relative clause. Needless to say, the above patterns are only the tip of the iceberg. In addition, the extracted item may be object of the relative clause, which gives us optionality with regards to the presence of the relative subjunction marker som ‘who/which’. The extracted element may also be the topicalized object of the matrix clause. Also, the relative clause itself may contain all kinds of sentences with an extracted element, such as subject predicating sentences, non-finite complements etc. etc.
(a) nominative pronouns, determiners e.g. han ‘he’, ingen ‘nobody’ etc.

(b) common nouns - both inherently animate and regular metonymies, e.g. jente ‘girl’, departement ‘ministry’ etc.

(c) proper nouns - both inherently animate and regular metonymies, e.g. Peter, Norge etc.

2. Inanimate word forms

(a) pronouns, determiners like det ‘it’, dette ‘this’ etc.

(b) common nouns - e.g. brev ‘letter’, departement ‘ministry’ etc.

(c) proper nouns e.g. EØSavtalen, Norge etc.

3. Reverse-animacy verbs - amuse-verbs and concern-verbs taken from the NorKompleks lexicon of verbs, as well as causative verbs taken from the SIMPLE lexicon

4. Presentational verbs - verbs that occur in the presentational construction, coded as intransitive verbs. This set contains NorKompleks codes for intransitive verbs.

In the small test corpus we found 285 transitive sentences fulfilling the criteria set up in chapter 4. Above all, these are transitive sentences that may not be disambiguated based on morphological case or word order. When evaluating the performance of our rules on the test corpus then, the following results were obtained:

<table>
<thead>
<tr>
<th>Comment</th>
<th>No</th>
<th>%</th>
<th>Total %</th>
</tr>
</thead>
<tbody>
<tr>
<td>CORRECT</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Both arguments disambiguated</td>
<td>214</td>
<td>75.1%</td>
<td>83.5%</td>
</tr>
<tr>
<td>Only target disambiguated</td>
<td>24</td>
<td>8.4%</td>
<td></td>
</tr>
<tr>
<td>UNCORRECT</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lack of coverage in rules</td>
<td>12</td>
<td>4.2%</td>
<td>16.5%</td>
</tr>
<tr>
<td>Mistakes in input made by tagger</td>
<td>34</td>
<td>11.9%</td>
<td></td>
</tr>
<tr>
<td>Theoretical mispredictions etc.</td>
<td>1</td>
<td>0.4%</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>282</td>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>

We see from the above table that our small set of rules already has a pretty high rate of disambiguation. The number of sentences where the target of the rule was correctly disambiguated amount to 83.5% of the sentences. Above we differentiate between sentences that have been fully disambiguated and sentences where only the target of the rule was disambiguated. However, both of these must be considered to be correct, as the rule may only target one argument at a time. Further rules enrolling the Uniqueness Principle will contribute towards a fuller disambiguation of the sentences where the rules applied.
The sentences labeled ‘uncorrect’ represent a rather diverse group of sentences. First of all, our rules at work here represent only the most common and basic patterns for transitive sentences. Due to the linear fashion in which CG works, simple modifiers such as relative sentences become a large and very time consuming task to represent, as we saw above. Therefore, we cannot assume full coverage for our rules at present.

Secondly, our rules depend on an input that is correct with regards to the morphological component and the workings of the other syntactic rules. However, the input is not always correct, as we see in the example below, where the first word Baste, an uncommon proper noun, has received a unique reading as an infinite verb:

\begin{verbatim}
(11) "<Baste>"
    "baste" verb tr1 inf @iv
    "<gjør>"
    "gjøre" verb tr1 pres r19 pr3 @fv
    "gjø" verb tr1 pres r14 @fv
    "gjø" verb pres i1 @fv
    "<alt>"
    "all" ent noeyt det kvant @det
    "<arbeidet>"
    "arbeide" subst appell ent be noeyt @subj
    "arbeid" subst appell ent be noeyt @subj
\end{verbatim}

Obviously, we cannot expect our rules to properly handle cases like these. In fact, if we exclude these sentences from our count, operating under an assumption of idealized input, our rate of correct disambiguation rises to 94.8%.

Finally, we have the cases where our rules applied, but not correctly (0.4%). These were expected, as we did not expect our rules to cover metaphorical use or topicalization occurring in sentences where the arguments were of equal animacy. No metaphoric examples were found, the one example was a sentence with a topicalized object and equally animate arguments:

\begin{verbatim}
(12) Det gjør historien om Ane også
       it does story-DEF about Ane also

    ‘So does the story about Ane’
\end{verbatim}

7.4 Problem areas for further work

Obviously, more work remains before an implementation of our findings in this thesis with full coverage is accomplished. In the following we will take a closer look at some problems that are in need of further work.
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7.4.1 Metonymy revisited

The fact that we have been working with an idealized situation in terms of full access to information on animacy limits the immediate application of our rules. In a real world situation, when applying the rules to unknown text, it is not very realistic to assume full access to animacy-based information. In particular, with respect to metonymy, we might never have an account of all possible metonymic usages. Due to the dual nature of metonymy, these lexical elements are coded as both animate and inanimate, e.g. the proper noun \textit{Norge} ‘Norway’.\footnote{See chapter 4.4 for more on metonyms and their treatment within the boundaries of this thesis.}

\begin{enumerate}[label=(\alph*)]  
  
  \item \textbf{a.} Norge likte kampen  
  \begin{itemize}  
    \item \textit{Norway liked match-DEF}  
    \item ‘Norway liked the match’  
  \end{itemize} 
  
  \item \textbf{b.} Kampen likte Norge  
  \begin{itemize}  
    \item \textit{match-DEF liked Norway}  
    \item ‘Norway liked the match’  
  \end{itemize} 
  
  \item \textbf{c.} Jenta likte Norge  
  \begin{enumerate}[label=(\roman*)]  
    \item ‘The girl liked Norway’  
    \item ‘The girl, Norway liked’  
  \end{enumerate} 
  
  \item \textbf{d.} Norge likte jenta  
  \begin{enumerate}[label=(\roman*)]  
    \item ‘Norway liked the girl’  
    \item ‘Norway, the girl liked’  
  \end{enumerate} 
\end{enumerate}

We see that in (13a) and (13b), there is only one possible reading for these sentences, SVO and OVS, respectively. As the other argument in these sentences is clearly inanimate, the animate, metonymic reading of \textit{Norge} surfaces as the only possible one. This is obviously also due to the fact that the verb is not a reverse-animacy verb.

The situation is different, however, in examples (13c) and (13d). Here, the opposing argument is clearly animate, thus causing ambiguity. This is not surprising, as sentences with equally animate arguments are typically ambiguous, as we have seen. In the practical implementation reviewed above, we have chosen to follow the most probable path with regards to these sentences that are ambiguous with regards to animacy, thus inducing canonical word order. How then are we to ensure that we get the readings we want for the above sentences in (13) in the CG output? \footnote{The examples in (13a) - (13d) are constructed examples.}
One problem is that two of our SVO rules will in reality be applicable in the case of example (13a): the one inferring SVO order in cases of disambiguating asymmetry and the rule inferring SVO in sentences with two inanimate arguments. In both cases however, the resulting disambiguation will be correct. Since our system does not account for topicalized objects in sentences with equally animate arguments, the resulting output for (13c), as well, will be correct irrespective of a metonymic, i.e. animate, or a non-metonymic, i.e. inanimate, reading of Norge.

However, a more serious problem emerges in sentences where the duality of these metonymic elements actually have a significance for the output. Depending on the arbitrary ordering that the rules apply in, we may get an uncorrect reading for example (13b). The reason for this then is that Norge is coded as both animate and inanimate, thus both the rule for topicalization, interpreting Norge as animate subject and kampen ‘match-DEF’ as inanimate, topicalized object, and the SVO rule for two inanimate arguments, interpreting both arguments as inanimate, may apply in (13b). A possible solution would be to ensure in the SVO rule for two inanimate arguments, that we are in fact dealing with two clearly inanimate arguments. This could be done by adding an extra context condition to the rule:

\[ (*R@obj*R) \]
\[ (LR0\text{\ inanimate \}*R)) \]
\[ (\text{NOT} \ LR0\text{\ animate}) \]

This would ensure that the topicalized object is not metonymic, i.e. that it is not both in the animate set and in the inanimate set.

A similar problem is found in (13d) above. We see that, depending on the arbitrary ordering of the rules performed by the system, SVO word order or OVS order may be induced in this sentence. The fact that Norway has a regular metonymic nature, makes the sentence in (13d) seem ambiguous. In this respect, it is not directly incorrect that such a sentence should in possibility receive two different readings. It is however, a problem that the two readings are arbitrarily assigned and not founded in any linguistic insight. What then, are we to do with sentences of this type? In the example in (13d), the position of the possibly metonymic element in combination with the animacy of the other argument induces uncertainty and ambiguity. Following our earlier assumptions, then, we will enforce a SVO reading on (13d). This can once again be done by ensuring that the rule for OVS does not apply in these sentences, by adding a context condition, like the following:

\[ (*L@obj*L) \]
\[ (LR0\text{\ inanimate \}*L)) \]
\[ (\text{NOT} \ LR0\text{\ animate}) \]

Once again, this would ensure that the topicalized object is not metonymic.
Whether the above solutions are the best is a question that certainly should be addressed in future work. Perhaps it would be better to leave the metonymic element as ambiguous? This is a question that also pertains to our earlier assumption about enforcing SVO order on the sentences that were equally animate. Should we induce SVO order or leave these to be ambiguous? In the above, we have operated with a goal of improving dis-ambiguation as much as possible, and have therefore taken a few risks. The idea has been to see how far one could get with only quite crude and simple measures. A further refinement in the future is certainly a topic that should be addressed for future work on improving the approach outlined in this chapter.

7.4.2 Other areas

Another question worth looking into, is the ordering of the rules. The CG formalism includes a heuristic aspect, which allows for ordering of rules. The rules described in this chapter were all applied at the same heuristic level, namely the first stage of rule application. It makes sense that some rules, for instance, rules inferring SVO order when nothing else applies, should apply at a later stage, letting all the rules pertaining to animacy and special cases, like reverse-animacy verbs apply first. In particular, this becomes important when adding further rules to the system. If we draw a comparison with the stochastic OT analysis performed in the preceding chapter, we saw that the constraint enforcing canonical word order, \textit{CanonGF}, was ranked lower than the constraints dealing with an asymmetry in animacy. This would correspond to a rule applying later on, so that if a candidate has not violated any constraints, or alternatively been taken care of by any rules, this constraint will enforce SVO order. This is a matter that certainly should be looked into.

An obvious problem related to the work described here, resides in obtaining more information on animacy. Even if a lexicon annotated for animacy did exist, there would still be a fair amount of new coinings, compounds etc. that would go unrecognized. The tagger does contain a compound analyzer. Perhaps an extension of this, then, could infer the animacy of a compound expression based on the animacy of its parts, e.g. \textit{biljente} ‘car-girl’ is animate, whereas \textit{jentebil} ‘girl-car’ is inanimate.

In general then, more rules are needed in order to capture the most basic patterns. As we have seen, relative clauses, as modifiers of nouns, constitute one problem. In chapter 5.1 we took a brief look at the two-place unaccusatives, a group of verbs which also should be treated within the system.
7.5 Conclusion

Following from the above results, then, it seems fair to say that the practical experiment was quite successful. We see that our generalizations from the previous chapters with only a few basic rules are readily accommodated in the CG system. Also, as we have seen, they help to disambiguate a large number of the transitive sentences that are ambiguously tagged.
Chapter 8

Conclusion

8.1 Summary

Following from a problem of syntactic disambiguation in transitive sentences, we have arrived at some interesting, novel observations with regards to the realization and expression of the syntactic functions of subject and object in Norwegian.

We started out by establishing a structural ambiguity in simple transitive sentences, as caused by lack of morphological marking and the possibility for the object of such sentences to topicalize. In order to resolve this ambiguity, we saw the need to examine additional properties of subjects and objects, apart from strictly structural ones. A focus on the properties of animacy and definiteness pointed us in the direction of typological linguistics and the universal markedness relations expressed through interaction of prominence hierarchies there. In particular, we saw that animacy and definiteness are central conditioning factors for the expression and realization of subjects and objects in a number of different languages. Our question, then, was whether some of these generalizations might also pertain to Norwegian, manifested as strong usage preferences at a level of performance. Following an analysis of one thousand transitive sentences, we concluded that this was partly the case. In particular, we saw that animacy to a great extent conditions the realization of syntactic functions and the possible word order variation between these in Norwegian. Our main findings may be summarized as follows:

- Subjects are almost exclusively higher than or equally placed in animacy as their corresponding objects.

- Several types of verbs may deviate from this norm and take an inanimate subject and an animate object. These are the reverse-animacy constructions. We have identified three groups of verbs which may partake in this constellation:
  
  - *amuse*-verbs, e.g. *interessere* 'interest'
– concern-verbs, e.g. gjelde ‘concern’
– causative verbs, e.g. skade ‘hurt’

• Even though there are a number of possible reverse-animacy verbs, these constructions are rare in the data, a fact which supports our theoretical predictions of hierarchy alignment.

• A freezing effect on word order in reverse-animacy constellations is present in Norwegian as a strong usage preference.

• Sentences with ambiguous arguments with regards to animacy, resist object topicalization.

• If the object topicalizes, however, sentences with arguments of equal animacy must be disambiguated in some other way, most often by definiteness.

By employing a stochastic OT approach, we were able to express in our grammar the theoretical predictions from typological linguistics through universal markedness constraints. It allowed us to model, in an ordered and well-founded manner, the variation between different structural interpretations of a sentence, as conditioned by animacy and, in part, definiteness.

Finally, our theoretical predictions were tested in practice. We simulated a lexicon annotated for animacy and made use of this additional information in Constraint Grammar disambiguation rules. We then employed the rules to a corpus text, with a high resultant rate of disambiguation.

8.2 Topics for further work

8.2.1 Animacy and word order revisited

Part of our claim in the present thesis has been that there is a connection between the relative animacy of the arguments in a transitive sentence, and the degree of word order variation observed. Due to the fact that the simple transitives, which have been our main focus, do not mark syntactic function structurally, we have concluded that other disambiguating factors, like animacy, must adhere to the markedness relations expressed by harmonic alignment in order for variation to occur. We have seen that this generalization is borne out in the case of reverse-animacy constructions. These constructions do not follow the predicted markedness relations, hence do not topicalize at a level of performance. A possible way of testing these predictions further would be to examine complex VPs, where the structural ambiguity is not present. Do these exhibit the same properties as those of simple transitives or are they more often found with marked arguments? Might it be that an unmarked structural construction is to a larger extent preferred for the
expression of conceptually marked arguments, for instance along the dimen-
sion of animacy? Intuitively, a sentence with a reverse-animacy constellation
of arguments and a topicalized object in a complex VP sentence, as in (1)
below, seems more acceptable than the corresponding sentence with a simple
VP:

(1) Espen har spørsmålet plaget i årevis
    Espen has question-DEF bothered for years
    ‘Espen, the question has bothered for years’

A related question pertains to sentences with equally animate arguments.

8.2.2 Specificity

Our results for the effect of definiteness on the realization and positioning of
the subject and object have been far less conclusive than those pertaining to
animacy. In particular, our data set included a relatively high percentage of
indefinite subjects (11.3% of all the subjects). We have seen that indefinite
subjects are ungrammatical in several languages and subject to strict inter-
pretational restrictions in others (Aissen, 2003). In particular they often
incur a specific reading, rendering them as strong indefinites, rather than
weak. Aissen (2003) operates with a further differentiation within the cate-
gory of indefinites, namely that of Specific vs. Non-Specific Indefinite. Might
it be that a further distinction within the group of indefinites will provide us
with a clearer picture of the effects of definiteness? As mentioned, earlier, it
seems difficult to obtain a weak reading of an indefinite subject when in a
subject-initial sentence. Part of the reason for this, is obviously that the sub-
ject is the default topic, thus to a greater extent assumed to be given in some
sense. We have also seen that topicalization rates are lower in sentences con-
taining an indefinite subject. It might be that when the object topicalizes,
the weak reading for the indefinite subject is more available due to the loss of
topicality to the object. A resistance towards topicalization might therefore
be part of a more general strategy for avoiding weak, indefinite subjects, a
generalization in line with the markedness relations expressed by harmonic
alignment. A notion of specificity, however, is quite context-dependent, and
therefore difficult to work with. In our data material, only the context of the
immediate sentence was included. It might therefore be necessary to extend
the data material in order to gain insight into the above aspects of definite-
ness as a conditioning factor on the realization and expression of syntactic
functions in Norwegian.

8.2.3 Other topics

At the end of chapters 6 and 7, outlines for further work on the OT analysis
and the Constraint Grammar application were presented.
At the end of chapter 6, we looked at how our stochastic OT analysis might be incorporated within a bidirectional OT framework. We saw how our analysis might figure in the comprehension-directed optimization process in this approach. Due to the recentness of the stochastic implementation of bidirectional OT, however, this provides an interesting topic for future work.

As outlined at the end of chapter 7, there are several topics in need of further work within the Constraint Grammar application presented there. Firstly, our set of rules is limited to only the most general patterns of transitive sentences. An extension of the rule set should be a topic for further work. Another main challenge with regards to the Constraint Grammar application resides in the limitations of the information regarding the relative animacy of word forms. It might be interesting to look into methods for extending the animacy sets of lexical forms. Finally, the enhanced system should be tested further on larger sets of unknown texts.
Appendix A

OT Grammar and Distributions

The grammar input for the stochastic analysis, as well as the pair distribution file is provided below. For additional information on the workings of the Praat software the reader is referred to the Praat tutorial (Boersma, 1999).

A.1 OT Grammar

The OT grammar supplied to the software is provided below. All 8 constraints are given the same initial value (100) which is an arbitrary value. The algorithm is also set to respect the rankings of the subhierarchies following from harmonic alignment, as well as the rankings resulting from local conjunction. As we remember, a locally conjoined constraint is always ranked above its conjuncts. Finally 12 tableaus are provided, one for each input, specifying the violations incurred by every candidate (0=no violation, 1=violation). The order of the violations are the same as the constraints are given in, so it is important that these match.

File type = "ooTextFile"
Object class = "OTGrammar"

8 constraints
constraint [1]: "*S<0(Anim) & Canon" 100 100 ! *S<0(Anim) & Canon
constraint [2]: "SO-Primacy(Def)" 100 100 ! SO-Primacy(Def)
constraint [3]: "Canon" 100 100 ! Canon
constraint [4]: "Top-L" 100 100 ! Top-L
constraint [5]: "*S<0(Anim)" 100 100 ! *S<0(Anim)
constraint [6]: "*S=0(Anim)" 100 100 ! *S=0(Anim)
constraint [7]: "*S>0(Anim)" 100 100 ! *S>0(Anim)
constraint [8]: "*S=0(Anim) & SO-Primacy(Def)" 100 100 !*S=0(Anim) & SO-Primacy(Def)

6 fixed rankings
1 3
<table>
<thead>
<tr>
<th>Input</th>
<th>Candidates</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[S_Anim/EqDef/Top V O_Inan/EqDef] 0 1 0 0 0 0 1 0</td>
</tr>
<tr>
<td>2</td>
<td>[S_Inan/EqDef V O_Anim/EqDef/Top] 0 1 0 1 1 0 0 0</td>
</tr>
<tr>
<td>3</td>
<td>[O_Inan/EqDef V S_Anim/EqDef/Top] 0 1 1 1 0 0 1 0</td>
</tr>
<tr>
<td>4</td>
<td>[O_Anim/EqDef/Top V S_Inan/EqDef] 1 1 1 0 1 0 0 0</td>
</tr>
<tr>
<td>5</td>
<td>[S_Anim/HDef/Top V O_Inan/LDef] 0 0 0 0 0 0 1 0</td>
</tr>
<tr>
<td>6</td>
<td>[S_Inan/LDef V O_Anim/HDef/Top] 0 0 1 1 0 0 0 0</td>
</tr>
<tr>
<td>7</td>
<td>[O_Inan/LDef V S_Anim/HDef/Top] 0 0 1 1 0 1 0 0</td>
</tr>
<tr>
<td>8</td>
<td>[O_Anim/HDef/Top V S_Inan/LDef] 1 0 1 0 1 0 0 0</td>
</tr>
<tr>
<td>9</td>
<td>[S_Anim/EqDef/Top V S_Inan/EqDef] 0 0 1 0 0 0 1 0</td>
</tr>
<tr>
<td>10</td>
<td>[S_Anim/EqDef V O_Inan/EqDef/Top] 0 0 0 1 0 0 0 0</td>
</tr>
<tr>
<td>11</td>
<td>[O_Inan/EqDef V S_Anim/EqDef/Top] 0 0 1 0 0 0 1 0</td>
</tr>
<tr>
<td>12</td>
<td>[O_Anim/EqDef/Top V S_Inan/EqDef] 1 0 1 1 1 0 0 0</td>
</tr>
<tr>
<td>13</td>
<td>[S_Anim/LDef/Top V O_Anim/HDef] 0 0 0 1 0 0 0 0</td>
</tr>
<tr>
<td>14</td>
<td>[S_Inan/HDef/Top V O_Anim/LDef] 0 0 1 0 0 0 1 0</td>
</tr>
<tr>
<td>15</td>
<td>[O_Inan/HDef/Top V S_Anim/LDef] 0 0 1 0 0 0 1 0</td>
</tr>
<tr>
<td>16</td>
<td>[O_Anim/LDef/Top V S_Inan/HDef] 1 0 1 1 1 0 0 0</td>
</tr>
<tr>
<td>17</td>
<td>[S_Anim/EqDef/Top V S_Inan/EqDef] 0 1 0 0 0 1 0 1</td>
</tr>
<tr>
<td>18</td>
<td>[S_Anim/EqDef V O_Inan/EqDef/Top] 0 1 0 0 0 1 0 1</td>
</tr>
<tr>
<td>19</td>
<td>[O_Inan/EqDef V S_Anim/EqDef/Top] 0 1 1 1 0 1 0 1</td>
</tr>
<tr>
<td>20</td>
<td>[O_Anim/EqDef/Top V S_Inan/EqDef] 0 1 1 0 0 1 0 1</td>
</tr>
</tbody>
</table>
A.2 Pair distributions

The pair distribution file is provided below. Note that for every input, each of the four candidates are provided with their frequency count from the data material.

"ooTextFile"
"PairDistribution"
48 pairs

"V(Anim/EqDef, Inan/EqDef)" "[S_Anim/EqDef/Top V 0_Anim/EqDef]" 136
"V(Anim/EqDef/Top, Inan/EqDef)" "[S_Inan/EqDef/Top V O_Anim/EqDef/Top]" 0
"V(Anim/EqDef/Top, Inan/EqDef)" "[0_Inan/EqDef V S_Anim/EqDef/Top]" 0
"V(Anim/EqDef/Top, Inan/EqDef)" "[O_Anim/EqDef V S_Inan/EqDef/Top]" 0
"V(Anim/HDef/Top, Inan/LDef)" "[S_Anim/HDef/Top V 0_Anim/LDef]" 315
"V(Anim/HDef/Top, Inan/LDef)" "[S_Inan/LDef V O_Anim/HDef/Top]" 0
"V(Anim/HDef/Top, Inan/LDef)" "[O_Anim/LDef V S_Inan/HDef/Top]" 0
"V(Anim/HDef/Top, Inan/LDef)" "[0_Inan/LDef V S_Anim/HDef/Top]" 0
"V(Anim/LDef/Top, Inan/HDef)" "[S_Anim/LDef/Top V 0_Anim/HDef]" 75
"V(Anim/LDef/Top, Inan/HDef)" "[S_Inan/HDef V O_Anim/LDef/Top]" 0
"V(Anim/LDef/Top, Inan/HDef)" "[O_Anim/LDef V S_Inan/HDef/Top]" 0
"V(Anim/LDef/Top, Inan/HDef)" "[0_Inan/LDef V S_Anim/HDef/Top]" 0
"V(Anim/EqDef, Inan/EqDef/Top)" "[S_Anim/EqDef V 0_Anim/EqDef/Top]" 0
"V(Anim/EqDef, Inan/EqDef/Top)" "[S_Inan/EqDef/Top V O_Anim/EqDef]" 15
"V(Anim/EqDef, Inan/EqDef/Top)" "[0_Inan/EqDef V S_Anim/EqDef/Top]" 7
"V(Anim/EqDef, Inan/EqDef/Top)" "[O_Anim/EqDef V S_Inan/EqDef/Top]" 0
Appendix B

Constraint Grammar application

B.1 Constraint Grammar rules

The CG rules from chapter 6 are given below:

Rule 1: \[ \text{Subj}_{\text{Animate}} \text{ Verb Obj}_{\text{Animate/Inanimate}} \]

\[
@w = s! (@subj) \\
(0 \text{ lo#animat}) \\
(\text{NOT } -1 \text{ komma}) \\
(*1 \text{ lo#ikke-mod-@<p-utfyll-@adv-@app } *R) \\
(LR0 @fv *R) \\
(\text{NOT LR0 lo#kop-pass } *R) \\
(*R \text{ lo#ikke-mod-@<p-utfyll-@adv-@app } *R) \\
(LR0 @obj *R) \\
(\text{NOT LR0 lo#mod-@adv-@<p-utfyll } *R) \\
(*R \text{ lo#ikke-mod-@<p-utfyll-@adv-@app } *R) \\
(\text{NOT LR0 @iv}) \\
(*-1 \text{ setn-gr/verb/subj } *R) \\
(LR0 lo#top-setn-gr))
\]

Comment: An animate first argument induces SVO word order regardless of the animacy of the second argument. The verb phrase is simple, i.e. no infinite verb, and there are no verbs or subjects to the left of the subject.
Rule 2: [Obj\textsubscript{animate} Verb Subj\textsubscript{animate}]

($Q_w = s! ($Subj)

(0 lo\#animat) ; select the subject
(NOT 0 lo\#mod-@adv-@\textless p-utfyll) ; word is animate
(*-1 lo\#ikke-mod-@\textless p-utfyll-@adv-@app *L) ; word is not adverbial etc.
(LR0 $fv *L) ; word is a finite verb
(NOT LR0 lo\#reverse-verb *L) ; word is not a reverse-animacy verb
(NOT LR0 lo\#kop-pass *L) ; word is not copular or passive
(NOT LR0 lo\#presenting-verb *L) ; word is not a presentational verb
(*L lo\#ikke-mod-@\textless p-utfyll-@adv-@app *L) ; find a non-modifier to the left
(LR0 $obj *L) ; word is a proper noun
(NOT LR0 lo\#mod-@adv-@\textless p-utfyll *L) ; word is not an adverbial
(LR0 lo\#animat *L) ; word is inanimate
(*L setn-gr/verb/subj *L) ; word is a valid sentence boundary
(LR0 lo\#top-setn-gr) ; find sent.boundary/verb/subj
(*L lo\#ikke-mod-@\textless p-utfyll-@adv-@app *R) ; find a non-modifier to the right
(NOT LR0 $iv)) ; word is not an infinite verb

Comment: An inanimate first argument and an animate second argument induces OVS word order if the verb is not a reverse-animacy verb or a verb that can occur in a presentational construction. The verb phrase is simple, i.e. no infinite verb, and there are no verbs or subjects to the left of the subject.

Rule 3: [Subj\textsubscript{animate} Verb Obj\textsubscript{animate}]

($Q_w = s! ($Subj)

(0 prop) ; select the subject
(NOT 0 lo\#mod-@adv-@\textless p-utfyll) ; word is a proper noun
(-1 $subst>) ; word is not an adverbial
(-1 lo\#animat) ; word to left is a modifying noun
(-1 prop) ; word to left is animate
(*1 lo\#ikke-mod-@\textless p-utfyll-@adv-@app *R) ; word to left is proper noun
(LR0 $fv *R) ; find a non-modifier to the right
(NOT LR0 lo\#kop-pass *R) ; word is a finite verb
(*R lo\#ikke-mod-@\textless p-utfyll-@adv-@app *R) ; verb is not copular or passive
(LR0 $obj *R) ; word is an object
(NOT LR0 lo\#mod-@adv-@\textless p-utfyll *R) ; word is not an adverbial etc.
(*R lo\#ikke-mod-@\textless p-utfyll-@adv-@app *R) ; find a non-modifier to the right
(NOT LR0 $iv) ; word is not an infinite verb
(*-1 setn-gr/verb/subj *R) ; word is not an infinite verb
(LR0 lo\#top-setn-gr)) ; find sent.boundary/verb/subj

Comment: Unknown proper names inherit animacy from their modifier. Ex.: Ole Mahatma$\textsubscript{subj} likes the car.

The verb phrase is simple, i.e. no infinite verb, and there are no verbs or subjects to the left of the subject.
Rule 4: \[ \text{Obj}_{\text{inanimate}} \text{ Verb Subj}_{\text{animate}} \]
\[
@w = s! (\text{@subj})
\]
(0 prop) ; select the subject
(NOT 0 \text{lo#mod-@adv-@p-utfyll}) ; word is a proper noun
(-1 \text{@subj}) ; word is not adverbial etc.
(-1 animate) ; word to left is a modifying noun
(-1 prop) ; word to left is animate
(*-2 \text{lo#ikke-mod-@p-utfyll-@adv-@app} *L) ; word to left is proper noun
(LRO \text{gf} *L) ; find a non-modifier to the left
(NOT LRO \text{lo#reverse-verb} *L) ; word is a finite verb
(NOT LRO \text{lo#kop-pass} *L) ; word is not copular or passive
(*L \text{lo#ikke-mod-@p-utfyll-@adv-@app} *L) ; word is not an adverbial etc.
(LRO \text{obj} *L) ; word is an object
(NOT LRO \text{lo#mod-adv-@p-utfyll} *L) ; word to left is not a modifying noun
(LRO \text{lo#inanimat} *L) ; word is inanimate
(*L \text{setn-gr/verb/subj} *L) ; find sent.boundary/verb/subj
(LRO \text{lo#top-setn-gr}) ; word is a valid sentence boundary
(*L \text{lo#ikke-mod-@p-utfyll-@adv-@app} *R) ; word is not an infinite verb
(NOT LRO \text{gi}v))

Comment: Unknown proper names inherit animacy from their modifying noun.
OVS-version of rule 3. above. An inanimate first argument and an animate second argument induces OVS word order if the verb is not a reverse-animacy verb or a verb that can occur in a presentational construction. The verb phrase is simple, i.e. no infinite verb, and there are no verbs or subjects to the left of the subject.

\[
\text{Rule 5: } [ \text{Subj}_{\text{inanimate}} \text{ Verb}_{\text{reverse}} \text{ Obj}_{\text{animate}} ]
\]
\[
@w = s! (\text{@subj})
\]
(0 \text{lo#inanimat}) ; select the subject
(NOT 0 \text{lo#mod-@adv-@p-utfyll}) ; word is inanimate
(NOT -1 \text{komma}) ; word is not an adverbial
(*1 \text{lo#ikke-mod-@p-utfyll-@adv-@app} *R) ; word to left is not a comma
(LRO \text{gf}v *R) ; find a non-modifier to the right
(LRO \text{lo#reverse-verb} *R) ; word is a finite verb
(*R \text{lo#ikke-mod-@p-utfyll-@adv-@app} *R) ; verb is a reverse-animacy verb
(LRO \text{obj} *R) ; word is an object
(NOT LRO \text{lo#mod-adv-@p-utfyll} *R) ; word is not an adverbial etc.
(*R \text{lo#ikke-mod-@p-utfyll-@adv-@app} *R) ; word is not a reverse-animacy verb
(NOT LRO \text{vi}v) ; find a non-modifier to the right
(*-1 \text{setn-gr/verb/subj} *R) ; word is not an infinite verb
(LRO \text{lo#top-setn-gr}) ; find sent.boundary/verb/subj

Comment: An inanimate first argument and an animate second argument induces SVO word order if the verb is a reverse-animacy verb. The verb phrase is simple, i.e. no infinite verb, and there are no verbs or subjects to the left of the subject.
Rule 6: \[ \text{Subj}_{\text{Inanimate}} \text{ Verb}_{\text{reverse}} \text{ Obj}_{\text{Animate}} \]
(\@w = \text{s!} (\@subj)) ; select the subject
(0 \text{lo#inanimat}) ; word is inanimate
(NOT 0 \text{lo#mod-@adv-@<p-utfyll}) ; word is not an adverbial
(NOT -1 \text{komma}) ; word to left is not a comma
(*1 \text{lo#ikke-mod-@<p-utfyll-@adv-@app} *R) ; find a non-modifier to the right
(LR0 \text{@fv} *R) ; word is a finite verb
(LR0 \text{lo#reverse-verb} *R) ; verb is a reverse-animacy verb
(*R \text{lo#ikke-mod-@<p-utfyll-@adv-@app} *R) ; find a non-modifier to the right
(LR0 \text{@obj} *R) ; word is an object
(NOT LR0 \text{lo#mod-@adv-@<p-utfyll} *R) ; word is not an adverbial etc.
(LR0 \text{prop} L-1) ; word is a proper noun - 1
(L-1 \text{@subst} > *L) ; word is a modifying noun
(LR0 \text{lo#animate} *R) ; word is animate
(LR0 \text{prop} *R) ; word is proper noun
(*R \text{lo#ikke-mod-@<p-utfyll-@adv-@app} *R) ; find a non-modifier to the right
(*R \text{lo#ikke-mod-@<p-utfyll-@adv-@app} *R) ; find a non-modifier to the right
(NOT LR0 \text{@iv}) ; word is not an infinite verb
(*-1 \text{setn-gr/verb/subj} *R) ; find sent.boundary/verb/subj
(LR0 \text{lo#top-setn-gr})) ; word is a valid sentence boundary

Comment: Unknown proper names inherit animacy from their modifying nouns.
An inanimate first argument and an animate second argument induces SVO word order if the verb is a reverse-animacy verb. The verb phrase is simple, i.e. no infinite verb, and there are no verbs or subjects to the left of the subject.

Rule 7: \[ \text{Subj}_{\text{Inanimate}} \text{ Verb}_{\text{presentation}} \text{ Obj}_{\text{Animate}} \]
(\@w = \text{s!} (\@subj)) ; select the subject
(0 \text{%det%-%-pron}) ; word is det ‘it’
(NOT 0 \text{lo#mod-@adv-@<p-utfyll}) ; word is not an adverbial
(*1 \text{lo#ikke-mod-@<p-utfyll-@adv-@app} *R) ; find a non-modifier to the right
(LR0 \text{@fv} *R) ; word is a finite verb
(LR0 \text{lo#presentering-verb} *R) ; verb is a presentational verb
(*R \text{lo#ikke-mod-@<p-utfyll-@adv-@app} *R) ; find a non-modifier to the right
(LR0 \text{@obj} *R) ; word is an object
(LR0 \text{lo#animat} *R) ; word is animate
(LR0 \text{ub} *R) ; word is indefinite
(NOT LR0 \text{lo#mod-@adv-@<p-utfyll} *R) ; word is not an adverbial etc.
(*R \text{lo#ikke-mod-@<p-utfyll-@adv-@app} *R) ; find a non-modifier to the right
(NOT LR0 \text{@iv}) ; word is not an infinite verb
(*-1 \text{setn-gr/verb/subj} *R) ; find sent.boundary/verb/subj
(LR0 \text{lo#top-setn-gr})) ; word is a valid sentence boundary

Comment: An inanimate first argument and an animate second argument induces SVO word order if the verb is a the kind of verb that may occur in the presentational construction. The verb phrase is simple, i.e. no infinite verb, and there are no verbs or subjects to the left of the subject.
Rule 8: [ Subj\textsubscript{inanimate} Verb Obj\textsubscript{inanimate}]

\(@\omega = s! (\text{subj})\)
\((0 \text{ lo#inanimat})\) ; select the subject
\((\text{NOT } 0 \text{ lo#mod-@adv-@<p-utfyll})\) ; word is inanimate
\((\text{NOT } -1 \text{ lo#animat})\) ; word to left is not an adverbial etc.
\((*1 \text{ lo#ikke-mod-@<p-utfyll-@adv-@app } \text{R})\) ; find a non-modifier to the right
\((\text{LR0 } @fv \text{ } \text{R})\) ; word is a finite verb
\((\text{NOT } \text{LR0 } \text{lo#kop-pass } \text{R})\) ; verb is not copular or passive
\((*R \text{ lo#ikke-mod-@<p-utfyll-@adv-@app } \text{R})\) ; find a non-modifier to the right
\((\text{LR0 } @obj \text{ } \text{R})\) ; word is an object
\((\text{NOT } \text{LR0 } \text{lo#mod-@adv-@<p-utfyll } \text{R})\) ; word is not an adverbial etc.
\((*R \text{ lo#ikke-mod-@<p-utfyll-@adv-@app } \text{R})\) ; find a non-modifier to the right
\((\text{NOT } \text{LR0 } @iv)\) ; word is not an infinite verb
\((*-1 \text{ setn-gr/verb/subj } \text{R})\) ; find sent.boundary/verb/subject
\((\text{LR0 } \text{lo#top-setn-gr})\) ; word is a valid sentence boundary

Comment: Two inanimate arguments induce SVO word order. The verb phrase is simple, i.e. no infinite verb, and there are no verbs or subjects to the left of the subject.

B.2 Constraint Grammar sets

The following sets were employed in the CG rules:

%det%-pron ("det" pron)
\(\text{@fv} (\text{fv})\)
\(\text{@iv} (\text{iv})\)
\(\text{@obj} (\text{obj})\)
\(\text{@subj} (\text{subj})\)
\(\text{@subst}> (\text{subst}>)\)

komma ("\,"")

lo#animat ("øyenvitne" "øyensten" "øyenlege" "øystykker" "østerriker" "ørn" "økonom"
"ærfugl" "æresmedlem" "æresborger" "åthusianer" "åndemåne" "zulu" "zoolog" "yppersteprest" "være" "voldsmann" "voldsbryter" "vitne" "vitenskapsmann" "vivesanger" "visepresident" "visebørsgermester" "visadmiral"
"viper" "vinmester" "vinhandler" "ving" "vindspusser" "vinbonde" "vilddyr"
"villand" "vikinge" "viker" "vietnameser" "vi" "vever" "veterinar" "vesttysker"
"vestlending" "vestdyre" "vestshusier" "vertinne" "vert" "verksmester"
"verge" "verdensmester" "venninne" "venn" "vendelbo" "velgjører" "velger"
"vekter" "veimuseum" "veibleder" "vegetarianer" "vedlikeholdssjef" "vasall"
"vaktmester" "vaktmann" "vakt" "vagabond" "vadefugl" "uvenn" "utøver"
"utvandrer" "utvalgsformann" "utskudd" "uttomt" "utlever" "utkaster"
"utkaster" "utbytter" "utbyder" "urostifter" "urk" "unngardekasserer" "ungkar" "unge"
"ungdom" "ungarer" "undulat"
"Fiji" "Femø" "Femern" "Farum" "Fano" "Falster" "Fakse" "EØSavtalen" "Europa" "Eurasia" "Etruria" "Etiopia" "Estland" "Estrum" "Esbjerg" "England" "Elsero" "Elsass" "Elfenbenskysten" "Elben" "Drejø" "Dragør" "Dolomitene" "Ditmarsken" "Damaskus" "Cuba" "Colombia" "Canada" "California" "Byutviklingskomiteen" "Bretagne" "Brasil" "Bogense" "Blokberg" "Berlin" "Bergen" "Belgia" "Atlantershavet" "Atlanterhavet" "Athen" "Argentina" "Antillene" "Angola" "Andalusia" "Amerika" "Alpinaanlegg" "Akershus" "Afrika" "Afghanistan" "Adriaterhavet" "Abessinea" "AS" 

("denne" pron pers) ("disse" pron pers) ("all" noeyt ent) ("det" pron pers) ("god" adj sup be) ("hel" adj pos be ent) ("dette" pron pers) ("den" pron pers)
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