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ABSTRACT

Are happiness and depression related or completely distinct constructs? Using data from the Norwegian Institute of Public Health Twin Panel, we investigated the common and specific genetic and environmental contributions to subjective well-being (SWB) and liability to lifetime major depression. The results show that a substantial portion of both genetic and non-shared environmental variance is shared between major depressive disorder and SWB. These findings indicate that intervention and treatment aiming to increase SWB may decrease the risk of major depression. Results also indicate that morbidity and vitality may not be entirely distinct constructs at least from a genetic point of view.
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INTRODUCTION

Subjective well-being and major depressive disorder seem to represent two opposites in the study of mental health – one characterised with positive mood states and happiness (SWB) and the other one with negative affect (major depression).

Whereas major depressive disorder (MDD) is one of the most commonly diagnosed mental disorders, with a lifetime prevalence in the United States estimated to be 16.2% (Kessler et al., 2003), SWB has been regarded as the main psychological construct of happiness. SWB is closely associated with the growing field of positive psychology which has been described as a contemporary reaction to the excessive focus on the negative side of mental health in psychiatry and clinical psychology. For example Seligman and Csikszentmihalyi (2000) have suggested that psychologists should strive to understand what makes life good and not just what makes it bad. To this one could obviously counter that understanding more about disorders will help health professionals of relieving individuals of such.

In this thesis I have tried to explore the etiology and associations between subjective well-being and major depressive disorder, using a twin research paradigm. Twin research may provide some answers to old questions of nature and nurture. In this thesis, my specific aims were to investigate what role genes and environment play in the development of happiness (SWB) and depression (MDD) and whether happiness and depression are caused by the same set of genes and environmental factors.

In this thesis I have tried to explore the etiology and associations between subjective well-being and major depressive disorder, using a twin research paradigm. Twin research may provide some answers to old questions of nature and nurture. In this thesis, my specific aims were to investigate what role genes and environment play in the development of happiness (SWB) and depression (MDD) and whether happiness and depression are caused by the same set of genes and environmental factors.

I will begin this thesis by giving a phenomenological description of subjective well-being and major depressive disorder and a summary of important research findings to date. Next I will provide a short historical introduction to the field of behavioural genetics, followed by a description of the central concepts and assumptions of the twin methodology. The last part of the thesis consists of the present twin study.

Subjective Well-Being

What makes people happy? What is a good life? Are wealthier people happier than the poor? Are people in the countryside happier than people in the urban areas? Questions like these have kept philosophers, economists, psychologists and a wide variety of other disciplines preoccupied for many decades. According to Diener, Lucas and Oishi (2005),
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psychologists have studied subjective well-being since the 1920s. In 1967, Warner Wilson concluded from a review of articles of avowed happiness that the happy person “emerges as a young, healthy, well-educated, well-paid, extroverted, optimistic, worry-free, religious, married person, with high self-esteem, high job-morale, modest aspirations, of either sex and of a wide range of intelligence” (Wilson, 1967, p. 294). Psychologists have coined the term Subjective Well-Being (SWB) to reflect what most people think of as happiness. Subjective Well-Being can be defined as a "person’s cognitive and affective evaluations of his or her life" (Diener, Lucas, and Oishi, 2005, p.63).

Diener, Scollon and Lucas (2003) propose a structure of subjective well-being that comprises positive affect, negative affect, global life judgments, and domain satisfaction. Positive and negative affect can be said to be the ability to experience positive emotions and the ability to experience negative emotions, respectively. Some researchers argue that positive affect and negative affect vary independently (Larsen, McGraw, and Cacioppo, 2001; Watson, Kendall, 1989), whereas others argue that positive and negative affect are best captured as one single bipolar dimension (Russel and Carroll, 1999). Diener et al. (2003) notes that positive and negative affect are best measured separately whatever the outcome of the more theoretical discussion will be, because positive and negative affect seems to correlate differently with other constructs. For example Kendall and Watson (1989) showed that depression is characterized by low positive and high negative affect whereas anxiety is characterized by a high negative affect but not a low positive affect.

The third component of the subjective well-being construct is global life satisfaction judgments which reflect a cognitive process in which an individual assesses his or her life in a general (overall) manner. Life satisfaction is a component that according to Pavot and Diener (1993) is clearly separable from the affective components. Pavot and Diener (1993) argue that there are three important ways that life satisfaction measurements differ from the affective components. Firstly, individuals may suppress negative emotional concerns, but still recognize negative factors in a more global manner. Secondly, emotional responses have a short influence whereas a cognitive factor like life satisfaction has a wider perspective and is thus not so biased by the moment. Thirdly, emotional responses may reflect unconscious processes, whereas life satisfaction judgments often reflect goals and values.

The fourth component of SWB is domain satisfaction. This component is thought to reflect the different domains in life that are important to individuals. According to Diener et
al. (2003) this component is thought to be specific for each individual, because different individuals will place different values to different domains according to what one regards as particularly important in life.

**The etiology of SWB**

Several factors are thought to influence subjective well-being; some of them will be reviewed here. Subjective well-being is a multifactorial concept influenced by several sources; however it seems that in broader time perspective personality and as we shall see genes seems to be the main sources of influence. Costa and McCrae (1980) have shown extraversion and neuroticism to be closely related to subjective well-being, finding that extraversion predict positive affect whereas neuroticism predict negative affect. In a meta-analysis by DeNeve and Cooper (1998) investigating the association between personality traits and subjective well-being, neuroticism was shown to be the strongest predictor of life satisfaction, happiness and negative affect, whereas extraversion and agreeableness predicted positive affect equally well.

Life events may also influence subjective well-being. However, the effect of life events on SWB has been shown to be mainly short-term. Suh, Diener, and Fujita (1996) found that only recent life events matter, showing the impact of most life events on subjective well-being to be very small after a period of up to 3 months. Some life events may have more long-lasting impact however. For example Hansson, Forsell, Hochwälder, and Hillerås (2008) reported that respondents reported less subjective well-being at three year follow up when their financial situation had worsened, or their civil status or social support level had changed. Income and subjective well-being was also reported by Diener, Sandvik, Seidlitz, and Diener (1993) to relate to SWB in a curvilinear fashion. This means that subjective well-being increases up to a certain income point where the increase in subjective well-being diminishes for each increase in income.

Genetics is likely to be an important factor in determining subjective well-being. There has been a growing understanding of the genetic basis for subjective well-being over the last 10-20 years and a number of twin studies have been published. According to a review by Nes (2009), studies examining heritability, or time specific influences from genetic factors on subjective well-being commonly estimate the genetic influence to explain 35%-50% of the variance in SWB. Worth noting, however, is that some studies find the genetic basis of subjective well-being to be best understood by an additive genetic model (e.g. Røysamb,
Harris, Magnus, Vittersø, and Tambs, 2002), while other studies report mainly non-additive genetic effects (dominance, epistasis) on subjective well-being (Stubbe, Posthuma, Boomsma, and De Geus 2005; Tellegen et al., 1988).

One of the intriguing opportunities generated by the increased research in to this field and developments in methodology is the opportunity to look at both the time specific and stable genetic and environmental basis for subjective well-being. This is made possible due to the longitudinal twin designs employed by some researchers. Time specific genetic estimates (heritability) of subjective well-being have been investigated in many studies using somewhat different measurement instruments (i.e. well-being questionnaires). Studies that have investigated the genetic basis of a more stable subjective well-being construct are few. Lykken and Tellegen (1996) administered the Well-Being scale of the Multidimensional Personality Questionnaire to 2310 twins. The authors found that educational level accounted for less than 2% in women (less than 1% in men), socioeconomic status similarly accounted for less than 2%, and income accounted for less than 2% of the variance (Lykken and Tellegen, 1996). When administering the same questionnaire to 79 monozygotic (MZ) twins and 48 dizygotic (DZ) young adult co-twins with ten years between the two test rounds, they found that the cross-twin cross-time correlations (i.e. the correlation between twin 1 at time 1 and twin 2 at time 2) were almost zero for DZ twins, whereas the MZ cross-twin cross-time correlation was 0.40 (i.e. explaining 80% of the variance). This means that in a 10 year perspective 80% of the variance in well-being levels is attributable to genetic influence (Lykken and Tellegen, 1996). Nes, Røysamb, Tambs, Harris, and Reichborn-Kjennerud (2006) investigated subjective well-being in a longitudinal twin design using two assessments (6 years between measurement occasions). Their analysis showed that additive genetic influence could explain 81% of the variance in male’s subjective well-being and 75% of the variance in female’s subjective well-being over the two measurements. The remaining variance was explained by the non-shared environment. Both Lykken and Tellegen (1996) and Nes et al. (2006) thus clearly show that the stability in subjective well-being is much due to genetic influences.

Given this stable genetic basis for subjective well-being, and the fact that subjective well-being is highly correlated with other positive phenotypes such as high extraversion, conscientiousness and low neuroticism (Weiss, Bates, and Luciano 2008), and perceived health (Røysamb, Tambs, Reichborn-Kjennerud, Neale, and Harris 2003), Weiss, King and
Enns (2002) coined the term covitality (as opposed to comorbidity) to reflect that subjective well-being is correlated with other positive phenotypes, this will be discussed later.

**Major Depression**

Depression is one of the most commonly diagnosed psychiatric disorders, with an estimated lifetime prevalence at 17.8% for people aged 18 to 65 and living in the Oslo region (Kringlen, Torgersen and Cranner, 2001). As a comparison, the lifetime prevalence for major depression in the National Institute Public Health Twin Panel was estimated to be 14% (Mykletun, Knudsen, and Schjelderup Mathiesen, 2009). Some of the symptoms that characterize depression include depressed mood, sleep problems, weight gain or loss, feelings of guilt, worthlessness, and a wide variety of other symptoms. Depressive disorders include major depressive disorder, dysthymic disorder, and depressive disorder not otherwise specified (NOS). To qualify for a diagnosis of major depression one has to have five or more of the following symptoms:

1. **Depressed mood most of the day or nearly every day, as indicated by either subjective report (e.g., feels sad or empty) or observation made by others (e.g., appears tearful). Note: In children and adolescents can be irritable mood.**

2. **Markedly diminished interest or pleasure in all, or almost all activities most of the day, nearly every day (as indicated by either subjective account or observation made by others);**

3. **Significant weight loss when not dieting or weight gain (e.g., a change of more than 5% of body weight in a month), or decrease or increase in appetite nearly every day. Note: In children, consider failure to make expected weight gains;**

4. **Insomnia or hypersomnia nearly every day;**

5. **Psychomotor agitation or retardation nearly every day (observable by others, not merely subjective feelings of restlessness or being slowed down);**

6. **Fatigue or loss of energy nearly every day;**
7. *Feelings of worthlessness or excessive or inappropriate guilt* (which may be delusional) nearly every day (not merely self-reproach or guilt about being sick);

8. *Diminished ability to think or concentrate, or indecisiveness*, nearly every day (either by subjective account or as observed by others);


### The etiology of Major depression

The etiology of depression is multifactorial and the causal pathways are complicated. There are a number of perspectives aiming to explain the etiology of major depression. The psychological approach has not been a unified one, being characterized by several different schools of thought. The psychodynamic perspective on the etiology has a focused on the presence of unconscious motivation and conflicts, whereas the cognitive perspective has emphasized errors in logic and attribution (Seligman, Walker, and Rosenhan, 2001). The biological approach, usually portrayed as an alternative rather than integrative view to the psychological approach, combines information about genes and modern neuroscience, including biochemistry.

The twin method has been successful in showing that variance in the different depressive phenotypes (i.e. disorders as well as sub-diagnostic conditions) can be attributed to both genetic and environmental factors. What are the results of twin, family and adoption studies for depression? Sullivan, Neale and Kendler (2000) conducted a meta-analysis where they looked at five family studies, three adoption studies and six twin studies.

The five family studies all showed increased risk for major depression in first degree relative versus comparison subjects (Sullivan et al., 2000). Family studies included in this meta-analysis did not permit the opportunity to distinguish between genetic and environmental influence. To shed light on this one have to look at the twin and adoption studies.
Although none of the adoption studies met the authors’ inclusion criteria, they reviewed three adoption studies qualitatively. Adoption studies are generally associated with a number of methodological difficulties, for example representativeness and privacy protection (Plomin, DeFries, McClearn, and McGuffin, 2008). The authors argue that the findings from early adoption studies are important because there may not be many adoption studies in the future (Sullivan et al., 2000) and conclude that two out of three adoption studies indicate genetic influences on major depression. The study that did not support this notion used sources to verify depression diagnoses that may underestimate the lifetime prevalence of depression (Sullivan et al., 2000).

Six twin studies were included in the meta-analysis and all of them showed considerable genetic influences on major depression. The authors concluded that the heritability for major depression is in the range of 31%-42%. The authors note, however, that this might be an underestimate of the true heritability estimate, because of the sometimes unreliable diagnosing of major depression (Sullivan et al., 2000). Thus there seems to be a significant portion of the variance attributable to genetic factors in the etiology of depression and a substantial portion being due to the non-shared environment.

Several specific environmental vulnerability factors have been identified as important in the development of depression. Socioeconomic Status (SES) has for example been found to be an important factor in the etiology of depression. In a meta-analysis by Lorant et al. (2003) consisting of more than 50 studies of depression, the authors concluded that socioeconomic status slightly increases the risk for onset of depression, but the risk for staying depressed are even higher in low socioeconomic groups. The authors also note that one can follow these differences throughout the entire social spectrum. This means that the difference is not just observable in the lowest socioeconomic groups versus the highest socioeconomic group, but that differences in socioeconomic status can be observed at more subtle levels.

The experience of stressful life events may also be related to the onset of major depression. Along with SES, the impact of some life events may, however, partly be related to genetic liability (Kendler et al., 1995). Moderation of stressful life events have been linked to different variations of the 5-HTT gene which are involved in the regulation of serotonin (Caspi et al., 2003). This promising finding has however failed to be replicated one study and been partially replicated in another study (Gillespie, Whitfield, Williams, Heath, and Martin, 2005; Kendler, Kuhn, Vittum, Prescott, and Riley, 2005).
Differences in personality makeup also seem to be of interest in understanding the course and outcome of major depression. High trait levels of neuroticism seems to increase the risk for lifetime depression, while high trait levels of extraversion seems to decrease the risk for lifetime depression (Kendler, Gatz, Gardner, and Pedersen, 2006). Studies of the harm-avoidance and self-directedness traits have also been shown to predict vulnerability to depression (Cloninger, Svrakic, Przybeck, 2006).

A central characteristic of the depression disorder is its high comorbidity rate, this means that a person with a depression disorder has at least one other disorder. Findings from the National Comorbidity Study Replicated (NCS-R) showed that 72.1% of individuals with a lifetime major depressive disorder also had at least one comorbid disorder, with anxiety disorder as the most common comorbid disorder (Kessler et al. 2003). Part of the reason for this can be the fact that the inclusion criterion for depression in DSM-IV is so wide that a lot of people will have enough symptoms to qualify for the depression diagnoses (Kessler et al., 2003). Mineka, Watson and Clarke (1998) discuss whether the position that psychiatric disorders can be viewed as “distinct clinical entities” (p. 380) have gone too far. They argue that because of the high comorbidity rate for disorders, a more unified view is needed. The liability spectrum model proposed by Krueger and Markon (2006) proposes a view where psychiatric disorders are viewed as sub dimensions of higher order factors. There are two main factors in this model being internalizing and externalizing disorder. Internalizing disorders can be further divided into distress and fear. Distress comprises of major depression, dysthymia and generalized anxiety disorder. Fear includes phobias and panic disorder. Externalizing disorders are alcohol disorder, drug disorder, conduct disorder and adult antisocial behavior. Kendler, Prescott, Myers, and Neale (2003) tested this structure using twin methodology. The structure of this model was replicated yielding a specific genetic influence for the internalizing disorders, a specific genetic influence for externalizing disorders and specific genetic influence of alcohol dependence and drug dependence (Kendler et al. 2003). The factor structure was only replicated with genetic influence. The results might explain the high comorbidity rates seen for several psychiatric disorders, as the same genes might cause the same disorders. The results indicate that there is a more general genetic liability to psychiatric disorders; this might explain some part of the comorbidity problem in classifying psychiatric disorders.
Behavior Genetics

A Brief History

The foundation for behavioral genetics was laid out in the 19th century by several seminal figures in the history of science. Gregor Mendel discovered the basic principles of heredity through experiments with pea plants, Charles Darwin issued On The Origin of Species by Means of Natural Selection in 1859, and Francis Galton (Darwin’s cousin) published studies of how intelligence is inherited. These three important scientific milestones were not immediately identified as works that could pull in the same direction however. According to Morrison (2002) the debate in the UK in the early part of the 20th century where between the advocates of the Mendelian school of thought (mendelians) and people using statistical methods to investigate traits and heredity (biometricians) mainly influenced by Darwin, and to some extent Francis Galton. The debate centered around the disagreement of whether complex traits could be described as single gene effects and whether Mendel’s laws were applicable to statistical methods (Plomin et al., 2008). In 1918 Ronald Fisher published a paper called “The Correlation between Relatives on the Supposition of Mendelian Inheritance”. This paper is usually considered to have “resolved” the battle between mendelians and biometricians (Morrison 2002).

From the 1950s and to the present time, behavior genetics and biologically founded explanation models have varied in strength and influence. The discovery of the DNA molecule in 1953 by Watson and Crick set the stage for a deeper understanding of how genetic influences are transmitted from one generation to another. When the DNA was discovered, psychology was in a stage of what Rutter, Moffitt, and Caspi (2006) calls “extreme environmentalism” (p.226). This can partly be explained by the impact of several dominating “schools of thought” within psychology, such as behaviorism that considered stimulus and response patterns as the main interest for study. Behaviorism viewed the child as a tabula rasa. An opposing view came from developmental psychologist such as Mary Ainsworth and John Bowlby who claimed that a child was born into the world with several innate “attachment programs”. Their focus was more towards parent and parent behavior, however, with Ainsworth stressing the importance that parents create a secure base. In 1968 R. Q. Bell wrote an important paper in which he challenged the prevailing view that the relationship between parent and child is unidirectional, arguing that parents change their
behavior according to the child’s behavior (i.e. the child evoke certain behavior in the parents).

Although the 50s and the 60s can be labeled a period of extreme environmentalism, this period saw the release of the first textbook in behavioral genetics called *Behavioral Genetics* by John Fuller and Robert Thomson (Baker, 2007). In 1970 the Journal of Behavior Genetics was founded and is one of the most important journals for publishing research on behavior genetics today (Baker, 2007). Rutter et al. (2006) sums up the period from 1960-1980 as a period of substantial growth in genetic research and consider the period from 1980 to the early 1990s as a period in which the environment was neglected. This is perhaps one of the reasons why there have been several outspoken critics against research concerning genetics in relationship with psychology, such as Jay Joseph (2004). Part of the reason for this may be that some schools in psychology have been used to view individuals as products of their environment and to a lesser degree a product of their biologic makeup. Some psychologist (and other scholars) thus feels that genetics can shift the centre of gravity from an emphasis on the environment to an emphasis on biology; biological explanations to human behavior might be seen by some as a more deterministic view of man.

**Important concepts in behavior genetics**

Twin studies estimate the contribution from genes and environments to a given phenotype. Environmental effects are split into shared ($c$) and non-shared ($e$) effects. Genetic effects are split into additive ($a$) and non-additive effects ($d$). In the next section I will give a thorough presentation of what environmental and genetic influences is in twin research.

**Genetic Effects**

A gene is a sequence of the DNA molecule which can be located at the chromosomes in every human cell. A gene is in biometrical genetics commonly defined as a “unit factor of inheritance” (Neale and Maes, 2000, p.55). The location of a gene on the chromosome is called a locus, and alternative forms of a gene that are located on the same locus are referred to as alleles (Neale and Maes, 2000). The genotype “is the chromosomal complement of alleles for an individual” (Neale and Maes, 2000, p.55). The phenotype is the observable characteristics. Genetic effects can be either additive or non-additive. The additive genetic factor (denoted $A$ in twin modeling) are defined as the “sum of the average effects of the individual alleles” (Neale and Maes, 2000, p.56).
In the Mendelian school alleles are often symbolized with capital letters (A) meaning dominant gene and small letter (a) meaning recessive gene. A two allele system can be said to be homozygote if both the alleles on a locus is either recessive (aa) or dominant (AA), and heterozygote if one of the alleles are dominant and the other recessive (Aa). (Neale and Maes, 2000).

The biometrical approach for calculating heritability estimates assumes a polygenic model, meaning that a large number of genes are causing variation in phenotypes (Neale and Maes, 2000). The additive genetic influence that is calculated in twin modeling is a measure of average effect of the individual alleles (Neale and Maes, 2000). Non-additive genetic effects reflect interaction between alleles – either at the same locus (dominance) or between loci (epistasis) (Purcell, 2008).

Heritability ($h^2$) is defined as “… the proportion of phenotypic variance that can be accounted for by genetic differences among individuals” (Plomin et. al 2008, p. 83). Heritability is commonly divided into broad heritability and narrow heritability (Plomin et al., 2008; Neale and Maes, 2000). Narrow heritability refers to a heritability estimate which only accounts for the additive genetic effects. Broad heritability, which is most commonly used under ‘heritability’, takes all genetic effects into account (i.e. both additive and non-additive effects). Heritability is an often misused and misunderstood concept. Part of this misunderstanding refers to the fact that heritability estimates concerns a given population, not single individuals. Another misunderstanding is that heritability estimates are an exact and constant number. Heritability estimates concerns a specified population at a particular time, this means that if the genetic makeup of this population where to change (as it likely will when time goes by) heritability estimates will change.

**Environmental Effects**

In twin modeling the shared environment is a broad concept that refers to all environmental effects that co-twins share (i.e. it refers to all non-genetic influences that make family members similar) (Neale and Maes, 2000). The non-shared environment refers to environmental influences that contribute to differences between co-twins (Neale and Maes, 2000). In classical twin modeling, the shared environment is denoted C (common) whereas the non-shared environment is denoted E. The non-shared environment is computed as a residual term after the genetic variance and the shared environment have been accounted for. This implies that measurement error will be grouped together with the non-shared
environmental factor, consequently resulting in overestimation of the non-shared environment and underestimation of heritability.

An important distinction in relation to the shared and the non-shared environment is the distinction between objective and effective environments. According to Turkheimer and Waldron (2000), objective environments “refer to environmental events as they might be observed by a researcher, as opposed to how they affect family members” (p. 79). By contrast, effective environments “are defined by the outcomes they produce” (Turkheimer and Waldron, 2000, p.79). Many psychologists and social scientists have been surprised, and some probably also disappointed, by the fact that twin research often does not find a significant shared environmental component. This may be due to the fact that twin modeling only measures the effective environment (i.e. the effect of the environment). An objective event that affects both twins (e.g. a divorce) may have different effect on the twins creating differences between them and thus being loaded on to the non-shared environmental factor and not the shared environment factor.

One way to assume that there is a substantial shared environmental component is if the correlation matrix suggest so, if shared environment were present one would predict that dizygotic correlations would be closer to monozygotic correlations than one could expect from genetic influence (i.e. more than half the size of monozygotic correlations). One of the drawbacks with the shared environmental concept as it is used, is that one cannot separate between different sources of shared environment, thus finding that shared environment is of great importance for a trait does not give any insight into what kind of environmental influence that might be.

Genotype-Environment Interplay

According to Neale and Maes (2000) there are three conditions in which there are genotype-environment effects that need to be considered; the first being assortative mating, the second being genotype environment correlation and the third being genotype by environment interaction (G x E). Assortative mating will be described later under Twin Method Assumptions (page 18).

The first type of genotype-environment effect is the so-called genotype-environment correlation (CorGE). Quantitative genetics have made several important discoveries about the genetic basis of psychological traits and disorders, but it has also made important discoveries
about the genetic influence on the environment. According to Plomin et al. (2008) there are three types of genotype-environment correlation: passive, evocative and active.

**Passive genotype-environment correlation** refers to the fact that children are brought up in an environment which are created by their parents which they are genetically correlated with (Plomin et al. 2008). A common example of this is that children with intelligent parents often are brought up in an intellectually stimulating environment, thus being able to nurture their cognitive abilities.

**Evocative genotype-environment correlation** occurs when the genetic makeup of individuals causes reactions in others (Plomin et al. 2008). Some people have attributes that lets them go through life causing less stir and commotion than others. Reactions by the environment that are caused in some degree by the genetic makeup of a person are the essential feature of this interaction (Kendler and Prescott, 2006)

**Active genotype-environment effects** are when individuals create their own environment by selecting friends, hobbies and creating experiences that are correlated with their genetic makeup (Plomin et al. 2008). This is also called genotype environment autocorrelation (Neale and Maes 2000).

The second type of genotype-environment effects are the genotype by environment interaction (G x E) (Kendler and Prescott, 2006; Neale and Maes, 2000). Broadly speaking, G x E occurs either i) when genes alter the person’s sensitivity to specific environmental features, or ii) when environmental contexts differentially modify genetic effects (i.e. genetic dispositions are expressed differently in different environments). Genotype by environment interaction does not refer to any volitional action by the individual on the environment like the active genotype-environment correlation.

Neale and Maes (2000) makes a distinction between scalar and non-scalar G x E. Scalar G x E means that “the same genes are expressed consistently at all levels of a salient environmental variable so that only the amount of genetic variance changes between environments” (Neale and Maes 2000, p. 23). Non-scalar G x E means that different genes are expressed in different environments (Neale and Maes, 2000).
Twin Method Assumptions - Assortative Mating

According to Neale and Maes (2000): “any non-random pairing of mates on the basis of factors other than biological relatedness is subsumed under the general category of assortative mating” (p. 18). Twin research relies on the assumption that there is random mating and not assortative mating. According to Kendler and Prescott (2006), however, the critical assumption is not whether couples have the same education or whether they earn the same amount of money, the essential thing is whether they differ more or less in genetic liability to the trait under study. This is thought to have implications for twin research (i.e. the heritability estimates may be uncertain). In short, the twin method relies on the basis that monozygotic twins share all their genes and dizygotic twins share half of their genes. If one assumes that a trait has some genetic basis one can look at the difference between monozygotic and dizygotic twins and calculate a genetic component. However, in the case of assortative mating, dizygotic twins will possibly share more than 50% of their genes. This will result in reduced heritability estimates and increased estimates of the shared environmental component in the classical twin study (Kendler and Prescott, 2006).

Twin Method Assumptions - The Equal Environment Assumption (EEA)

As previously stated, the twin method assumes that monozygotic co-twins are identical in their genetic makeup whereas dizygotic twins share on average 50% of their genes. Thus, to estimate the genetic influence on a trait or disorder, one looks at the difference in correlations between monozygotic and dizygotic co-twins. What if this difference is not due to genetic differences, but rather due to monozygotic twins experiencing a more similar environment? Monozygotic twins are for example more likely to be dressed alike, play together (6-12 years), and spend time together (12-18 years) than are dizygotic co-twins (Loehlin and Nichols, 1976). The equal environment assumption states that “… DZ twins, between them, share environmental influences to the same degree as do MZ twins” (Beckwith, 2006, p. 78). The equal environment assumption concerns whether monozygotic twins experiencing more “twin characteristic” environment makes their liability for major depression or any phenotype/trait any different than dizygotic twins. According to Kendler and Prescott (2003) there is not a straight forward answer to this as they state “there is no such thing as a generic violation of the EEA” (p.116). What they mean by this is that one has to test whether there could be a violation of the equal environment assumption for the particular trait or disorder under study.
A recent study examining the equal environment assumption by Johnson, Krueger, Bouchard Jr, and McGue (2002) investigated if the personalities of twins are different from that of singletons. Monozygotic twins, dizygotic twins, and singletons were compared on the Multidimensional Personality Questionnaire (MPQ) (Johnson et al., 2002). Only trivial differences was found, with the exception of social closeness, this had however no effect on the higher order factor of positive emotionality that social closeness contributes to (Johnson et al., 2002). The authors thus conclude that differences in personality makeup will not affect subsequent studies (Johnson et al. 2002).

The equal environment assumption has also been tested specifically for psychiatric disorders. Kendler and Gardner (1998) interviewed female-female twins from the Virginia Twin Registry, assessing a variety of psychiatric disorders including major depression. The twins were also interviewed on childhood and adolescence experiences, treatment from environment, and their relationship with the other twin (Kendler, and Gardner, 1998). A factor analysis resulted in three factors which were examined in relation to the psychiatric disorders. These were; childhood treatment, co-socialization, and similitude (to which degree twins and themselves emphasized similarities) (Kendler, and Gardner, 1998). None of these factors predicted psychiatric disorders, with the exception of broadly defined bulimia. The results thus point in the direction that equal environment assumption will not be violated when examining psychiatric disorders from a behavioural genetic perspective.

Genetic Epidemiology and Psychiatric Genetics

In this section I will give a presentation of what genetic epidemiology and psychiatric genetics is, and what implications it has for twin research. Genetic epidemiology can be said to be:”… the study of the role of genetic factors and their interaction with environmental factors in the occurrence of disease in human populations” (Khoury, Beaty, and Cohen, 1993, p.13). Most diseases fall in a multifactorial category, resulting from a complex interplay of biological, social and psychological risk factors (Khoury et al., 1993).

Genetic epidemiology and psychiatric genetics can be viewed as partly overlapping disciplines where the latter focuses exclusively on psychiatric disorders. Psychiatric genetics can be divided into four paradigms; basic and advanced genetic epidemiology, gene finding, and molecular genetics (Kendler, 2005). According to Kendler (2005) the heritability estimates and the way in which heritability is calculated and conceptualized is both the strength and weakness of basic and advanced genetic epidemiology. Regarding the positive,
establishing heritability estimates for a disorder is in itself important. As Kendler (2005) notes establishing heritability can spur on future research and give credence to research looking for specific genes that increases liability to disorders. The limited versatility of the heritability concept described earlier is however seen as a disadvantage (Kendler, 2005). Another disadvantage is the liability threshold model, which assumes that genetic liability is normally distributed in the population (Plomin et al. 2008). According to Kendler (2005) this liability threshold model can be quite different from actual biological processes. Basic and advanced genetic epidemiology shares many of the strengths and weaknesses, however advanced genetic epidemiology tries to go a step further and describe the causal pathways, whereas basic genetic epidemiology is descriptive (Kendler, 2005).

**METHODS**

**Sample**

The present study is based on the National Public Health Institute Twin Panel. The twin panel consists of information from 15,370 twins born between 1967 and 1979 (Harris, Magnus, and Tambs, 2002). The twin panel consists of information from the medical birth registry, longitudinal data, DNA, and sub-studies (Harris et al., 2002). This paper will focus on longitudinal data, which consists of two self report questionnaire surveys known as Q1 (1992) and Q2 (1998) and an interview assessment conducted 1999-2003.

Self report questionnaire 1 (Q1) was mailed out to all twins born between 1967 and 1974, with a Norwegian address, 18 years and older, in 1992. Q1 was sent out by mail to 3996 pairs (7,992 individuals in total), 2,570 complete pairs and 724 singletons responded to this questionnaire (Harris et al., 2002). The second questionnaire (Q2) was sent out to the cohort that received the Q1, and to twins born up until 1979 (Harris et al., 2002). In total 6,349 pairs received Q2, 3,334 complete pairs responded and 1,377 singletons responded. This yields a participation rate for Q1 of 65% and 53% for Q2. The drop in participation rate can be attributed to several factors for example Q1 had fewer questions than Q2. According to Harris et al. (2002) there seems to be a general trend that it is harder to get people to participate in surveys. All pairs that had completed Q2 were invited to participate in the mental health interview study that took part between 1999 and 2004. This interview consisted of two parts. The first part the Munich-Composite International Diagnostic Interview (M-CIDI) was administered. This interview assesses DSM-IV axis 1 and ICD 10 life time diagnoses (Tambs,
et al., 2009). The second part consisted of the Structured Interview for DSM-IV Personality (SIDP-IV), which assesses axis 2 personality disorders (Tambs et al., 2009).

In this present study, SWB data from 2513 twin pairs and 774 singletons responding to the Q1 and SWB data from 3286 twin pairs and 1399 singletons participating in Q2, were analyzed. The interview data being analyzed consisted of 1383 complete twin pairs and 22 singletons.

**Measures**

Subjective well-being was measured on a 3 item scale comprising one life satisfaction item; “When you think about your life at present, would you say that you are mostly satisfied with your life, or mostly dissatisfied? Participants responded on a scale from “extremely satisfied” to “very satisfied”, there were 6 response categories. The two other items intended to measure positive and negative affect. The first one being “Are you usually happy or dejected?” participants had 5 response categories ranging from “dejected” to “happy”. “The second one being “Do you usually feel strong and fit or tired and worn-down?” participants had 4 response categories ranging from “very strong and fit” to “tired and worn-down”. Because each item had a different number of response categories, all items were transformed to a 0-10 scale. This was done by using the transformation algorithm: 

\[ X = \frac{(Y - 1) \times 10}{Z - 1} \]

where \( X \) is the new score, \( Y \) the original score and \( Z \) the number of response categories. The transformed variables were summed, and an ordinal SWB variable ranging from zero to five was subsequently constructed by imposing thresholds based equally spaced percentiles of the distribution. This is equivalent to what Røysamb et al. (2003) and Nes et al. (2006) previously has done. The SWB index used in these previous studies included 4 items, however, of which 3 were identical to the items used here. In this study, we excluded one item measuring negative affect (nervousness). Cronbach’s alpha was estimated to be 0.64 and 0.67 for the Q1 and Q2 data.

Major depressive disorder was measured by a psychiatric interview known as M-CIDI which is a computer aided version of the WHO CIDI (Wittchen, Lachner, Wunderlich, and Pfister, 1998). CIDI measures all DSM-IV axis 1 disorders and ICD 10 lifetime diagnoses. M-CIDI has been shown to have good test retest reliability (Wittchen et al., 1998).

In this paper the latent subjective well-being concept has been fitted to what is known as a common pathway model (figure. 1). The common pathway model assumes that the
common genetic and environmental influence load onto a latent variable (Purcell, 2008). The thought here is to use both measurements and “extract” the stable SWB component. The advantage by doing this is that one ends up with a purer subjective well-being concept. This also means that the two measurements end up with some residual variance that cannot be accounted for by a latent variable (these are the separate ACE that SWB Q1 and SWB Q2 has in figure 1). The full trivariate model (figure 2) is a hybrid model where the correlations between MDD and SWB could be said to resemble that of a correlated factor model and the latent SWB construct are a common pathway model. Here major depressive disorder loads onto a latent variable which essentially are the same as the measured. Some of the interesting things this model can explain are the double headed arrow from ACE of the subjective well-being concept to the ACE of the major depressive disorder variable. This will be discussed later.

Figure 1. Figure 2.

Statistical analysis

Descriptive statistics were calculated using SPSS, while all structural equation modeling was fitted in Mx. Mx is a free software package developed by Mike Neale specifically for twin studies and the program allows for raw data analyses. The raw data
approach has the advantage of permitting use of all existing data; this means that twins missing some data points or questionnaires can still be used for the analysis. When analyzing raw data Mx use an estimation procedure known as full information maximum likelihood (FIML). In short this estimation procedure calculates a probability score in relation to how probable this particular data point is according to the pre-specified model. The sum of this probability score is known as the -2 times logarithmic likelihood (-2LL). The difference in 2LL is thought to be chi squared distributed with degrees of freedom equal to the difference in number of parameters, although this is widely used, a recent publication has shown that the p-value is somewhat lower, and that model selection should not be based solely on the p-value (Dominicus, Skrondal, Gjessing, Pedersen, and Palmgren, 2006). Mx does not yield an overall goodness of fit index for the full saturated model, only for the nested submodels. Model selection is based on chi square and Akaikes Information Criterion (AIC). AIC is computed using the algorithm $\Delta \chi^2 - \Delta 2df$, the sub model with the lowest AIC is preferred.

Liability threshold model was assumed, meaning that scores on both our phenotypes are presumed to be normally distributed within the population. For subjective well-being this means that a scoring in one of the five categories is thought to be normally distributed, thresholds are modeled to represent these categories. For major depressive disorder this means that the liability for developing MDD is normally distributed and that threshold represent this liability.

A univariate analysis is a testing of how a single phenotype fits different ACE models. Univariate analyses were carried out for the different phenotypes (SWB Q1, SWB Q2, and MDD) before proceeding to more complex multivariate analysis. According to Neale and Maes (2000) there are essentially 5 aspects that are tested in a univariate analysis. The first model being tested is usually a full ACE model. This predicts that sources of variance are attributable to additive genetic effects, shared environmental effects, and unique environmental effects. In nested sub models parameters are dropped and tested for significant reduction in fit. In the second model, the C parameter is dropped, resulting in an AE model. This suggests that phenotypic resemblances in twins are due to additive genetic factors and unique environmental factors. The third model being tested is a CE model; this model predicts no genetic influence of the phenotype under study. A correlation pattern that can suggest such a model is when dizygotic correlations are higher than a half of what the monozygotic correlations are. The last model being tested is a pure E model. This suggests that the phenotype under study is purely caused by unique environmental influence.
Structural Equation Modeling

This section will give a brief overview of the methodology necessary for understanding twin modeling, and behavioral genetic research. This includes a brief historical note of the structural equation modeling (SEM) tradition, the computing and rationale behind the variance covariance matrices used in twin modeling, path analysis, model fitting procedures, and the different approaches to multivariate analysis.

Structural equation modeling is in short a set of techniques for fitting observed data to a prespecified model. According to Bollen (1989) there are three important components that helped pave the way for the structural equation modeling tradition that spawned during the late 1960s and early 1970s. These three components are (1) path analysis, (2) latent variable and measurement model, and (3) estimation procedures. Path analysis will be covered in detail later, but at this point it is sufficient to say that Sewall Wright is its founder (Bollen 1989). The tracing rules and principles he developed in the early 20th century are still widely used and is a fundamental component of structural equation modeling tradition (Bollen, 1989). Latent variables and measurement theory are essential in structural equation modeling. Latent variable is a variable that is unobserved, but inferred through a set of observed indicators. The development of factor analysis was an important step in the development of structural equation modeling (Bollen, 1989). Statistical estimation approaches refer to procedures that minimize the difference between observed data and the data that fits the prespecified model. Popular estimation procedures include weighted least square used on a correlation matrix, or as in this paper a full information maximum likelihood estimation used on raw data.

Variance Component

The approach described in the next section is called the variance components approach (Purcell, 2008). In short variance components approach is basically breaking observed variance into different components, in our case this will mean breaking observed variance down to genetic and environmental variance. Genetic and environmental influence on a phenotype can be expressed as:

I. \[ P = G + E \]

This can be further broken down as (recall that A is additive genetic contribution, C is shared environmental influence, and E is non-shared environmental influence):
2. \( \text{Var}(P) = \text{Var}(A + C + E) \)

The formula for calculating the variance of a sum is:

3. \( \text{Var}(X) = \text{Var}(X) + \text{Var}(Y) + 2\text{cov}(X,Y) \)

This expression used on our formula for calculating genetic and environmental influence on phenotype yields:

4. \( \text{Var}(P) = \text{Var}(A) + \text{Var}(C) + \text{Var}(E) + 2\text{cov}(A,C) + 2\text{cov}(A,E) + 2\text{cov}(C,E) \)

Here all the covariance expressions are theoretically assumed to be zero. First it is assumed that there is no covariance between genetic effects and either the shared environment or the non-shared environment (Purcell, 2008). As discussed earlier this is a rationale that probably not holds true. The covariance between shared and non-shared environment are also assumed to be zero (Purcell, 2008). Hence the variation at a phenotype can be expressed as:

5. \( \text{Var}(P) = \text{Var}(A) + \text{Var}(C) + \text{Var}(E) \)

Based on the observed data, a covariance matrix can be calculated, the covariance matrix for monozygotic twins is shown in the matrix below. Position (1,1) and (2,2) contains the variance for each twin, whereas position (2,1) and (1,2) contains the covariance between each twin. Consequently the covariance matrix for monozygotic and dizygotic twins will look as this (Purcell, 2008, p.385):

6. \[
\begin{bmatrix}
\text{Var}^{1}_{MZ} & \text{Cov}^{21}_{MZ} \\
\text{Cov}^{12}_{MZ} & \text{Var}^{2}_{MZ}
\end{bmatrix}
\begin{bmatrix}
\text{Var}^{1}_{DZ} & \text{Cov}^{21}_{DZ} \\
\text{Cov}^{12}_{DZ} & \text{Var}^{2}_{DZ}
\end{bmatrix}
\]

The variance expression in position (1,1) and (2,2) are the expression outlined in (2). Monozygotic twins are thought to share all their genes whereas dizygotic share half of their genetic makeup. Shared environment are thought to be shared equally for both zygosity groups, whereas non-shared environment is as the name implies not shared by neither monozygotic nor dizygotic the covariance expression in position (1,2) and (2,1) thus yields:

7. \( \text{Cov}(P_{MZ}) = \text{Var}(A) + \text{Var}(C) \)

And for dizygotic twins:

8. \( \text{Cov}(P_{DZ}) = \frac{1}{2} \text{Var}(A) + \text{Var}(C) \)
Path Analysis

A path diagram is a way of expressing a set of equations using arrows, circles and squares. A path diagram will for a lot of people be easier to interpret than a set of equations. There are stringent rules largely developed by Sewall Wright for how a path diagram should be presented. The classical twin model in figure 3 may serve as an illustration. In path diagram latent or unobserved variables are presented as circles (Bollen, 1989). Square boxes represent observed variables; in the classical twin model this will mean the observed phenotype of a twin. A single headed arrow means that variable being pointed at is caused by the variable not being pointed at (Bollen, 1989). While a curved double headed arrow means that there are unanalyzed associations between the two variables (Bollen, 1989). Since monozygotic share all of their genes and dizygotic twins share half of their genes, thus the double headed arrow between A1 and A2 will either have the value 1 or 0.5. The shared environment is assumed to be the same for monozygotic twins as well as for dizygotic twins thus C1 and C2 correlation is 1. Tracing rules in path analysis is a set of rules that when applied right yields the expected variances and covariances. According to Neale and Maes (2000, p. 92) there are three tracing rules for standardized variables, these are:

1. Trace backwards along an arrow and then forward or simply forwards from one variable to the other but never forward and then back.
2. Pass through each variable only once in each chain of paths.
3. Trace through at most one two-way arrow in each chain of paths.”

Figure 3 (Purcell, 2008, p. 392).
By using these three rules one can calculate both the expected variance and covariance expressions for both monozygotic and dizygotic twins. Monozygotic and dizygotic twins variance (i.e. what is will cause variation in each twin) will be (Purcell, 2008, p.393):

9. \((a \times 1.0 \times a) + (c \times 1.0 \times c) + (e \times 1.0 \times e) = a^2 + c^2 + e^2\)

To calculate the covariance for monozygotic twins one can only go through the arrows that the two twins share thus yielding (Purcell, 2008, p.393):

10. \((a \times 1.0 \times a) + (c \times 1.0 \times c) = a^2 + c^2\)

The covariance expression for dizygotic twins equals (Purcell, 2008, p.393):

11. \((a \times 0.5 \times a) + (c \times 1.0 \times c) = \frac{1}{2} a^2 + c^2\)

This yields the full variance covariance matrix for monozygotic twins that are used in the analysis:

12. \[
\begin{bmatrix}
    a^2 + c^2 + e^2 & a^2 + c^2 \\
    a^2 + c^2 & a^2 + c^2 + e^2
\end{bmatrix}
\]

And the following matrix for dizygotic twins:

13. \[
\begin{bmatrix}
    a^2 + c^2 + e^2 & \frac{1}{2} a^2 + c^2 \\
    \frac{1}{2} a^2 + c^2 & a^2 + c^2 + e^2
\end{bmatrix}
\]

The parameters in matrix (12) and (13), are estimated using a statistical software package that permit fitting of structural equation models, in our case this is Mx. Mx can use a raw data approach when fitting data to structural equation models. This is done by specifying starting values for each parameter. As described earlier Mx calculates a -2 times logarithmic likelihood which is a probability estimate reflecting the estimated parameter values.
RESULTS

Table 1 shows the phenotypic correlations. A histogram representation of subjective well-being Q1 and Q2 scores respectively can be seen in figure 4 and 5. Subjective well-being scores have a fairly good spread, and are not strongly skewed. Both Q1 and Q2 are being fairly in line with a normal distribution assumption. Phenotypic correlations are in the direction one could expect with Q1 and Q2 correlations being fairly high and a moderate negative correlation between Q1 and MDD and Q2 and MDD.

Table 1 – Phenotypic correlations, 95% confidence intervals in parentheses

<table>
<thead>
<tr>
<th></th>
<th>Q1 – Q2</th>
<th>Q1 - MDD</th>
<th>Q2 – MDD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.48</td>
<td>-0.23</td>
<td>-0.29</td>
</tr>
<tr>
<td></td>
<td>(0.46,0.51)</td>
<td>(-0.30,-0.15)</td>
<td>(-0.35,-0.23)</td>
</tr>
</tbody>
</table>
Figure 4.

Figure 5.
Table 2 shows both the twin-co-twin correlations and the cross-trait cross-twin correlations. Twin-co-twin correlations are the correlations between twin 1 and twin 2 on the same phenotype at the same time, whereas cross-trait cross-twin correlations meaning the correlations between twin 1 and twin 2 on different phenotypes. The twin-co-twin correlations and cross-trait cross-twin correlations are generally in accordance with what one would expect if additive genetic influence was present. If additive genetic influence is the main source of variation one would expect that the correlations in dizygotic pairs to be half as high as those in monozygotic pairs. Dominance deviations are expected if dizygotic correlations are ¼ of monozygotic correlations. In this correlation matrix, there are possibly the twin–co–twin correlations of SWB Q1 and MDD that might indicate dominance deviation. However due to the fact that twin modeling may lack power to detect dominance pattern (Neale, Eaves, and Kendler, 1994) and due to the scope of this paper, only an additive model was parameterized. The cross-trait cross-twin correlations also indicate an additive genetic model since the dizygotic correlations are close to half of what the monozygotic correlations are. Worth noting are the relatively wide confidence.

<table>
<thead>
<tr>
<th>Zygosity</th>
<th>MZ</th>
<th>DZ</th>
</tr>
</thead>
<tbody>
<tr>
<td>SWB Q1</td>
<td>0.54 (0.490,0.56)</td>
<td>0.19 (0.140,0.24)</td>
</tr>
<tr>
<td>SWB Q2</td>
<td>0.44 (0.39,0.48)</td>
<td>0.20 (0.16,0.24)</td>
</tr>
<tr>
<td>MDD</td>
<td>0.37 (0.21,0.52)</td>
<td>0.12 (0.00,0.29)</td>
</tr>
<tr>
<td>SWB Q1 – SWB Q2</td>
<td>0.36 (0.32,0.41)</td>
<td>0.15 (0.11,0.19)</td>
</tr>
<tr>
<td>SWB Q2 – MDD</td>
<td>-0.27 (-0.38,-0.16)</td>
<td>-0.10 (-0.20,-0.01)</td>
</tr>
<tr>
<td>MDD – MDD</td>
<td>-0.20 (-0.29,-0.11)</td>
<td>-0.10 (-0.18,-0.01)</td>
</tr>
</tbody>
</table>

Table 2 – Polychoric correlations, 95% confidence intervals in parentheses.
intervals on the MDD correlations. However none of the confidence intervals except SWB Q2 – MDD are overlapping. Univariate analysis was carried out for four alternative models (ACE, AE, CE, E) on each of the three phenotypes. Results are shown in table 3. The ACE model where used as the saturated model which the sub-models are tested against. Mx does not yield and overall goodness of fit index for the full saturated model, the sub-models are chosen according to $\Delta \chi^2$ and $\Delta$AIC. For all three phenotypes the best fitting model was an AE model, suggesting additive genetic influence and non-shared environmental influence to be the main sources of variation. This was in accordance with the analysis and predictions made from the correlation matrix.

Table 3

Univariate model fits for Major Depressive Disorder

<table>
<thead>
<tr>
<th>Model</th>
<th>$-2$LL</th>
<th>$\Delta \chi^2$</th>
<th>$\Delta$df</th>
<th>P</th>
<th>$\Delta$AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACE</td>
<td>2242.84</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AE</td>
<td>2242.84</td>
<td>0</td>
<td>1</td>
<td>Incalculable</td>
<td>-2.00</td>
</tr>
<tr>
<td>CE</td>
<td>2247.33</td>
<td>4.49</td>
<td>1</td>
<td>0.034</td>
<td>2.49</td>
</tr>
<tr>
<td>E</td>
<td>2264.15</td>
<td>21.32</td>
<td>2</td>
<td>0.00</td>
<td>17.32</td>
</tr>
</tbody>
</table>

Parameter estimation for major depressive disorder, 95% confidence intervals in parentheses

<table>
<thead>
<tr>
<th>Model</th>
<th>a</th>
<th>c</th>
<th>e</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full</td>
<td>0.58</td>
<td>(0.18,0.69)</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.00,0.49)</td>
<td></td>
</tr>
<tr>
<td>Best fitting (AE)</td>
<td>0.58</td>
<td>(0.44,0.69)</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.72,0.90)</td>
</tr>
</tbody>
</table>

Univariate model fits for Subjective well-being Q1

<table>
<thead>
<tr>
<th>Model</th>
<th>$-2$LL</th>
<th>$\Delta \chi^2$</th>
<th>$\Delta$df</th>
<th>P</th>
<th>$\Delta$AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACE</td>
<td>20426.98</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AE</td>
<td>20426.98</td>
<td>0</td>
<td>1</td>
<td>Incalculable</td>
<td>-2.00</td>
</tr>
<tr>
<td>CE</td>
<td>20504.60</td>
<td>77.62</td>
<td>1</td>
<td>0</td>
<td>75.62</td>
</tr>
<tr>
<td>E</td>
<td>20729.84</td>
<td>302.86</td>
<td>2</td>
<td>0</td>
<td>298.86</td>
</tr>
</tbody>
</table>
Parameter estimation for subjective well-being Q1, 95% confidence intervals in parentheses

<table>
<thead>
<tr>
<th>Model</th>
<th>a</th>
<th>c</th>
<th>e</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full</td>
<td>0.72 (0.68,0.75)</td>
<td>0 (0.00,0.19)</td>
<td>0.70 (0.66,0.73)</td>
</tr>
<tr>
<td>Best fitting (AE)</td>
<td>0.72 (0.68,0.75)</td>
<td>0</td>
<td>0.70 (0.66,0.73)</td>
</tr>
</tbody>
</table>

Univariate model fits for Subjective well-being Q2

<table>
<thead>
<tr>
<th>Model</th>
<th>-2LL</th>
<th>∆χ²</th>
<th>∆df</th>
<th>P</th>
<th>∆AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACE</td>
<td>28147.88</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AE</td>
<td>28147.88</td>
<td>0</td>
<td>1</td>
<td>Incalculable</td>
<td>-2.00</td>
</tr>
<tr>
<td>CE</td>
<td>281977.06</td>
<td>49.17</td>
<td>1</td>
<td>0</td>
<td>47.17</td>
</tr>
<tr>
<td>E</td>
<td>28453.55</td>
<td>305.69</td>
<td>2</td>
<td>0</td>
<td>301.67</td>
</tr>
</tbody>
</table>

Parameter estimation for subjective well-being Q2, 95% confidence intervals in parentheses

<table>
<thead>
<tr>
<th>Model</th>
<th>a</th>
<th>c</th>
<th>e</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full</td>
<td>0.66 (0.63,0.69)</td>
<td>0 (0.00,0.27)</td>
<td>0.75 (0.72,0.78)</td>
</tr>
<tr>
<td>Best fitting (AE)</td>
<td>0.66 (0.63,0.69)</td>
<td>0</td>
<td>0.75 (0.72,0.78)</td>
</tr>
</tbody>
</table>

The univariate analysis yielded the background information necessary to carry on with the multivariate analysis. The results from the multivariate analysis are presented in figure 6. There are several important things to note here. First being that the association between additive genetic influence on subjective well-being and additive genetic influence on major depressive disorder is -0.58 this means that there is a substantially portion of the same genes that causes increase subjective well-being as well as major depressive disorder, but they work in opposite direction. Further there are an association between the non-shared environment which implies that different environmental stimulus causes major depressive disorder and subjective well-being. Further it is worth noting that additive genetic influence has a factor
loading of 0.88 on subjective well-being meaning that 77% of the variance in the latent subjective well-being measure can be explained by additive genetic influence, which is a substantial portion. The rest of the explained variance in subjective well-being is explained by non-shared environment which explains 23%. Further major depressive disorder is explained 33% by additive genetic influence and 65% by non-shared environmental influence.

Figure 6. 95% confidence intervals in parentheses
influence (C) dropped from the entire model yielded the best fit (in bold). Considering the univariate results this is as expected.

Table 4.

<table>
<thead>
<tr>
<th>Model</th>
<th>-2LL</th>
<th>$\Delta \chi^2$</th>
<th>$\Delta df$</th>
<th>P</th>
<th>$\Delta$AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Saturated model</td>
<td>49735.90</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dropped specific A on Q1 and Q2</td>
<td>49750.68</td>
<td>14.78</td>
<td>2</td>
<td>0.001</td>
<td>10.78</td>
</tr>
<tr>
<td>Dropped specific C on Q1 and Q2</td>
<td>49735.90</td>
<td>0.00</td>
<td>2</td>
<td>Incalculable</td>
<td>-4.00</td>
</tr>
<tr>
<td>Dropped specific A and C on Q1 and Q2</td>
<td>49774.96</td>
<td>39.10</td>
<td>4</td>
<td>0.00</td>
<td>31.10</td>
</tr>
<tr>
<td>Dropped C from entire model</td>
<td><strong>49735.90</strong></td>
<td><strong>0.00</strong></td>
<td><strong>5</strong></td>
<td>Incalculable</td>
<td><strong>-10.00</strong></td>
</tr>
<tr>
<td>Dropped common A from latent SWB construct</td>
<td>49833.94</td>
<td>98.05</td>
<td>2</td>
<td>0.00</td>
<td>94.05</td>
</tr>
<tr>
<td>Dropped common A for SWB and MDD</td>
<td>49836.96</td>
<td>101.10</td>
<td>3</td>
<td>0.00</td>
<td>95.064</td>
</tr>
</tbody>
</table>

**DISCUSSION**

Before the discussion it could be of interest to recap what the research goals were. My first goal was to analyze the genetic and environmental contributions to subjective well-being and major depressive disorder. One aim was to investigate the genetic and environmental sources to each phenotype separately and to compare my findings to what previous research has found. The ultimate goal was to analyze to which degree these contributions were specific or common. That is, is subjective well-being caused by the same genes that cause major depressive disorder? To my knowledge, no study has previously looked at the specific or common contributions to the correlation between subjective well-being and major depressive disorder. These multivariate results will therefore be discussed in the sense that I will look at what these results will do for our understanding of the two phenotypes.
**Univariate analysis**

Heritability estimates for major depressive disorder in the univariate analysis was found to be 0.35. This is in accordance with what Sullivan et al. (2000) found in their meta-analysis of major depression. In their meta-analysis, Sullivan and colleagues (2000) estimated the heritability for major depression on the basis of six twin studies and reporting heritability in the range of 31%-42%. An AE model was found to be the best model to fit the data. Results from the present univariate analysis of major depressive disorder thus indicate that non-shared environmental influence plays a greater role in the etiology of major depressive disorder, than additive genetic influences, whereas shared environmental influences are negligible.

Heritability estimates for SWB based on the Q1 and Q2 data were estimated to be 0.52 and 0.44, respectively. The Q1 heritability results are somewhat on the high side compared to what Nes (2009) reported to be common heritability estimates for time specific subjective well-being estimates (35%-50%). However, not a great deal above taking into considerations confidence interval’s ranging from 46% to 56%. The Q2 heritability estimates are in the range of what Nes (2009) reported. Best fitting model for both the Q1 and the Q2 assessments was an AE model. As previously pointed out (p. 3) this is in accordance with previous studies (e.g. Røysamb et al., 2002) whereas other studies have indicated contributions also from genetic dominance (Stubbe et al., 2005; Tellegen et al., 1988).

Worth noting for all three univariate analysis no shared environmental influences were found. This is in accordance with previous research (e.g. Nes et al., 2006; Stubbe et al., 2005). This was also expected from the correlation matrix presented in table 2. Shared environmental influence is assumed when dizygotic correlations are closer to monozygotic correlations than what one would expect out of additive genetic influence.

**Multivariate analysis**

The multivariate analysis uses a longitudinal approach for modeling subjective well-being. This enables us to look at the stable genetic and environmental component of subjective well-being. This is analogues to what Nes et al. (2006) has done although the specific model specification differed somewhat. The stable genetic component was estimated to account for 77% of the variation in the subjective well-being construct. The non-shared environment explained 23% of the variation. As mentioned earlier, the idea of using the two measurements as a basis for a latent subjective well-being construct enables us to abstract what is common between the two measurements and thus end up with a measure of stable, or
“trait-like” subjective well-being. Worth noting is that some time-specific additive genetic influence are indicated at both Q1 and Q2. A reasonable explanation for this might be that there different genes are of importance for subjective well-being at different stages in life.

Another point worth noting is that the non-shared environmental influence on the latent subjective well-being construct might be an expression of a “purer” non-shared environmental influence. As the non-shared environment in twin modeling also comprises measurement error, the fact that we have used what is common for two measurements mean that the measurement error is left in the specific non-shared environment attached to Q1 and Q2. The major depressive disorder construct comprises of one measurement, thus it is reasonable to assume that the non-shared environment attached to the major depressive disorder construct comprises of more measurement error. If the reliability of the major depressive disorder construct had increased (i.e. by adding several measurements) this could have resulted in a greater correlation between the non-shared environment of major depressive disorder and subjective well-being construct, because of less measurement error. Nes et al. (2006) found that 80% of the stability in subjective well-being was attributable to additive genetic influence. Worth noting is that this finding used an overlapping sample with the present study, and that the subjective well-being scale used in the study by Nes et al. (2006) included one more item. This finding also mirrors the results from Lykken and Tellegen (1996) reviewed earlier, in which they found that genetic factors explained 80% of the stable variance in the Well-Being scale of the Multidimensional Personality Questionnaire.

**Correlation between Major Depression and Subjective Well-Being**

One of the most intriguing finding from this study is the correlation between additive genetic influence for major depressive disorder and subjective well-being. This correlation was estimated to -0.58 meaning that a substantial portion of the genes involved in subjective well-being also are involved in major depressive disorder. The minus implies that genes “work” in opposite direction. This finding will be discussed in the next section in relation to the covitality construct, if well-being and ill-being are spectrum or distinct constructs, and finally what implications findings reported here might have.

The substantial genetic basis for subjective well-being has been documented repeatedly and subjective well-being has been shown to have a genetic overlap with personality domains associated with elevated levels of subjective well-being such as extraversion (high), conscientiousness, and neuroticism (low) (Weiss et al., 2008). This has
led some researchers to suggest the presence of a partly genetic covitality factor (i.e. Weiss et al., 2002; Figueredo, Vásquez, Brumbach, and Schneider, 2007). A covitality factor may be contrasted with the findings of Kendler et al. (2003) who demonstrated that liability to internalizing disorders are attributable to shared genes. Likewise, covitality thought to reflect, at partly, genetic factor causing correlation between positive phenotypes. The results from this study, however, challenges the position to some degree that vitality and morbidity are distinct constructs at least from a genetic point of view. Because of the correlation observed between major depressive disorder and subjective well-being for additive genetic influences.

Ryff et al. (2006) used several biological markers known to be associated with several ill-being constructs such as depression, trait anger, and trait anxiety and with several well-being constructs such as positive/negative affect and personal growth. Their mission was to test whether ill-being and well-being are distinct constructs or spectrum constructs. Their rationale was that if a biomarker is associated with an ill-being construct but not with a well-being construct, this supports the distinct construct hypothesis (and vice-versa). If however, a biomarker is associated with a well-being construct and in opposite direction associated with an ill-being construct this supports the spectrum (mirror) hypothesis (Ryff et al., 2006). Seven biomarkers supported the distinct construct hypothesis, the most important for this discussion was the result that elevated levels of a biomarker called DHEA-S was associated with depressive symptoms, but not with any well-being constructs (supporting distinct construct hypothesis) (Ryff et al., 2006). A biomarker that supported the spectrum hypothesis and are of particular interest for this study is the result that individuals with high levels of negative affect (and trait anxiety and trait anger) had elevated levels of glycosylated hemoglobin, whereas individuals with higher levels of positive relations had lower levels of this biomarker, supporting a spectrum hypothesis (Ryff et al., 2006). The second biomarker that indicated a spectrum hypothesis was weight; individuals with higher weight reported more depressive symptoms, whereas individuals with lower weight reported more positive relations (Ryff et al., 2006). Worth noting was that the sample in this study comprised of women in the age range of 61 to 91 years old, and the total sample comprised of 135 individuals. If this can be generalized to a wider population remains to be further explored. Of particular interest for this study is the fact that the negative affect biomarker in the Ryff et al. (2006) study supports a spectrum or mirror hypothesis. However, depressive symptoms in the Ryff et al. (2006) study had a biomarker supporting the distinct hypothesis. The results of the Ryff et al. (2006) study and the circumplex model as proposed by Russel and Carroll (1999) supports the fact that at
least negative and positive affect may be best understood as two opposites of continuum. This may shed some light over the results from this study, as negative and positive affect is measured both in the subjective well-being scale and in the M-CIDI.

The greater question posed by studies such as this one along with the studies by Ryff et al. (2006), Larsen et al., (2001), and Russel and Carroll (1999), are: is well-being just the opposite of ill-being? Well-being as we have measured it can be said from a genetic point of view to be at least partly related to ill-being. In this study the correlation between major depressive disorder and subjective well-being was -0.58 and -0.21 for additive genetic influences and non-shared environmental influences respectively. The correlation between the two additive genetic components reflects that there is a great deal of genetic overlap between well-being and ill-being. Implications of this might be that relieving individuals of major depression symptoms can increase subjective well-being. Or to turn it around increasing subjective well-being as done by for instance well-being therapy (Fava, 1999) will relieve individuals of major depression symptoms.

STUDY LIMITATIONS

Cronbachs alpha for Q1 and Q2 were 0.64 and 0.67 respectively. This is somewhat in the lower region of what is regarded as acceptable. However the subjective well-being scale comprised of just three items, and the algorithm for computing the alpha rewards number of items, thus 0.64 and 0.67 was regarded as acceptable. The non-shared environmental component in twin modeling also incorporates measurement error, however. This will tend to, inflate the non-shared environmental influence and to deflate the genetic influence to.

Recruitment and attrition bias are possible threats to longitudinal research designs. Tambs, Rønning, Prescott, Kendler, Reichborn-Kjennerud, Torgersen, and Harris (2009) examined the NIPH Twin Panel for recruitment and attrition biases. Several factors predicted participation such as female sex, older age, higher education, monozygosity, high well-being and stomach/intestine illness (Tambs et al., 2009). A potential threat to the equal environment assumption, namely co-twin contact did not predict participation, however. In Q1 male single responders also reported more depression and anxiety symptoms on the SCL-5 than male pairwise responders (Tambs et al., 2009). Nes et al. (2006) reported on an overlapping sample with the one used here, that significant differences were observed
between continuers and drop-outs. This suggests that our conclusions may not be fully accurate reflections of the entire population.

Our results are also based on fairly young adult Norwegian twins and may thus not extrapolate to other age groups or nationalities,

Lastly our measurements especially for subjective well-being are crude and results should be considered with caution.

**CONCLUSION**

In summary, stable subjective well-being was found to be highly heritable and best explained by a model including additive genetic effects and non-shared environmental effects. Major depressive disorder had somewhat lower heritability, but was also best explained by a model comprising of additive genetic effects and non-shared environmental influences. Major depressive disorder and subjective well-being were found to have a substantial overlap in genetic basis and a smaller overlap in non-shared environmental influence.
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