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Abstract

This thesis investigates the impact of financial stress on monetary policy in Norway. Financial
distress has a negative impact on the economy, and if the shocks are large enough, it may
possibly lead to a oession in the economy with sustained deflationary pressure, low
production and high unemployment rates. The manner and extent to which the central bank
reacts to counteract the effects of financial stress may thus be key in avoiding longer spells of
redudions in the economic growth of a country. This thesis will investigate the impact of
financial stress on the monetary policy decisions in Noiviegh how large the effect has

been and whether the central bank has respogxiadteor ex posto financialstress.

The effect of financial stress on the monetary policy is estimated using an augmented Taylor
rule using monthly data from 1998 to 2011. All regressors are treated as endogenous in a
model framework where the parameter capturing the effect ofcielanstability is time

varying. The results show a negative relationship between financial instability and monetary
policy decisions. That is, the estimation results imply that an increase in the financial stress
index contributes to lower interest ratéfe effect is found to be larger in late 2008, when a
full-blown financial crisis hit the global econontlgan during the rest of the period covered

by my sample. Furthermore, the estimates suggest that the central bank reacted more

aggressively after ancrease in financial stress had occurred than before such an increase.
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1 Introduction

In recent years, especially in the wake of the recent financial crisis, intetiestimpact of
financial imbalances on monetary policy decisions has increaseddrivegiancentral

banlb s cor e r es p othepromotioh df grice estabilitipynthee Imeaatseof monetary
policy, as well apromotingfinancial stability and contributg to robust and efficient

financial infrastructures and payment systems an examplefahe latter, the Deputy
Governor of Norges Bank, Jan F. Qvigstad, argued that increased financial turmoil abroad
calls for a monetary ease, in a press release dated Decefil2&112 The authority has also
taken extraordinary measures in order to cmjple threats of financial stress in recent years,
e.g. by theeasingof collateral requiremeritsThe central bank also points to changes in the
economic environment abroad that are needed to be taken into account when adjusting its
interest rates (Norgd®ank, 2012).

In light of this, this master thesis investigates the impact of financial distress on monetary
policy decisions in Norway in recent years. Furthermore, | investigateeaction from the
Norwegian entral bank when financial stress increasesvell as the nature of the response,

i.e. the size and timing of the central bank reaction. That is, the thesis examines whether the
monetary authority in Norway has reacted to financial stress, and if this has leseardeor

ex postesponse.

By apgying an augmented Taylor rule in a timaarying parameter framework, | estimate the
effect of financial stress on interest rates. | estimate a Fayerrule with endogenous

regressors by first utilizing the twatage least squares method. The modelés estimated

by letting the coefficient in which the effect of financial instability is measured vary across

time. The index measuring financial stress is based on an index developed by the International
Monetary Fund, and uses different measures ahfiial stress in the bank sector, stock

market and exchange rate market; see Cardarelli @Cdl]).

In recent years, there has been an increased interest in this field of research. Empirical
findings imply that central banks in recent years have desla@hsir interest rates in cases of

increased financial instability (Baxa et al., 2011). There is also evidence that points to the

! http://www.norgeshank.no/en/about/mandasemdcoreresponsibilities/
2 http://www.norgesbank.no/en/about/published/presteases/2011/kesate 14-december/
3 http://www.norgesbank.no/en/about/financialirbulenceandnorgesbank/stepsakenby-norgesbank/



http://www.norges-bank.no/en/about/mandate-and-core-responsibilities/
http://www.norges-bank.no/en/about/published/press-releases/2011/key-rate-14-december/
http://www.norges-bank.no/en/about/financial-turbulence-and-norges-bank/steps-taken-by-norges-bank/

central bank being asymmetric in its response towards financial stress, by decreasing its
interest rates more in periods trfess than during normal times (Borio and Lowe, 2004).
Additionally, in periods during which banks have difficulties in attaining credit, this can be
counteracted by monetary policy easing (Cecchetti and Li, 2008).

Theevidence apprehended in this thesiggestthat the Norwegianentral bank has

decreased its interest rates when financial stress has increased [sgedgifically, there was

a rather big decrease imtérest rates as a response to the massive increase of financial stress
following thefinancial turmoil in 2008.

The thesis is organized as follows. Section 2 gives an overview of literature in the field.
Section 3 provides thmodellingframework. Section 4 describes the data utilized in

estimating the model. Section 5 presdiie econontdc results Finally, section 6 concludes.



2 Literature

In recent years, thereabk been an increased interest in studying how monetary policy

decisions are affected by financial imbalances. Results from Bernanke and Gertler (1995) and
Bernanke et al. (199%uggest that the financial sector may amplify &kdo the real

economy the sacalled financial accelerator effect. There is, however, disagreement
concerning the extent to which the central bank should include a measure of financial
instability in its reaction function. Bernanke and Gertler (1999) claim that the central bank
should not respond to asset prices, a finding that is supported by Bernanke and Gertler (2001).
On the other handikram et al.(2007) and Akram and Eitrheim (2008) find that theray be

gains from responding to asset prices. There is also some evidence suggesting that the
monetary authorities have decreased their interest rates after the occurrence of financial stress
(Baxa et al., 2011B u laAdB i h, 80RS).

Bernanke et a[1999) include credimarket frictions in a standard macroeconomic model,
and show that the frictions propagate both nominal and real shocks to the economy, e.g.
through a monetary contraction or expansion. Their findings suggest that even relatively small

shocks to the economy will be amplified through the financial accelerator effect.

Bernanke and Gertler (1996)d that the effect of a monetary contraction tends to have an
impact on the consumers demand quite rapidly, whereas the effect on the prasidetion
comes with a lag and is far more persistent. Furthermorestoy that the financial
accelerator works through two chaniielse balance sheet channel and the bank lending
channel. A monetary tightening works directly through the balance sheeietbbthe
borrowers by decreasing their maish flowsand collateral values. For the firms, there is also
an indirect effect with a longer lag than the direct effects. That is, a monetary contraction
tendsto reduce the consoerspending, through thedtecreased budget balance, while the

f i r ghart@erm costs are rigid. This will over time decrease the net worth of firms. The
other channel, through which the financial friction is affected, is the bank lending channel. An
increase in the interest rat@dl increase financial friction through the decrease in the supply

of loans from commercial banks.

According to Bernanke ande@&ler (1999), inflatiortargeting central banks should not
respond to asset prices. This is further backed up in Bernankeesitel @001), where they



found that the policy rulesinimizing the volatility in output gap and inflation were-salled
aggressive inflation targeting regimes. That is, by responding to increasing asset prices as
well as inflation, the volatility in bét output and inflation increased. Moreover, they found
that the optimal policy never involved an interest rate response to stock prices.

Akram et al. (2007) show that there may be gains from pursuing financial stability for an
inflation-targeting centrabank. It is, however, highly dependent on the nature of the shock.
By estimating an augmented Taylor rule, they find thatésponse to credit shocks yield
higher volatility in both output gap, inflation and the interest rate than the simple Taylor rule.
For house price shocks the results show that the augmented rule outperforms the simple

Taylor rule when looking at the volatility in output gap and inflation.

Akram and Eitrheim (2008) expand the framework used in Akram et al. (2007). Their results
showthat an interest rate rule that responds to exchange rates, house prices, equity prices or
credit growth lower the volatility of both inflation and the output gap compared to a Taylor
type rule with interest rate smoothing. They also find that includiesgethrariables in the

interest rate rule tends to increase the interest rate volatility, which in turn might increase the
degree of financial instability. Furthermore, their findings suggest that pursuing stability of
the exchange ratends tancrease thénterest rate volatility more than the other rules.

I n Christiano et al.és (2008) model, booms
in credit. They suggest that the monetary authority includes a measure for credit growth in
their Taylor ruk. That is, in their model there is a monetary tightening when credit growth is
strong. Furthermore, they show that this will reduce the magnitude of thellngsiraycle.

Baxa et al. (2011) estimate the effect of a financial stress index on the interasttiag in

five countriesthe U.S, the U.K, Sweden, Canada and Austraha. authors estimate a
modified Taylor rule with timevarying parameters. This approach allows them to look at the
effect of the different variables on monetary policy ratesuiifindime.They find thathere

are significant reductions in the interest rate during periods of financial instability.
Furthermore, the results show that the effect is larger in the most recent period of financial

distress, i.e. during the global finanataisis of 2008 2009.

Mishkin (2009) argues that aggressive monetary policy easing during financial distress is

effective, as it tends to minimize the likelihood of adverse feedback loops. That is, since



negative shocks to the financial sector havenddacy to reduce the value of collateral and
thereby increase credit frictions, an aggressive central bank may alleviate some of these

frictions by cutting its policy rates.

Fuhrer and Tootell (2008) investigate whether the Federal Reserve explicithg tstayk
prices in its interest rate decisions, and find little evidence that it has responded directly to

stock values other than through its impact on the monetary policy goal variables.

Cecchetti and Li (2008) research the impact of capital requireroem®netary policy. They
find that capital requirements goeo-cyclical in the case of a passive monetary authority.
Furthermore, their results show that optimal monetary policy can counteract ityclical
impact of capital requirements, i.e. a tigihihg of creditln a model framework that includes
loan supply, loan demand and bank deposits, the authors estimate the impact of capital
requirements on monetary policy by minimizing a loss function subject to the model

framework.

B u laAdB i h(80W8)use an augmented Taylor rule, with measures of financial sector
vulnerability included, to see if the monetary authority responds to financial instability. They

report some evidenge supportof this hypothesis.

Chadha et al. (2004) find statistically sifjicant, though small, effects of asset prices and
exchange rate changes on monetary policy. They interpret the evidence in the direction of
these effects being asymmetric in their impact on interest rate setting. That is, the central bank
is likely to react quite aggressively on misalignments that might act to destabilize the

economy.

Moreover, Borio and Lowe (2004) find evidence that point in the direction of asymmetric
interest rate decision in the face of financial imbalances. That is, central baekslige
loosen their policy beyond normal when bubbles bbrgtdo not tighten it in the buiddp of

these imbalances.

Siklos and Bohl (2008) include asset prices as instruments in monetary policy rules, and find
that this improves the model fit. Theesults suggest that asset prices are part of the

information set used in the determination of policy responses to inflation and output gap.



3 Model of interest rate setting

In line with Clarida et al. (1998, 2000), | will assume that the central banksatmiinal

interest rate according to a forwdabking rule:
vi* ifrf o g 7 fa gn T 0Q ¢ 4

wherei “ is the target interest rafidjs the policy neutral raté, is the inflation rate at time

t+i,“* i s the central b aun kisitle outpatmgapedefined asfthieat i on r
difference between the realized and potential output in perio@t+jis the exchange rate at

time t+k, whileG  may be interpreted as a steadyestatel or desired level of the exchange

rate. E is an expectation operator conditional on the informatjomvailable for the central

bank when monetary policy decisions are made.

This model is an expansion of the interest rate rule presented by Clarida et al. (1998), since |

have included the exchange rate in my model. In that respect, the model | use is somewhat

similar to the one utilized in de Andrade and Divino (2005). Theangd rate variable is

included since my data set includes a time period when the central bank aimed to stabilize the
exchange rate. Thus, one would expect that the exchange rate has had an impact on the central
bankbés interest r adrdlorges Bahkihas@ften poiotéedout thatthey Mo r e o
take the exchange rate into account when making their interest rate decision, even after the

inflation targeting regime was implemented.

Goodfriend (1991) points to the tendency the central bank has idjostiag its interest rate

target immediately. Specifically, as argued by Clarida et al. (1998), a simple-Typgdaule,

e.g. Egq. (1), does not capture the central b
That is, the central bank has adency to adjust its interest rate somewhat sluggishly to avoid

highly volatile interest rates, which may act destabilizing on the real economy. Therefore, |

assume that the interest rate adjusts gradually to the target rate in the following manner:
i i p i’

where' " ip i s a measure of the central banko6s de
Specifically, the parameter captures the tendency central banks have in adjusting the interest

rate somewhat sluggishly toward their target.



Sinceone would expect the central bank to also adjust their policy rates in situations of
financial turmoil, a variable measuring financial instability should be included. Insertion of

(1) into (2) and including a term for financial instabilidy, yields:

o i p ' IfT O gng “F ray gn - 0Q gy d

"1 1w

Due to the inclusion of unobservable future dated variables in the former expression, the
policy rule is rewritten in order to eliminate thes®l instead include observable future dated
variables. Imposing this assumption, and defining i[ 1 “* ‘G ,(3)canbe

rewritten in the following way:

T i p "1 1" K ‘Q " 1w -,
Where the error terns definedas: k p ' | O gn *“ [ Ow 9
W C0Q g Q 8Consequently, the error term is a linear combination of the

forecast errors of inflation, output gap and the exchange rate, where it is assumed that
0 9 , 0w gy ,andOQ gy are the central bankbés for e

aforementioned variables.

However, the fact that the central bankdés ob
sample from a stable exchange rate regime to the current inftatigeting regime, indicates

that there are some difficulties by using tonstant parametarle described in (4). This can

be overcome by dividing the sample into different-sabples, as in Clarida et al. (2000).

Valente (2003) argues that one shaaighly a more general, nonlinear model rather than a

linear timeinvariant model. His argument in favour of a nonlinear model is strengthened as

the test for parameter stability is rejected. Nevertheless, one can estimate the policy rule under
different rggimes in two alternative ways. That is, one may use ad&ggendent Markov

switching model as Valente (2003), or a sstace model with timearying parameters as in

Kim (2001), Kim and Nelson (2003) and Trecroci and Vassalli (2009).

Sincetheshifts n t he centr al bankd6s regimes are mor e
rather than an abrupt and sudden change, | will employ a model where the parameters vary
through time. In addition, the weights the central bank puts on its objectives aredistolik

vary within each regime, which further strengthens the argument of using-adigieg



parameter model. That is, the central bank is likely to vary the emphasis it puts on its
objectives, e.g. the inflation rate, both across regimes and withinmegiaie. These shifts are
likely to happen more smoothly rather than abruptly as in the Mawaehing model. In

Norway, the transition from an exchange rate targeting regime to an inflation targeting regime
was agradual one. Furthermore, there miglstoabe changes in the weights put on the

variables in the objective function due to changes ircémeral bankmanagement.

The inclusion of a measure for financial instability also points in the direction of having a
model in which the parameters vary as¢ime. One would expect that shocks stemming
from financial instability would strike the economy with different power at different points in
time. In that respect, a timarying parameter model provides a viable alternative to the state

dependent Markoegwitching model.

As in Kim (2006) I will consider a model where the coefficients are allowed to vary across
time, and where theegress@ are endogenous. In contrast to Kim (2006), however, | will use

time-invariant parameters in the equations for the endogenous regressors.

| will use a model framework as presented by Baxa et al. (2011), which is found by rewriting

(4) along the lines of kn (2006), resulting in the following model in a stafgace

framework:
()] - T ro tQ a T ® -
e Tk i Daas) mh,
M 7§ A Daes; mh,
@r 7§ A Daes; mh,
9" T & i ;D @es) mh,
(€10)| Tk h » D"@&d mh,
1y TR i  D@&d T,
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Equation (5) is the timgarying representation oi¢ timeinvariant policy rule, i.e. Eq4).

Egs. (6)i (11) showhow theparameterare assumed teary acrossime. The movements of

the parameters are represented by rand@aiik processes without a drift, where unexpected
movements in the parametalues are pickedpuby the error terms. Egs. (12]15)

demonstrate the relationship between the endogenoushagltside variables in (5),

®w ,Q andw ,and theirinstrumental variables, represented by the véctdhe

instruments that will be used, are lagged values of the inflation rate, the output gap, the
exchange rate, the interest rate and foreign interest rate, along with lagged values of oil price

inflation, foreign interest rates, foreign output gap and foreifjation.

The covariance between the error terms in (5)thadtandardized errors in (12f15), are

definedas , ,” , ,” , and” , ,where” denotes are the correlation coefficients

between residuafand- .

In themodel framework above, the parameters in the equations for the endogenous regressors
(equatiors 127 15) are assumed timipvariant.By contrast, Kim (2006) and Kim and Nelson

(2006) assume timearying parameters for the endogenous rliggmdside variakg.

Consistent estimates of the coefficients in (5) are obtained by estimation in two steps. In the
first step, (12) (15) are estimated. In this step, standardized prediction errors of the residuals
in the equations for the endogenous Higahdside variables in the policy rule are found.
Furthermore, as is done in Kim and Nelson (2006), the error terggsamd (12) (15) are
decomposed utilizing the Cholesky method. Hence, the error term in (5) is allowed to be

rewritten as follows:

- " e T LT, =



Inserted into (5), theahdardized residuals from (12)15) act as bias correction terms,
thereby securing unbiased and consistent estimates. Specifically, the correction terms are

included due to the endogeniety of the righhdside variables in (5).
Insertion of (16) into (5) yields the following equation to estimate:

(17)i Pt T fw  °Q o 1w

In the second stage of the estimation, | estimate (17) alahg®i (11) by employing the
Varying Coefficients (VC) method proposed by Schlicht (1981, 2005) and Schlicht and
Ludsteck (2006). In contrast to Kim and Nelso@Q®@), who use the maximum likelihood
estimator through the Kalman filter to estimate the parameters in (17), the VC method
suggested by Schlicht and Ludsteck (2006) is a generalization of the ordinary least squares
method. Rather than minimizing the sunsqtiaresB  — , their VC method minimizes the

weighted sum of squar& - —B 7| —B 7 E —B 1 .The

weights,— are defined as the inverse variance ratio of the residuals from eq, é)d the

error terms oflie timevarying parameters, , formally defined as— —.

Moreover the timeaverage of the parameters in (17) coincides with the GLS estimate of the
fixed parameters,i.ej B & ® , wherewdenotes the parameters in (17) that ibgo

estimated.

This method has several advantages when estimating the modified-fidgldfirst, no initial
values are needed, as the estimator uses an orthogonal parametdfzéatiocht & Ludsteck,
2006)

Schlicht and_udsteck (2006) also compare the estimator generated by thee#t@d with

the corresponding estimator produced by estimation through utilization of the Kalman filter.
The performance of the two estimation methods is quite similar. However, the ease of
estmation through applying the \M@ethod is greater than the Kalman filter, as no initial
values are needed. They conclude that them&thod is preferable for estimating linear

models with parameters that are following a random walk.

10



4 Data

All data are montly observations, with the first observation being August 1998 and the last
being December 2011. During this period, the central bank changed its objective from
keeping a stable exchange rate to keeping a stable inflatioff inatera of the floating
exchange rate regimevas officially abandoned in 2001, from which the objective of the
monetary authority has been to keep a stable inflation rate.

To represent the monetary policy interest rates, | use the three month Norwegian Interbank
Offered Rate (NIBORL n gener al , Norges Bankoés | iquidit
money market interest rate stays close to the policy rate, which is its overnight deposit rate.
However, during the recent financial crisis, there was occasionally relative large dosrge

between the policy rate and money market interest rates. Source: Norges Bank.

The inflation rate is measured as themd@nth percentage change in the consumer price
index, excluding energy prices (GRE). Starting in 2001, Norges Bank has had an eipli
inflation target rate of 2.5 per cent, where the targeted inflation rate is the change in CPI
adjusted for tax changes and excluding energy goodsATEB). Due to the limited number

of observations based on this measure, | useAXEPds a proxy. Soge: Statistics Norway.

The output gap is calculated as the log deviation of actual output from an estimated trend. The
trend is calculated using an HP filter with the smoothing parameter set 6Q2%he output

data consists of seasonally adjusted guBriGDP in Norwa§, and is measured inilions of
Norwegian Kroner. As my data set consists of monthly data, | obtained monthly output data

by linearly interpolating the quarterly data. Source: Statistics Norway.

The data from the last few quarters wyibically be revised at a later point in time, and may
thus not be alike for samples collected at different periods. To avoid this problem, the
difference in the unemployment rate from its natural level could be used as a proxy for the
output gap. There arsome advantages from using the unemployment rate, such as the
availability of monthly data and that the data will not be revised. That is, there are no

uncertainties concerning the data gathered, as opposed to the use of the output gap. | will use

“ThedatausedaretSet at i stics Norway series called fAValue addect
million), for Total I ndustry.o

11



monthly data for the unemployment rate, and construct the proxy for the gap as the log
unemployment rate divided by the log natural rate of unemployment, which is set to 3.5 per

cent. Source: Statistics Norway.

As a measure of the exchange rate, | will use tbethly growth rate of the import weighted
exchange rate, 144. It is the nominal effective exchange rate measured as a geometric average

over Norwayods 44 most important trading part

Finally, the set of instrument®nsists ofmontHy datafor oil price inflation, average 12

month inflation rate for the G7 countries, the average nominal short term interest rate for the
Euro economies and the output gap for the 27 European Union countries, measured as the
deviation of the logged aveagea gross production from its trenahere the trend is calculated
using an HP filter with the smoothing parameter set to6GO Sources: FRED St. Louis

Fed, OECD, EuroStat.

Financial Stresslndex (FSI)

The variable measuring the degree of financial ibtgis based on the index created by
Cardarelli et al. (2D1). However, due to data availability the index presented in this thesis is
somewhat different from the one constructed by them. All sub components of the index are
demeaned and standardizedafis, | have subtracted the arithmetic mean and divided by the
standard error. The financial stress index (FSI) is constructed as the sum of seven
components, the beta for the banking sector, the spread batheddiBOR and the overnight
lending rate, th inverted term spread, stock market return, stock market volatility and finally
the exchange market volatilityhe index itself is also demeaned and standardized.

The banking sector beta is a measure of the risk of the banking sector, and is defired as t
covariance between the banking and market returns dividétebsariancef the market.

This measure gives an indication of how risky the banking sedtdhehigher the value of

beta the more risky is the banking sector stocks. As a proxy foatheny market
performance in the Norwegian stock mar ket |
DNB. The returns are measured as the twelve month growth in the DNB stock and the market

index. Source: Oslo Bgars.

As a proxy for the TED spread used®@ardarelli et al. (201), | use the spread between the

overnight lending rate and the three month NIBOR. Since the overnight lending rate is

12



considered to be safer than the interbank rate, this provides a measure of uncertainty in the
interbank market a$ captures the premiumahbanks charge over the overnight lending rate
to lend out money in the interbank market. An increase in the spread corresponds to an
increase in the premium and thus increased uncertainty in the interbank market. Source:

NorgesBank.

The inverted term spread is calculated as the government overnight lending rate minus the
NIBOR long term rate, the NIBOR 120onth rate. Hence, an increase in the term spread
shows that there are increased difficulties in attaining 4bort funding indicating increased

uncertainty in the banking sector. Source: Norges Bank.

The stock market returns are computed as the monthly change in the stock market index
multiplied by minus one. By multiplying the returns with minus one, a drop in the staels pri
corresponds to an increase in the index. Source: Oslo Bgars.

Stock market volatility is measured as thesignth backwardooking moving average of the
squared monthly returns of the stock market. An increase in theveingisg volatility

measure coasponds to increased uncertainty in the stock market. Source: Oslo Bars.

The foreignexchange market volatility is measured as thexsaath backwardooking
moving average of the squared monthly growth rate of the nominal effective exchange rate

and capttes the amount of stress in the foreign exchange rate market. Source: IMF.

Figure 1 below shows the evolution of the financial stress index, as well as bank related

stress, stock market stress and instability in the exchange rate market. As seen from the figure,
financial stress caused by negative shocks to the bank sectorenmaggast contributor to the
massive increase in the FSI in 2008. Moreover, it is clear that the stress was great during the
latest financial crisis of 2002009, for all the financial sectors covered by the index.

However, it is evident that the bigges$tocks to the index came through the stock market, as

well as the banking sector. There are two large shocks to the banking sector, resulting in a
small, second shock to the index around 2010. The massive increase in the banking sector and
stock market sumdexes illustrates the nature of the last financial crisis, which was initiated

in the banking sector before it spilled over to the real economy. Furthermore, it is clear from
looking at the figure that during what might be dubbed normal times, thefilndexates

around 0, in the interval of. to 1.
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Figurel: The evolution of the financial stress index (FSI) and its sub indexes. In the top left
corner is the FSI, in the top right corner is the FSI for the bank sector,bottben left

corner is the FSI for the stock market, and finally, in the bottom right corner is the FSI for the
exchange ratél’he bank sector FSl is defined as the sum ob#imking beta, the TED spread
proxy and the inverted term spread variables, thekanarket FSI is defined as the sum of
thestock market returns arsiock marketvolatility variables, and thexchange rate market

FSI issimply theexchange rate volatilityariable The sub indexes are demeaned and
standardized.

Moreover, by having glance at Figure Below,in whichthe evolution of the variables

included in the stress index are depicted, it is easily seen that stress caused by shocks to the
banking beta is the largest contributor to the stress seen in the most recent financial turmo
This increase represents an amplification of the banking sector risk. Furthermore, the graph
representinghe TED spreagdwhich is proxied by the spread between the overnight lending
rate and the three month NIBO&yggests that the increase in therbank rate over the

overnight lending rate in 2007 has been persistent. Together with the inverted term spread, the

evolution of the interest rates suggdbat shortterm borrowing has been relatively harder to

14



receive and longerm borrowing relativelgasier for the banks after 2007 than in the period

up until 2007 That is, it seems as though the risk premium the banks charge each other in the
interbank market has been persistent, even though the central bank has kept its interest rates
low, ultimatel resulting in a tougher climate in the interbank markeé graphs also show

that the volatility in the stock market increased abruptly in 2008. Around the same time, the
stock market returns measure increased heavily. Keeping in mind that this calsetgpan
decrease in the actual returns, it is clear that these three graphs capture the increased risk and
uncertainty in the securities market. Additionally, the volatility of the exchange rate increased

rapidly in the same period, implying a higher degoé uncertainty in the exchange rate

market.
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Figure2: The evolution of the variables measuring financial stress in which the FSl is
constructed from. In the upper left corner is the Banking beta, the upper right corner the TED
spread proxy, to the left in the middle is the inverted term spread, to the right in the middle is
the stock market returns, in the bottom left corner is the stock market volatility, and finally, in
the bottom right corner is the exchange rate volatility.
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5 Econometric Analysis

Based on the theoretical model, | anticipate that an increase in the expected rate of inflation
results in an increase in the interest rate, due to the inflation target embedded in the Taylor

rule. As Norway has had an inflation taiggtregime the last decade, the effect of inflation

on interest rates should be stable or even slightly decreasing, if the central bank is able to
anchor inflation expectations, which in turn
aggressively towals changes in the inflation rate. Moreover, the time horizon at which the

central bank wants the inflation rate to approach its target has increased since the introduction

of the inflation targeting regime. This effect might give results correspondinddoraase in

the aggressiveness towards inflation from the earlier parts of the inflation targeting regime to

the more recent parts of the sample.

Through the effects that an increase in the output gap has on the inflation rate, one would
expect an increasin the output gap to be followed by an increase in the interest rate. When
using the deviation of the unemployment rate from its natural rate, it is expected that an

increase in this measure will tend to have an expansionary effect on monetary authority.

As an increase in the exchange rate variable corresponds to a depreciation of the Norwegian
Krone, one would expect that this would lead to an increase in the interest rate. Moreover, the
response of an exchange rate depreciation should be larger ¢heripgriod with a stable
exchange rate regime than during the inflation targeting regime, when the exchange rate has

been floating.

Moreover, by implementing a model with timrarying parameters, | am able to see whether
the emphasis put on inflation anettexchange rate actually varies across time.

An interesting question in this study is how the financial stress index affects the interest rate.
This variable is likely to have a negative effect on the interest rate. That is, as the degree of
financial distess increases, | anticipate the central bank to decrease the interest rate in order
stabilize the financial side of the economy. As the degree of financial instability is likely to
vary across time, the utilization of a timarying parameter model willetp capture the

differing in the effect this variable has on the interest rate. Additionally, by employing this
type of model, one could also explore if the central bank adjusts its interest rate in the build
up of financial instability. That is, the mod®tposition can be used to check whether the

16



interest rate is adjusted solay posor if there is arex antecomponent in the interest rate

adjustment to financial stress.

5.1 Estimation

| have estimated the model by utilizing different methods. The estim@arocedures are
repeated using both the output gap constructed from the production data and by using the
deviation of the unemployment rate from its natural rate as an output gap Pnexyodel is

estimated in the three following ways:

- First, the estnation is carried out by running the regression as astage least
squares. In the first stage, the endogenous regressors in the Taylor rule, equations (12)
i (15), are estimated. In the second stage, the Taylor rule, equation (4), is estimated.
The esimation procedure has been implemented while applying different lags and
leads for the righhandside variables in the final estimation step. That is, the interest
rate was estimated by applying different lags and leads for the fitted values of the
right-handside variables. Moreover, this procedure is executed using data from the

official inflation targeting regime, i.e. from April 2001 until December 2011.

- Second, the process is repeated for the preferrefielad) structure by the means of
recursive egmation so as to find the evolution of the coefficients in the final Taylor
rule. This estimation is implemented using data from August 1998, using twelve

observations for initialization.

- Finally, | estimate the Taylor rule by the means of the varyinfficests method,
keeping the coefficients with a stable time path constant. That is, some of the
coefficients in (17) are timmvariant, i.e. do not follow a random walk. Consistent
estimates of the coefficients in (17) are provided by estimation isteys. In the
first, | estimate the endogenous rigfand side variables, given by eqgs. (1L2]15),
and store the standardized residuels,” , 1 ,, . In the second step, | estimate the
model with timevarying parameters, i.e. equations (174 &)1 (11), using the fitted
values of the regressors. Estimation using tuaeying coefficients is carried out in
order to isolate the effect of financial stress on the interest rate setting over time. The
estimation is carried out using observatiammsf August 1998, as the estimation

process does not work with fewer observations.
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I will to begin by turning to the case where the output gap is constructed as the deviation of

the log production from its trend.

In estimating eq. (4) by employing the tsiage least squares method, | have chosen different
lags and leads for the variables in order to find the structure that yields the best results. |
estimated the model using 0, 6, 9 and 12 leads for the inflation rate and exchange rate
variables;3,-1, 0,1, 3, 6, 9 and 12 leads for the output gap and firdlly2,-1, 0, 1 and 2

leads for the financial stress index, whedg-2 and-1 leads refers to 1, 2 and 3 lags. That is,
with reference to the model specification above, i=k=0, 6, 9, 1:3,j%,0, 1, 3,6, 9, 12 and
m=-3,-2,-1,0, 1, 2.

5.2 Estimation results

5.2.1 Estimating using output gap

Two stage least squares estimation

In the tables below, the results are presented, with the deviation of log production from its
trend being used as the output gap. The rest of thehragid side variables in the Tayitype
rule are the inflation rate, the per cent monthly growth in tmeinal exchange rate and the

financial stability index.
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Tablel: Results from twestage least squares estimation, with a lead of 1 period on the
financial stress index.

re=(1-¢) [“ + By + Ve T Het+k] toreg + 08X, + &

i=k _j m Q o p Y H 6
0 -3 1 Coefficient 0,98752  -0,00239 0,02361 1,70379  -0,03601 -0,14056
p-value 0 0,8734 0,6145 0,0068 0,0898 0,0001

0 -1 1 Coefficient 0,98108  -0,00036 0,03107 1,97446  -0,03384  -0,14088
p-value 0 0,9797 0,5022 0,0012 0,1046 0,0001

0 0 1 Coefficient 0,97894  0,00138  0,02885 2,08506  -0,04279  -0,13037
p-value 0 09222 0,526 0,0003 0,0385 0,0001

0 1 1 Coefficient 0,97606 0,00394 0,02631 2,54234  -0,05369  -0,11962
p-value 0 0,7734 0,5477 0 0,0083 0,0002

0 3 1 Coefficient 0,97622 0,01115 0,00051 3,40812 -0,06539  -0,07653
p-value 0 0,3689 0,9896 0 0,0005 0,0059

0 6 1 Coefficient 0,99197  0,00320 -0,01466  2,75894  -0,04988  -0,04731
p-value 0 08171 0,7353 0 00128 0,1317

0 9 1 Coefficient 1,00169  -0,01369 0,02097 2,21223  -0,03193  -0,07292
p-value 0 0,3545 0,6502 0,0001 0,1383 00273

0 12 1 Coefficient 1,00360  -0,02011 0,03552 1,07810  -0,04214  -0,09843
p-value 0 0,2282 0,4839 0,0619 0,0714 0,0051

6 -3 1 Coefficient 0,97956  -0,03626 0,16581 1,06593  -0,01673  -0,19369
p-value 0 0,0164 0,0007 0,0926 0,4164 0

6 -1 1 Coefficient 0,97253  -0,03104 0,16348 1,66180 -0,02374  -0,19822
p-value 0 0,0295 0,0005 0,0058 0,2339 0

6 0 1 Coefficient 097113  -0,03052  0,16493 1,62004  -0,02334  -0,19043
p-value 0 00314 0,0003 0,0046 02278 0

6 1 1 Coefficient 0,97024  -0,02557 0,15011 1,91774  -0,02541  -0,17926
p-value 0 0,0674 0,0008 0,0004 0,1791 0

9 -3 1 Coefficient 0,97394  -0,03152  0,16464  0,99521 0,04843  -0,16655
p-value 0 0,0376 0,0003 0,1333 0,0209 0

9 -1 1 Coefficient 0,96885  -0,02596 0,15531 1,27006 0,04812  -0,16195
p-value 0 0,0688 0,0004 0,0402 00175 0

9 0 1 Coefficient 0,96898  -0,02581 0,15408 1,17531 0,04779  -0,15467
p-value 0 0,0707 0,0005 0,0476 0,0167 0

9 1 1 Coefficient 0,96817 -0,02119  0,13983 1,50250  0,04494  -0,14776
p-value 0 0,1302 0,0014 0,0078 0,0212 0

12 -3 1 Coefficient 0,98978  -0,04506 0,17289 0,33160  -0,02617 -0,16154
p-value 0 0,0048 0,0001 0,6384 0,2293 0

12 -1 1 Coefficient 0,98092  -0,03397 0,15318 0,82208 -0,01614  -0,15639
p-value 0 0,0331 0,0005 0,249 0,46 0

12 0 1 Coefficient 0,98000 -0,03328  0,15208 0,78774  -0,01761  -0,15177
p-value 0 0,0347 0,0006 0,2385 0,4088 0

12 1 1 Coefficient 0,97641  -0,02495 0,13124 1,32706  -0,01569  -0,14691
~ p-value 0 0,0999 0,0026 0,0332 0,4469 0
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Table2: Results fromwo-stage least squares estimation, with a lag of 1 period on the
financial stress index.
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