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Summary

Nanoscaled electronic devices have attracted much attention due to their optical and electronic
properties, especially related to MOS (Metal-Oxide-Semiconductor) devices used for memory
storage applications. Improved electrical properties, longer retention, lower gate voltage and
lower power consumption are assumed to be possible when replacing bulk floating gate in flash
memory devices with nanocrystals. Multilayer samples with Si, Ge, Er-oxide, and Pd nanocrys-
tals and clusters were studied in detail. The nucleation, distribution, defects, composition, and
atomic and electronic structure are important factors to understand in order to improve perfor-
mance of memory storage devices. These parameters were studied by high resolution transmis-
sion electron microscopy, energy filtered transmission electron microscopy, electron energy loss
spectroscopy, X-ray photoelectron spectroscopy, energy dispersive spectroscopy, and secondary
ion-mass spectrometry.
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Chapter 1

Introduction

Memory storage devices have been around since the 1960s, when Read Only Memories (ROM)
were developed [1, 2, 3]. The ROMs could store up to hundreds or a few thousands bits of
information, which is very small compared to today’s technologies.

The first memory storage devices developed were Nonerasable Nonvolatile Memory Devices
(NNMD). Nonvolatile means that no power is needed to maintain the information stored in the
chip. These devices were built using small fuses, each of which represented one storage location,
or 1 bit, where a blank ROM would have all fuses intact. Two types of NNMDs were developed,
Programmable Read Only Memories (PROM) [4] and Mask Read Only Memories (MROM).
PROM used the same concept as ROMs, but offered the convenience of programmable via a
programmer, which means that the user had the ability to use a PROM programmer from his
location and not have this task done for him. This device was still popular in the early 1970s.

Unfortunately the production of PROMs in mass quantities was time consuming and cumber-
some. In the early 1980s MROMs were developed. The new MROMs used a code corresponding
to the 0 or 1 pattern that needed to be programmed into the device. The manufacturer would then
build a mask corresponding to this pattern and would use this mask to program a very large num-
ber of ROM. They could therefore achieve higher manufacturing efficiency and lower cost per
device than was possible with pure ROM devices, and the MROMs were growing to quantities
of millions of pieces per month in some applications. Their use continues in some applications
today [2].

1



2 Chapter 1. Introduction

Erasable Nonvolatile Memory Devices as Erasable Programmable Read Only Memories (EPROM),
One-Time Programmable Memories (OTP), and Electrically Erasable Programmable Read Only
Memories (EEPROM) were discovered in the 1970s - 1980s. EPROM were discovered in 1971
by Dr Dov Frohman of Intel Corporation [1, 2, 3]. The basic storage element in an EPROM
is a Metal-Oxide Semiconductor (MOS) transistor that has an additional floating gate built in
between the control gate and the channel. The cell has a threshold voltage or a gate voltage at
which the cell begins to conduct. When programming the device, an elevated voltage is applied
to the gate and the drain of the cell. The electrons will then penetrate the oxide into the floating
gate, thereby altering the threshold voltage of the cell by 5-10 V. The oxide is perfectly isolated
by an insulator (ex. SiO2), so that injected electrons cannot leak out of the floating gate after
power is removed.

The production costs and time are significantly lower for EEPROMs than for standard PROMs.
The EPROMs could erase an EPROM and reprogram it with the modified program, rather than
having to incur the cost of a new PROM and wait the needed time for it to be programmed
every time a new version of the software is written. The EPROMs became therefore the favoured
memory device for product development and manufacture of end product with total production
run of 10 000 units or less.

OTP gained popularity in the early-to-mid 1990s, to the point that they were used in millions of
pieces per month in several applications. The OTP allows user to program them just once, but
would be lower in cost than EPROMs, since they were housed in plastic packages as opposed to
ceramic packages used for EPROMs. Today there are only a few companies that use the OTP
memory device.

EEPROM devices could be erased and programmed in-circuit, as opposed to EPROMs that only
could be programmed outside the circuit in which they are used. This could be done by ex-
posing the cells to an electric charge. The device can only be erased a finite number of times
because of the dielectric breakdown characteristics of the charge transfer oxides and the trapped
charge in the oxides that eventually builds up to a level that causes improper operation. Earlier
EEPROMs offered an endurance of only 100 program/erase cycles, while today’s EEPROMs
have improved this number to 10 000 program/erase cycles. Although newer technologies have
replaced EEPROMs in many high-volume applications, EEPROMs still find use in some of to-
day’s applications.
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Flash memory devices were developed in the early 1980s, when it became clear that the need for
some upcoming applications surpassed the cumbersome byte-erase capability of the devices just
discussed. The system performance could be much higher if the entire memory array or a large
portion thereof could be erased quickly, so that new data could be written in its place.

Flash memory was implemented by Masuoka and Hisakazu [5, 6]. They worked at Toshiba
Corporation and had already applied for a patent for simultaneously erasable EEPROMs in 1980.
Two types of flash memory devices were developed, called NOR and NAND. The NOR and
NAND gates are digital logic gates that implement logical NOR or NAND (truth-functional
operator which produces a result that is the negation of logic) according to given tables. The new
memory cell had only one cell which consisted of only one transistor. This costs far less than
byte-programmable EEPROM and therefore has become the dominant technology wherever a
significant amount of non-volatile, solid state storage is needed. The single-transistor cell has
a simultaneous multibyte-erase scheme. Flash memory offers fast read access times and better
kinetic shock resistance than hard discs. Also, when packaged in a memory card, it is extremely
durable, being able to withstand intense pressure, extremes of temperature, and even immersion
in water. The device has slow erase cycles, which means that the large block sizes used in
flash memory erasing gives it speed advantage over the old style EEPROM when writing lots
of data. Masuoka [5, 6] started working on a test chip in 1983, which led in 1985 to Toshiba’s
presentation, at the International Solid-State Circuits Conference (ISSCC), of a 256 kbit flash
EEPROM device. This flash memory device uses a dual gate structure, in which the gate further
from the silicon substrate is dubbed as the control gate, and the gate closer to the silicon substrate
is dubbed the floating gate. Flash memory is mostly used in memory cards and USB (Universal
Serial Bus) flash drives, for storage and transfer of data, and the use of this is discussed in the
next chapter.

Silicon is widely used for electronic devices and is one of our most important semiconduc-
tor materials. It is used as floating gate in the memory devices, while SiO2 is often used as
the tunnel oxide, because of its good dielectric properties. One of the most important devel-
opments within the microelectronics industry is scaling the Si Complementary-Metal-Oxide-
Semiconductor (CMOS) transistors down in size and generally improving the device further.
The main challenges at nanoscale level are power and performance optimization, device fabrica-
tion, and control of variations at the nanoscale and integration of a diverse set of materials and
devices on the same chip. A key element in one of the proposed schemes to meet future demands
of downscaling is replacing the polycrystalline Si floating gate by nanocrystals. This can also
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improve writing times, lower the gate voltage and lower the power consumption.

In this thesis, nanoclusters of Si, Ge, Er, and Pd were embedded in an SiO2 film, in order to
study their composition, nucleation, distribution, and atomic and electronic structure with dif-
ferent heat treatments and compositions. This was done using High Resolution Transmission
Electron Microscopy (HRTEM), Energy Filtered TEM (EFTEM), X-ray Photoelectron Spec-
troscopy (XPS), Electron Energy Loss Spectroscopy (EELS), Secondary Ion mass Spectroscopy
(SIMS), and Energy Dispersive X-ray Spectroscopy (EDS).
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Chapter 2

Nanostructured Memory Devices

Nanostructured memory devices are suggested to be an improvement to the flash memory devices
used today. Nanocrystals have the potential to be used in different applications, such as optical
amplifiers, photon converters, and memory storage devices [1, 2, 3, 4] to mention just a few.
Nanocrystal memory cells have potentially better electronic performance than current technology
offers, and those properties in combination with features inherent in the concept is considered
to yield a possibility for scaling the devices considerable down in size which is desired from
economic and technological reasons. An interesting property of semiconductor nanocrystals is
its ability to store charge over time at room temperature when embedded in an oxide layer.

This chapter contains a short introduction to quantum dots and flash memory devices. In addition,
expected improvements from the usage of nanocrystals instead of the normal bulk floating gate
are given.

2.1 Quantum dots

In any semiconductor material, electrons can only attain certain energy levels. In a bulk semi-
conductor, the energy levels are so close together with only small differences in energy, that, for
practical purposes, they form a continuous spectrum. Some energy intervals have no states avail-
able for electrons, and such gaps in energy form the energy band gap, see Figure 2.1. Different

5



6 Chapter 2. Nanostructured Memory Devices

Figure 2.1: A sketch of the energy bands and dielectric function of an atom, a bulk material and a
nanocrystal quantum dot, adapted from Bimberg, Grundmann and Ledentsov [5] and Borovitskaya
and Shur [6].

semiconductor materials have different band gaps, and quantum dot nanocrystals, being made
from semiconductor materials, are therefore characterized by their band gaps.

In what follows, the different regimes for the so called confinement will be discussed with regards
to the size of the confinement.

If the size of the nanocrystals is of the same order as the exciton Bohr radius and the de Broglie
wave length, the energy levels cannot be described as continuous. Instead, they occupy discrete
energy levels (quantum confinement), and size quantization effects can be observed [7, 5]. This
means that quantum dots have large level spacing with a defined boundary between the matrix
and the quantum dot. Because of their discrete energy levels, the quantum dots are more related
to an atom than to a bulk material, see Figure 2.1.

The exciton Bohr radius is the distance between an excited electron and the corresponding hole
(electron-hole pair), see Figure 2.1. The exciton Bohr radius and an evaluation of the quantum
confinement with varying quantum dot radius is presented. The radius can be calculated from
the sub-band energy separation (Esub−band) and the exciton binding energy (Eexciton

B ) [8]. The
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sub-band energy separation (Esub−band) of the electron or the corresponding hole is given by [8]

Esub−band =
�

2D

2me(h)R2
(2.1)

where R is the quantum dot radius, me(h) is the effective mass of the electron (hole) and D is a
numerical factor. This factor depends on the shape of the quantum dot and is typically about 10
for a spherical quantum dot. The exciton binding energy (Eexciton

B ) in the bulk is given by [8]

Eexciton
B =

�
2

2μ(a∗
B)2

(2.2)

where μ is the electron-hole reduced mass and a∗
B is the exciton Bohr radius. When assuming

me � mh, the criterion for higher hole sub-bands to be included is given by Esub−band ≤ Eexciton
B

[8]. That is

D

mhR2
≤ 1

me(a∗
B)2

(2.3)

which can be rewritten to

(
R

a∗
B

)2

≥ me

mh

D (2.4)

At strong quantum confinement the quantum dot radius is much smaller than the exciton Bohr
radius, i.e. R/a∗

B � 1. At that point the Eexciton
B is of the order of Esub−band and much lower

than the electron-hole Coulomb interaction, and the exciton ground state is mainly composed of
the lowest-energy sub-band states. As the quantum dot radius increases, the energy separation of
the sub-bands becomes comparable with Eexciton

B , and it can even get smaller. In this region there
is intermediate confinement, and higher sub-band states are even mixed into the exciton ground
state. Increasing the quantum dot radius further results in weak quantum confinement. Here
the quantum dot radius is much larger than Eexciton

B , and the sub-bands are distributed almost
continuously. The electron-hole binding energy is nearly the same as in the bulk material [8].
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The de Broglie wave length (λ) can be expressed as [6]

λ =
h

p
=

6.22√
meff

m0

T
300

(2.5)

where p the particle momentum, h is Planck’s constant, meff is the effective electron mass, m0 is
the electron mass, and T the temperature. The de Broglie wave length varies from a fraction of
one nanometer to 10-20 nm.

Because the energy levels of the quantum dot are discrete rather than continuous, adding or
extracting only one electron can change the properties of the quantum dot dramatically, like
altering the boundaries of the band gap. Variations in the geometry of the quantum dot can also
alter the band gap. Because of the small size of the quantum dot, the band gap will always be
larger than for the same semiconductor bulk material.

2.2 Traditional flash memory devices

A flash memory device is used as non-volatile computer memory, which means that no power is
needed to keep the stored information in the computer chip. A sketch of a typical flash memory
device is presented in Figure 2.2A. Charge can be stored by tunnelling electrons into the floating
gate (usually Si) through the tunnel-oxide (usually SiO2) by applying the proper voltage (Vg)
over the tunnel-oxide. The charge can be stored over time within the floating gate at room
temperature.

The high dielectric constant of the oxide prevents electrons from tunnelling out of the floating
gate. If a material with a high dielectric constant is placed in an electric field, the magnitude
of that field will be reduced within the volume of the dielectric. In this manner, the dielectric
constant of the oxide together with the excited levels of the quantum dot (floating gate), keeps
the electrons from tunnelling out, preventing memory loss. Although one would prefer the oxide
to be as thin as possible in order to minimize the size of the device, it needs to be thick enough to
keep the electrons from tunnelling out of the floating gate. The memory can be read by checking
if the Metal-Oxide-Semiconductor (MOS) transistor is on or off. If the MOS transistor is on, a
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Figure 2.2: A sketch of A) a regular flash memory device used today and B) a nanocrystal memory
device.

current is flowing between the source and the drain. The nanocrystals can be filled or drained
accordingly.

Flash memory devices are mainly used in memory cards and USB flash drives in laptops, digital
cameras, Personal Digital Assistant’s (PDA), mobile phones, etc. When a flash memory device
is part of a memory card, it can withstand extreme temperatures and pressures, and it can even
be immersed in water.

Using the wide floating gate of traditional flash memories, there is a limit to how small the device
can be, the amount of memory that can be stored, and a limit to the storing time. As for now,
new types of memory cards (RS-MMC, miniSD, microSD and Intelligent Stick) that have been
developed have form factors with an area of 1.5 cm2 and a thickness of less than 1 mm. Their
memory capabilities range from 64 MB to 16 GB (October 2008) [9]. By replacing the bulk
floating gate with nanocrystals, these properties might improve.

2.3 Nanocrystal quantum dot memory storage devices

When tunneling the electrons through the SiO2 layer and into the silicon, the charge can be
stored within the nanocrystals. The electrical charge carriers in the semiconductor nanocrystal
have electric field lines passing through the surrounding medium with a smaller dielectric con-
stant than in the nanocrystal. Because of this, the screening effect is reduced, and the Coulomb
interaction between charge carriers is enhanced. This increases Eexciton

B and the exciton oscillator
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strength compared to the situation with a surrounding matrix with the same dielectric constant as
Si or by pure Si [8]. Between the nanocrystal and the matrix, there is a potential barrier acting
such that the electrons are trapped within the nanocrystal. As the quantum dots are small, adding
or removing only one electron will alter the material properties on a large scale. Because of
this, the properties of the nanocrystals are somewhere between those of bulk semiconductors and
those of discrete molecules.

By replacing the bulk floating gate with nanocrystals, longer retention may result in lower gate
voltage and lower power consumption [10]. The non-continuity between the nanocrystals can
also prevent charge loss laterally and result in short writing times at lower voltages and improved
reliability [11]. Nanocrystals with a diameter of less than 10 nm are desirable, since the Coulomb
blockade effect becomes prominent at room temperature [12]. When the dimensions approach
the atomic scale, nanocrystals start to differ significantly from bulk materials in their electronic,
optical and thermodynamic properties [13]. In these nanocrystal memory devices, the processes
of injection and retention of electrons are very sensitive to the size, distribution, interfaces and
electronic structure of the nanocrystals. It is therefore important to study the nucleation mech-
anisms of the nanocrystals, their crystal structure, defects, and distribution, in order to make
devices in a controlled manner. The devices need an accurate control of the array of nanocrys-
tals, since changing the tunnel distance by only one nanometer can affect the write and erase
time [14].

2.4 Basic requirements for quantum dots in room tempera-
ture devices

Some of the basic requirements for quantum dots operating at room temperature are discussed
below. As discussed above, the quantum dots should be small. There is, however, a lower size
limit. This critical diameter size Dmin occurs where at least one energy level of an electron or
hole is present [5]. This lower size limit depends strongly on the band offset of the corresponding
bands in the material system. One electron level exists only if the confinement potential exceeds
the value Dmin, which is defined by [5]
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Dmin =
π�√

2m∗
eΔEc

(2.6)

where m∗
e is the effective electron mass and ΔEc is the conduction band offset.

A certain level of uniformity in size, shape, and chemical composition are needed to get a sta-
ble device. In addition, the nanocrystal quantum dots should be free of defects like dislocations
and twins. The size fluctuations cause a variation in the energy position of the electronic lev-
els. Quantum dots rely on the integrated gain in narrow energy range, which means that the
inhomogeneous energetic broadening should be as small as possible [5].
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Chapter 3

Materials

In this chapter, a brief introduction to the different material systems studied in this work is pre-
sented. In the papers presented in this work, samples containing Si, Ge, Er, and Pd nanoclusters
were studied in detail. In the following sections the samples and their sample processing condi-
tions are discussed in detail.

3.1 Si nanocluster samples

In papers 1 and 2, amorphous and crystalline nanoclusters of Si were studied. These samples
were made by growing a ∼3 nm thin layer of SiO2 on a p-type silicon substrate by Rapid Thermal
Oxidation (RTO) at 1000◦C for 6 seconds. By precise control of the oxidation temperature and
reducing the thermal budget of the heat cycle required for an oxide film growth, the effects of
oxidation on the impurity profile can be controlled and minimized.

Prior to growing the RTO layer, the wafers were cleaned using a standard RCA procedure (Radio
Corporation of America, industry standard for removing contaminants from wafers [1]) followed
by immersion in a 10 % HF solution to remove the native oxide. Then a ∼10 nm layer of silicon
rich oxide was sputtered from a SiO2:Si composite target onto the RTO and heat-treated in a N2

atmosphere at 1000 − 1100◦C for 30-60 minutes. Different area percentages (defined below) of
Si:SiO2 (6, 8, 17, 28, 42, 50, 60, 70 area % or about 4, 5, 11, 18, 33, 40, 46 atomic %) were

13
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used to produce different silicon super saturation in the oxide. A sketch of this type of samples
is presented in Figure 3.1A for the cases where Si nanoclusters have formed in the oxide.

The atomic percentage of the different elements in the sample can be calculated from the area
percentages. The equation for the atomic percentage of excess Si in SiO2 is

atomic% =
area%(SiSi) · spc(SiSi)

area%(SiSi) · spc(SiSi) + area%(SiO2) · (spc(SiSiO2) + spc(OSiO2))
(3.1)

where the sputtering coefficients (spc) are 0.7622 for Si in pure Si, 1.88 for Ge in pure Ge, 2.42
for Er in pure Er, 0.295 for Si and 0.622 for O in SiO2.

3.1.1 Silicon properties

In 1787, silicon was first identified by Antoine Lavoisier as one of the components of silex or
silicis, which means flint or hard rock, and is now called silica or silicates. It wasn’t until 1823
that Si was isolated as an element by J.J. Berzelius, a Swedish chemist.

Silicon is present in the sun and other stars and is a principal component of a class of meteorites
known as aerolites [2]. Si makes up 25.7% of the earth crust. It is the second most abundant
element, exceeded only by oxygen [2], and has so far been the most important semiconductor.

Pure Si is rarely found in nature. The most common places to find Si is in silica or silicates
(various minerals containing Si, O, and one or several other metals), but can also be found in
quartz, rock crystal, amethyst, agate, flint, jasper, opal, asbestos, feldspar, clay, and mica [2].
Crystalline silicon has a grey colour and a metallic lustre. It has characteristics similar to glass,
as it is very brittle and prone to chipping. Crystalline Si has a cubic diamond type structure with
a cell dimension a = 0.543 nm, and its electron configuration is [Ne]3s23p2.

Si has good mechanical properties, and there is an increasingly growing research field around
this material. Pure Si is an important component in semiconductor devices, especially in in-
tegrated circuits. Si is a desirable material because it remains a semiconductor even at higher
temperatures, and its native oxide is easily grown in a furnace and forms a better semiconduc-
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Figure 3.1: A sketch of the different samples studied in this thesis. A) The Si samples studied in
paper 1 and 2, B) the Er samples studied in paper 3, and C) the Ge-Pd-Si samples studied in paper 4.
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Figure 3.2: A sketch of the indirect band gap in Si.

tor/dielectric interface than any other material. The raw materials are relatively cheap, and the
integrated opto-electronic silicon can be used in telecommunication, information technology, and
microtechnology.

As depicted in Figure 3.2, Si has an indirect band gap, which is the energy gap in which the min-
imum energy in the conduction band is shifted by a k-vector (difference in momentum) relative
to the valence band.

When electrons are excited to the conduction band, the electrons quickly settle into the energy
minimum. For the electrons to fall back into the valence band, the electrons require extra mo-
mentum allowing them to overcome the offset. Emitted and absorbed photons have high energy,
but negligible momentum compared to this energy offset. Because of this, indirect semicon-
ductor materials are inefficient for emitting light, which involves electron-hole recombination.
Electron-hole recombination can therefore take some time and take place preferentially at point
defects, dislocations or at grain boundaries.

The absorption of light at an indirect band gap is weaker than at a direct band gap. The only
way for an electron to jump from the valence band maximum to the conduction band minimum
is to simultaneously emit or absorb a phonon. This would then compensate for the missing
momentum (k-vector), but this transition has a very low probability.
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Figure 3.3: A sketch of two defects in an FCC type structure. A) A twin in the (110) plane with
stacking ABCACBA, B) A stacking fault in between two twin boundaries. The figure is adapted
from Verhoeven [3].

3.1.2 Defects

Silicon has a diamond type FCC crystal structure, where some of the most common defects are
point defects, dislocations, twinning, and stacking faults. In paper 1, nanocrystals containing
twins and stacking faults were found. These defects and their effects upon the memory device
are discussed below.

Twinning is a change in stacking sequence over many atomic layers that results in two crystalline
grains sharing some of the same crystalline positions at the interface [3]. This interface with
shared atomic sites separating the two crystals is called the twin boundary. A sketch of a twin in
an FCC crystal structure is shown in Figure 3.3A. The twinned stacking sequence shown in the
Figure is ABC A CBA, where the twin boundary is at the A position in the middle. The twinning
results in a mirror image of the other crystal grain.

Twinning can be formed in a crystal in different manners, like during deformation or crystal
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growth [3]. A Growth twin can be formed as a result of changes in the stacking during growth.
They can be formed in a crystal whether it is growing from vapor, liquid, or solid state. Another
twin formation is called Annealing or Transformation twin. This can occur as a result of changes
in the crystal systems during cooling. One form becomes unstable and the crystal structure must
re-organize or transform into another more stable form. It is common for FCC type metals to
form growth twins during relaxation. A third twin formation is called Deformation or Glide
twin. This twin formation is a result of stress on the crystal after the crystal has formed. During
deformation of metals, slip is generally more easily generated than twinning. Twinning will only
be a significant mechanism for plastic deformation in non-cubic metals (ex. Hexagonal Closed
Packed (HCP) metals). This type of metals has only a few slip systems available. Deformation
twinning in FCC type metals are rare and may only occur at very low temperatures [3].

Stacking faults are two dimensional defects that can be seen as a change in stacking sequence
over a few atom spacings, see Figure 3.3B. In the figure, twin orientation I and III have identical
crystallographic orientations. Region II is separated from region I and III by two twin boundaries.
If this region is separated by a few nanometers, it will be called a twin. If it is separated by only
a few atomic spacings, it will be called a stacking fault [3]. The stacking fault is in a sense two
twin boundaries and can be made up by only one atomic plane, as in ABCAB A BCABC.

Twinning depends on the stacking fault energy of the material, the crystallographic orientation,
surface stresses, and surface orientations [4, 5]. Defects and imperfections either inside the
nanocrystal or at the nanocrystal/oxide interface can have large effects upon the operational
characteristics of the device [5, 6, 7, 8]. Nanocrystal twinning can be due to stress inside the
nanocrystal and on the surface, coalescence of smaller nanocrystals, or it can occur during
growth/heat-treatment.

3.2 Er-Si nanocluster samples

In paper 3, SiO2 with both Er and Si were made by growing a ∼3 nm layer of SiO2 on a p-type
Si substrate by Rapid Thermal Oxidation (RTO) at 1000oC for 6 sec. Then a layer of Er-doped
Si rich oxide was sputtered from a SiO2:Si:Er composite target onto the RTO with a 30 nm oxide
thickness. The percentages of Si and Er are 17 area % (11 at. %) and 1.1 area % (1 at. %)
respectively. The samples were then heat treated in a N2 atmosphere at 1000− 1100oC for 30-60



3.3. Ge-Si-Pd nanocluster samples 19

min. A sketch of the samples discussed in this paper is presented in Figure 3.1B.

3.2.1 Erbium properties

The name Erbium (Er) originates from a town in Sweden called Ytterby where large concen-
trations of Yttria and Erbium were found. The material was discovered in 1843 by Carl Gustaf
Mosander. In 1905 Georges Urbain and Charles James isolated ErO2, but pure Er wasn’t pro-
duced until 1934, when workers reduced the anhydrous chloride with potassium vapour.

Er is a silvery, white, metallic, rare earth element. Pure Er is easily shaped, does not oxidize as
easily as other rear earth elements, and is stable in air. Erbium’s properties partly depend on the
amount and type of impurities present in the material. This element cannot be found as a pure
element in nature, but is found bound in monazite and sand ores.

The (indirect) excitations of Er atoms from Si nanocrystals are useful for optical applications,
like light-emitting diodes and lasers [9, 10]. Si was for a long time considered unsuitable for
optoelectronic applications due to silicon’s indirect band gap and the absence of linear electro-
optic effect. However, doping of Er into the Si structure has avoided this problem [11]. The Er
electronic configuration of Er is [Xe]=4f126s2, with an electron shell structure of: 2,8,18,30,8,2
[2]. This shows that Er has an unfilled 4f shell surrounded by an external closed shell [11]. Intra
4f-transitions (4l13/2 to 4l15/2) will therefore show luminescence at 1.54 μm, which is concordant
with the absorption minimum in silicon-based glass fibers [10, 12]. This transition can be excited
both optically [13] and electrically [14]. The sensitizing of Er by Si nanocrystals have been
studied by many authors and is currently an active field of research [15, 16, 17, 18, 19, 20].

3.3 Ge-Si-Pd nanocluster samples

In paper 4, Ge and Pd nanoclusters in the presence of pure Si were studied. The samples were
produced by growing a ∼3 nm layer of SiO2 on a p-type silicon substrate by Rapid Thermal
Oxidation (RTO) at 1000oC for 6 sec. Prior to growing the RTO layer the wafers were cleaned
using a standard RCA procedure (Radio Corporation of America, industry standard for removing
contaminants from wafers) followed by immersion in a 10 % HF solution to remove the native
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oxide. After the RTO growth a ∼10 nm layer of silicon rich oxide was sputtered from a SiO2:Si
composite target onto the RTO-SiO2 and heat treated in N2 atmosphere at 1000oC for 30 min.
Different area percentages (area coverage by the sputtered material) of Si:SiO2 ( 28, 42, 50, 60,
70% or 4, 5, 11, 33, 40, 46 at. %) were achieved. A ∼10-13 nm Ge rich (3.3 area %) SiO2

with a 10 nm SiO2 capping layer was then sputtered onto the Si rich oxide, with a subsequent
heat-treatment at 900oC for 30 min to nucleate Ge nanocrystals. A sketch of the material systems
discussed in this paper is presented in Figure 3.1C. During this last procedure, contamination of
Pd occurred. This contamination resulted in a creation of Pd nanocrystals in the sample. These
nanoclusters were studied in detail.

3.3.1 Germanium properties

Ge was predicted by Dmitri Mendeleev in 1871 to exist as a missing analogue of the silicon
group [21]. Ge was first proven to exist in 1886, by Clemens Winkler, a German chemist [22].
The Ge transistor was developed in 1948 [23]. This discovery resulted in a demand for using
Ge in solid state electronics devices [24]. Ge has favourable properties utilized in several optic
and electronic devices, such as photo detectors and single transistors [25, 26]. Potential future
applications may also exploit these for example in photo detectors [27], light emitters [28], single
electron transistors [29], and non-volatile memories [30].

Ge is a hard, lustrous, greyish-white metalloid. In its pure state it is crystalline, brittle and retains
its lustre in air at room temperature. Ge has an indirect band gap and has an FCC crystal structure
(Fm-3m) with a cell dimension a = 0.566 nm, and the electronic configuration is [Ar]3d104s24p2

[2].

Substantial research has previously been devoted to characterizing Ge nanocrystal nucleation,
diffusion, and growth [31, 32, 33, 34, 35, 36, 37, 38, 39]. Ge implantation in SiO2 layers has
so far been extensively studied for their photoluminescence and structural properties. Ge is also
of interest because of its smaller bandgap, inducing a theoretically better retention and faster
writing/erasing times [40, 41].
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3.3.2 Palladium properties

Pd is a silvery white metal that was discovered in 1803 by William Hyde Wollaston [42, 43]. He
named the metal Pallas after the asteroid which was discovered two years earlier.

Palladium, platinum, rhodium, ruthenium, iridium, and osmium form a group of elements called
“platinum group metals” (PGMs). These metals share similar chemical properties. Pd has the
lowest melting point and is the densest of these metals. During annealing Pd gets soft and ductile.
At room temperature Pd can absorb 900 times its own volume of hydrogen, which makes Pd an
efficient and safe storage medium for hydrogen isotopes.

Pd is mostly used for catalytic converters in auto mobiles [44], but can also be found in electronic
devices such as computers, mobile phones, multi-layer ceramic capacitors, component plating,
low voltage electrical contacts, and televisions [45]. The metal can also be used in dentistry [46],
hydrogen purification, chemical applications, medicine, groundwater treatment, and fuel cells.
Considerable research has also been conducted in the use of Pd catalysts for the combustion
of methane. Particle morphology and oxidation state can play an important role in defining
the active sites in the Pd catalysts [47]. Pd is also an interesting material used in Granular
Metal (GM) films, cermets, or nano-cermets, where metal particles are dispersed in an insulator
[48, 49]. The lower dimensional mesoscopic materials with tunnelling junctions have a negative
coefficient of resistance, where the resistance increases with decreasing temperature.

Pure Pd has a Fm-3m space group, with a lattice parameter of 0.389 nm [50]. The electron per
shell configuration for Pd is [2]: 2,8,18,18,0. This shows that Pd has an outer closed shell. Pd
is a fast interstitial diffuser and almost insoluble in crystalline Si. The solubility of fast diffusing
species in amorphous Si is known to be higher than that in crystalline Si and very sensitive to the
defect concentration [51]. Pd does not dissolve Ge, and the solubility of Pd in Ge has not been
studied [52]. Pd in SiO2 has been studied by Ichinohe et al. [48, 49], who studied Pd doped SiO2

films and found at small doses of Pd ultra fine particles of Pd2Si. Voogt et al. [53] studied PdO
particles with a metallic Pd core.
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Chapter 4

Methodology

4.1 Transmission Electron Microscopy

Transmission Electron Microscopy (TEM) is a set of microscopy based techniques that are
widely used to investigate the structure and properties of different types of materials. The main
ingredient of these methods is an electron beam produced by high acceleration voltage that is fo-
cused onto a thin sample by means of electromagnetic lenses. The electrons interact strongly with
the sample, creating diffracted beams of electrons, energy loss electrons, X-rays, back-scattered
electrons, and secondary electrons. The transmitted electrons are then focused by electromag-
netic lenses and imaged onto a fluorescent screen.

Scanning Transmission Electron Microscopy (STEM), Electron Energy Loss Spectroscopy (EELS),
Energy Filtered Transmission Electron Microscopy - Spectral Imaging (EFTEM-SI), and Energy
Dispersive Spectroscopy (EDS) were used to study the composition of the material systems in-
vestigated in this work, High Resolution Transmission Electron Microscopy(HRTEM) was used
to study the atomic structure, and EELS was used to study the electronic structure. In the follow-
ing sections, these techniques will be discussed in relation to the work presented in four papers.

27
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4.1.1 Transmission Electron Microscopes

Two microscopes were used to study the nanoclusters in detail. The first microscope was a 200
keV JEOL 2010F microscope equipped with a Gatan imaging filter and detector. The spherical
(Cs) and chromatic aberration (Cc) coefficients of the objective lens were 0.5 mm and 1.1 mm,
respectively. The point to point resolution was 0.194 nm at Scherzer focus (-42 nm). A probe
current of about 0.5 nA at a probe diameter of 1.0 nm can be obtained. The energy resolution at
200 keV can be about 0.8 eV.

The other microscope was a 300 keV JEOL 3100FEF microscope with an Omega energy filter.
The spherical and chromatic aberration coefficients of the objective lens were 0.6 mm and 1.1
mm, respectively. The point to point resolution was 0.174 nm at Scherzer focus (-37 nm), and
the minimum probe diameter was 0.2 nm. The energy resolution at 300 keV was 0.78 eV and
was previously determined experimentally [1]. The energy dispersion of the Omega-filter was
0.85 μm/eV at 300 keV.

4.1.2 High Resolution Transmission Electron Microscopy

As silicon nanocrystals have low contrast when embedded in an SiO2 matrix, it is difficult to
observe them directly in bright field and dark field TEM images. It is, however, possible to dis-
tinguish the Si nanocrystals from the amorphous SiO2 matrix by High Resolution Transmission
Electron Microscopy (HRTEM) images showing Si lattice fringes. In papers 1, 3, and 4, this
technique was applied to study the atomic structure of the nanocrystals and their environment in
detail. HRTEM was performed using both the 300 keV JEOL 3100FEF TEM and the 200 keV
JEOL 2010F TEM.

The main difference between conventional TEM and HRTEM is that HRTEM creates an image
based on several beams, while conventional TEM produces an image from only one electron
beam. The images in HRTEM are based upon the interference between the direct beam and
the diffracted electron waves. Different materials give rise to slight phase differences in the
wave function of the transmitted electron beams, creating contrast between different areas of the
image. It should be remarked that in many cases this can be described by the weak phase object
approximation. That is, it is considered that the sample is so thin that the amplitude variations
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have only small effects upon the image [2, 3].

The Contrast Transfer Function (CTF) modulates the amplitudes and phases of the electron
beams as they pass through the objective lens [2, 3]. It defines the point to point resolution
and the information limit of the microscope. The CTF can be represented by

T (u) = − sin
(π

2
Csλ

3u4 + πΔfλu2
)

(4.1)

where λ is the electron wavelength, u is the spatial frequency, Δf is the defocus of the objective
lens, and Cs is the spherical aberration coefficient.

The CTF of the JEOL 3100FEF microscope at Scherzer defocus (-37 nm) and at extended
Scherzer defoucs (-44.4 nm) conditions are presented in Figure 4.1. Some important points
to notice about this function are given below [2, 4]:

• CTF is oscillatory: there are “passbands” where it is not equal to zero (good “transmit-
tance”) and there are “gaps” where it is equal (or at least very close to) zero (no “transmit-
tance”).

• When it is negative, positive phase contrast occurs, meaning that atoms will appear dark
on a bright background for thin samples (near the edge).

• When it is positive, negative phase contrast occurs, meaning that atoms will appear bright
on a dark background for thin samples (near the edge).

• When it is equal to zero, there is no contrast (information transfer) for this spatial fre-
quency.

• First crossing of the u-axis at Scherzer defocus corresponds to point-to-point resolution of
the microscope.

• The point where the envelope functions (see below) damp the CTF to 1/e corresponds to
the information limit of the microscope.

Other important features:
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• CTF starts at 0 and decreases, then

• CTF stays almost constant and close to -1 (providing a broad band of good transmittance),
then

• CTF starts to increase, and

• CTF crosses the u-axis, and then

• CTF repeatedly crosses the spatial frequency u-axis as u increases.

• CTF can continue forever, but, in reality, it is modified by envelope functions and eventu-
ally dies off. The effect of the envelope functions can be represented as

T (u)eff = T (u)EcEa (4.2)

where Ec is the temporal coherency envelope caused by chromatic aberrations, focal and energy
spread, and instabilities in the high tension and objective lens current. Ea is the spatial coherency
envelope (caused by the incident beam convergence) [2, 4].

Optical diffractograms are useful tools for detecting and correcting astigmatism and for determin-
ing the specimen movement during exposure, the focus of the recorded image, the microscopes
spherical aberration constant, and the damping envelope constants due to chromatic aberrations,
beam divergence and the focus and sample thickness [5, 6].

The focus conditions of the HRTEM images in paper 1 were found using a method developed
by Thon et al. [6]. An optical diffractogram was made by Fast a Fourier Transform (FFT) of the
HRTEM images.

The diffractograms showed several bright rings that represent the spatial frequencies that are
optimally transferred by the objective lens [6]. The radial intensity of the ring pattern is approx-
imately proportional to sin2 χ(u), where [5]

χ(u) = πλΔfu2 +
π

2
λ3Csu

4 (4.3)
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Figure 4.1: The Contrast Transfer Function (CTF) of the JEOL 3100FEF. The top function is at
Scherzer defocus (-37.0 nm), and the bottom function is at extended Scherzer defocus (-44.4 nm).
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Here λ is the electron wave length, u is the distance from the origin to the maxima and minima
of sin2 χ(u) in the optical diffractogram, Cs is the spherical aberration coefficient, Δf is the
defocus of the objective lens, and sin χ(u) is the transfer function representing the phase change
due to defocusing and aberrations of the objective lens. The maxima (resp. minima) in the
diffractograms correspond to sin2 χ(u) = 1 (resp. 0). These conditions are equivalent to χ(u) =

nπ
2
, with n = 2k + 1 is odd for maxima and n = 2k is even for minima. For χ(u) = n, Equation

4.3 can be transformed to

n/u2 = 2λΔf + (Csλ
3)u2 (4.4)

This is a linear affine equation between x = u2 and y = n/u2 with slope a = Csλ
3 that intersects

the y-axis at b = 2λΔf . For a given electron wave length and spherical aberration coefficient,
the slope a can be calculated. The offset b can be used to find the focus of the experimental
HRTEM image.

Plotting the expression y = n/u2 as a function of x = u2 yields a hyperbola for every fixed n, and
the curves that were used in paper 1 are presented in Figure 4.2. Every distance u from the central
beam to a maximum and minimum of sin2 χ(u) in the experimental optical diffractograms should
then satisfy the same linear relationship between x = u2 and y = n/u2 with slope a = Csλ

3, but
with different n.

It is unknown to which n a given distance u corresponds. One therefore draws a point on every
hyperbola, keeping in mind that only one of these represents our data. Repeating this for every
distance u, one arrives at a sequence of points for any u. As consecutive u correspond to con-
secutive n, fixing an n for the first u determines a sequence of points. One of these sequences
should lie on the line given by Equation 4.4, and the sequence whose best fit has minimal error
is the most likely candidate. The value b = 2λΔf was predicted by choosing this line.

The two straight lines in Figure 4.2 were calculated for two different HRTEM images in paper
1 according to the above process. The defocus Δf was then determined by the intersection
b = 2λΔf of the straight line with the y-axis. Unfortunately, the measurements of the maxima
and minima in the diffractograms have large standard deviations, yielding an accuracy of ±10

nm in determining the Δf .
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Figure 4.2: A plot of n/u2 as a function of u2. The plot was used for finding the focus of the HRTEM
images in paper 1. The image in the bottom right corner shows a diffractogram of HRTEM image no.
10 and a diffraction pattern from the Si-substrate in the same sample.

HRTEM images of small unit cells may appear periodic with focus (Δf ). The Fourier image
period is the period for which the first and last HRTEM images are identical. The difference in
focus of such images is given by Equation 4.5. The Fourier image period of HRTEM images can
be computed from equation 4.5, for the strongest reflection uhkl inside the objective aperture [7].

Δf =
2

λu2
hkl

(4.5)

4.1.3 Energy Dispersive Spectroscopy

Energy Dispersive Spectroscopy (EDS) is an analytic technique used for elemental analysis and
chemical characterization. In papers 3 and 4, this technique was applied to determine the compo-
sition in different layers in the samples. Quantitative EDS measurements were carried out using
a 200 keV JEOL 2010F TEM with a NORAN system.

The EDS technique is based on the following process, depicted in Figure 4.3. Exposing the
sample to an electron beam will cause some electrons to get kicked out of their shell, creating an
electron core hole. In an attempt to minimize the energy of the atom, outer shell electrons will
tumble down to fill these holes, emitting a photon in the process. Such high energy photons are
called X-rays. The energy is equal to the difference in the energy before and after emitting the
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Figure 4.3: The EDS process.

photon. As such energy differences are characteristics of the elements, measuring the energy of
the photons can be used to identify the elements present in the sample.

Technically, the emitted X-rays are detected and measured by a detector consisting of a Li doped
Si crystal cooled to liquid nitrogen temperature.

The intensities of the peaks corresponding to the characteristic energies of the elements were used
to determine the presence of different elements in the samples and to calculate the composition
of the materials. According to Cliff and Lorimer [8], if Ii and Ij are the intensities corresponding
to two elements i and j, the ratio of their compositions Ci and Cj is given by

Ci

Cj

= kij · Ii

Ij

(4.6)

The kij factors are called the Cliff-Lorimer k-factors. These vary from one detector to another,
and they are independent of the specimen thickness, as long as the specimen is thin. In a thick
specimen both the k-factor and the intensities of the X-rays are affected by absorption, fluores-
cence and channelling effects in the specimen [3, 4].
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4.1.4 Electron Energy Loss Spectroscopy

Electron Energy Loss Spectroscopy (EELS) is a spectroscopy technique used to study the compo-
sition and electronic structure of materials. In paper 2, EELS was applied to study the plasmon
energies of Si and SiO2 and to determine the composition and electronic structure of the nan-
oclusters. Electron energy loss spectra were acquired with the JEOL 2010F microscope operated
at 197 keV and equipped with a Gatan imaging filter and detector.

When the electron beam passes through the sample, some of the electrons will undergo inelastic
scattering, which means that the kinetic energy is not conserved. The electrons have a loss in the
kinetic energy and have slightly deflected paths, see Figure 4.4. The transmitted electrons pass
through an imaging filter that measures the energy loss of these electrons [9].

Such inelastic interactions include phonon excitations, plasmon excitations, single electron exci-
tations and direct radiation losses. Phonon excitations are atomic vibrations in the solid that raise
the local temperature, and the energy losses due to them are very small, typically in the range 10-
100 meV. These losses are therefore not easily resolved in the EELS spectrum available for the
present work. Single electron excitations, on the other hand, were used for elemental analysis, as
their energies are characteristic for the given element. Direct radiation losses or Bremstrahlung
radiation is a result of deceleration processes of electrons in which energy is emitted directly in
the form of photons. This radiation forms the background radiation in the EELS spectrum [10].
The different features present in the EELS spectrum of Si can be seen in Figure 4.5.

The most significant energy losses, however, are due to excitations of plasmons, which are collec-
tive, resonant oscillations of valence electrons in solids. Electrons can lose 5-30 eV by exciting
plasmons and have a mean free path of 100 nm at 100keV. As this is usually short compared
to the sample thickness, the plasmon scattering is the most frequent scattering process and the
dominant feature in the EELS spectrum. The plasmon energy of the investigated materials was
found experimentally, but they can also be calculated using the following equation [10].

Ep =
h

2π

√
Ne2meε0 (4.7)

where N is the valence electron density, me the electron mass, ε0 the permittivity of free space,
h is Planck’s constant and e the electron charge. The plasmon energy of Si is 16.8 eV, while the
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Figure 4.4: De-excitation mechanism for an atom that has undergone K-shell ionization and subse-
quently emission of a characteristic Kβ X-ray.
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Figure 4.5: An EELS spectrum of Si showing the different peaks present, with an energy dispersion
of about 0.8 eV. The inserted EELS image has a lower count on the y-axis (102).

corresponding value of SiO2 is 23 eV. This is a 6.2 eV energy difference, which is large enough
for the two peaks to be separated in the EELS spectrum. Shifts in the Si plasmon peak were
studied in papers 1 and 2. This shift can be due to an increase in electron density or oxygen
concentration, and this affects the shape of the plasmon peak.

4.1.5 Energy Filtered Transmission Electron Microscopy - Spectral Imag-
ing

Energy Filtered Transmission Electron Microscopy - Spectral Imaging (EFTEM-SI) is a tech-
nique used in TEM to investigate the composition and electronic structure of materials. Apply-
ing EFTEM-SI yields both an EELS spectrum and an image with elemental information. Since
the plasmon peak energy of Si is 16.8 eV and that of SiO2 is 23 eV, EFTEM images using the
plasmon peak of Si, and then of SiO2, were obtained. Si nanoclusters have low contrast when
embedded in an SiO2 matrix. Therefore, crystalline Si nanoclusters were identified by lattice
fringes, while the amorphous Si nanoclusters are not readily resolved by HRTEM. Paper 1 used
EFTEM-SI to image the amorphous Si nanoclusters by imaging the plasmon peak of Si and ex-
tracting the crystalline Si nanocrystals from the HRTEM images. EFTEM imaging was carried
out using both the JEOL 3100FEF and the JEOL 2010F microscope, while EFTEM-SI analysis
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Figure 4.6: The figure exhibits how an EFTEM-SI image is made up of an EELS spectrum in each
point in the 2-dimensional image. The image at the top is made by the plasmon peak of Si, which lies
at 16.8 eV. (Adapted from Ahn[11].)

was performed using only the 300 keV JEOL 3100FEF TEM with an Omega imaging filter.

EFTEM images can be created from all the electrons with a particular kinetic energy. The other
electrons are excluded by the presence of a narrow slit, and increasing the slit width will allow
more electrons to be included in the image. By combining such EFTEM images for different en-
ergies in a certain energy range, one can create an EFTEM-SI file containing all the information
of the individual EFTEM images in addition to the EELS spectra, see Figure 4.6.

4.1.6 Scanning Transmission Electron Microscopy

Scanning Transmission Electron Microscopy (STEM) is a TEM technique in which a focused
electron beam is scanned over the sample. The STEM microscope has both a Bright Field (BF)
detector and a High Angle Annular Detector (HAAD). With an HAAD, images with high Z-
contrast can be obtained. In paper 4, STEM was used to image the Er distribution in the SiO2-Si
layers and the microscopy was performed using a 300 keV JEOL 3100FEF TEM equipped with
an Omega imaging filter and a JEOL STEM detector.

The technique is based upon the fact that the Z-contrast is directly related to the atomic number
(Z), making it possible to contrast materials with different atomic numbers. Atoms with a higher
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Figure 4.7: The figure shows a sketch of Z-contrast/mass-thickness imaging. Thicker regions or
regions with higher atomic number scatter more electrons off axes, causing them to show up as
darker areas in the image. (Adapted from Williams and Carter [4].)

atomic number have a more strongly charged electron cloud, repelling the trespassing electrons
with more force. That is, the cross section of elastic scattering is positively correlated with the
atomic number Z. Increasing the thickness of the specimen, on the other hand, will also increase
the scattering angles, as long as the mean free path remains fixed.

After passing the sample and an objective lens, the electrons travel towards the objective aper-
ture. Those electrons that have been scattered at large angles will not pass through this aperture,
resulting in a difference in contrast between the parts with high-Z and low-Z [4], see Figure 4.7.
This technique made it possible to detect Er-oxide in a SiO2 matrix.

4.2 X-ray Photoelectron Spectroscopy

X-ray Photoelectron Spectroscopy (XPS) is commonly used as a surface analysis technique to
characterize chemical states of surfaces and interfaces at shallow depths. It is also frequently
used for studying the electronic structure of materials. XPS was used in papers 2, 3 and 4 to
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Figure 4.8: A survey spectrum of the sample investigated in paper 4, containing Si, SiO2, Ge, and
Pd.

study the composition of different layers present and the electronic structure of the nanoclusters
in the material system. The XPS instrument used in paper 2 was a VG Scientific ESCALAB
MKII with non-monocromatic Al Kα radiation on plane-view sample with a 45◦ take off angle.
In papers 3 and 4 a KRATOS AXIS ULTRADLD XPS instrument was used with a monocromatic
Al Kα radiation on plane-view samples using a 0◦ angle of emission (vertical emission). A
survey spectrum of the Si-Ge-Pd sample investigated in paper 4 is presented in Figure 4.8.

In XPS, the sample is irradiated by an X-ray beam, causing electrons to eject from their atomic
shells. When assumed that the process is elastic, the X-rays give rise to photoelectron emission
according to Equation 4.8 [12]. Such electrons are called photoelectrons, and they are collected
and analysed according to their energy by a spectrometer. The photoelectrons can only take
energies in some discrete set of binding energies EB that are characteristic for the electronic
structure of the material. In the spectrometer these binding energies show up as XPS peaks,
allowing one to identify the elements present in the sample. The Si-2p peak for the different
oxidation states was extensively studied in paper 2, the Er-4d peaks in paper 3 and the Pd-3d
peaks and Ge-3d peaks in paper 4.

EK = hν − EB − φ (4.8)
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Figure 4.9: The scattering process of a photon resulting in a photoelectron and an Auger electron.
The figure is adapted from a book by Niemantsverdriet [13].

In Equation 4.8, EK is the kinetic energy of the photoelectron, hν is the energy of the exciting
radiation, EB is the binding energy of the photoelectron with respect to the Fermi level of the
spectrometer, and φ is the work function of the spectrometer. Equation 4.8 applies for conductors
and semiconductors. In insulators the work function of the sample plays an important role. The
work function will be discussed in more detail in Section 4.2.3.

In addition, there is a secondary effect that allows one to extract more information from the
sample, depicted in Figure 4.9. Whenever a photoelectron is kicked out of its shell and leaves
a vacancy behind in the excited atom, electrons from higher shells can fall down to fill up the
hole, resulting in a release of energy. Sometimes this energy is released in the form of an emitted
photon, and other times the energy can be transferred directly to another electron, which is then
ejected from the atom. These secondary electrons are called Auger electrons, and their energies
are characteristic for the sample as well. This effect and the use of the Auger peaks are explained
in more detail in a later section.

4.2.1 Photoelectron escape depth

It should be remarked that XPS detects only those electrons that have actually escaped into the
vacuum of the instrument, cutting out all electrons with energies below a certain threshold. The
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probability of finding a particle at depth z into the material is calculated by Lambert-Beer’s law

P (x) = e−z/λ (4.9)

where λ is the absorption length, which is the distance into the material corresponding to the
situation of the probability that a particle has not been absorbed has dropped to 1/e. The intensity
of a beam of light measured before and after interaction with a sample is compared [14], and can
therefore be described by as

I = I0e
−μx (4.10)

where I0 is the intensity of the incoming X-rays, x is the sample thickness and μ is the linear
absorption coefficient. The flux of electrons emitted at a depth z and detected at a polar angle
θ (see Figure 4.10) from the surface normal will be reduced by inelastic scattering according to
the Beer-Lambert relationship [15] [16]

I(z, φ) = I0e
−z/(λ sin φ) (4.11)

where I(z, φ) is the intensity from the atoms at a depth z, I0 is the intensity from the surface
atoms, φ is the electron take-off angle (φ = 90 − θ, where θ is angle of emission), and λ is
the mean free path. In the case of exponential decay, if the absorption length is λAL, then for a
take-off angle φ to the surface, the escape depth d is equal to λAL sin φ. Commonly 3d (95 %
detection) is taken to be the “sampling depth”, which is equal to 3dλAL sin φ [16].

The mean free path of the elements of interest in this study were found using the NIST Standard
Reference Database 71 [17]. The inelastic mean free path of a selected element in the database
was determined by optical data and a theoretical model developed by Tanuma, Powell, and Penn
[18]. This model is a modified form of the Bethe equation [19] for inelastic electron scattering
in matter and is dependent of the atomic weight, bulk density, and number of valence electrons
per atom, see Equation 4.12 [18].
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Figure 4.10: The take-off angle φ and angle of emission θ.

λ =
E

E2
p [β ln(γE) − (C/E) + (D/E2)]

(4.12)

Ep = 28.8

√
NV ρ

M
(4.13)

β = −0.0216 +
0.944√
E2

p + E2
g

+ 7.39 · 10−4ρ (4.14)

γ = 0.191ρ−0.5 (4.15)

C = 1.97 − 0.91U (4.16)

D = 53.4 − 20.8U (4.17)
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U =
Nvρ

M
=

E2
p

829.4
(4.18)

where E is the electron energy (in eV), Ep is the free-electron plasmon energy (in eV), Nv is
the number of valence electrons per atom, ρ is the material density (in g/cm3), M the atomic
weight, and Eg the band-gap energy (in eV). The symbols γ, β, C, and D represent additional
parameters.

4.2.2 The binding energy

The binding energy for a particular core level in a molecule (first approximation) can be ex-
pressed as Equation 4.19 [20]. This equation shows that the binding energies increase with
increasing positive charge.

EB = Kq + L (4.19)

where K and L are empirical constants and q is the charge on the ion in the particular molecule
relative to the neutral atom. Thus L is the binding energy of the electron in question in the free
neutral atom.

In a molecule the electron experiences not only the charge of that atom, but will experience, apart
from intra atomic relaxation, also extra atomic relaxation effects and potential charges from other
atoms in the molecule. The relaxation energy R (intra- and extra atomic), is the energy gained
when the electrons in the molecule respond to the photohole produced by the photoemission
process. The relaxation energy is negative because it decreases the binding energy. The potential
energy V produced by all other atoms in the molecule expresses the field produced by the charges
of the other atoms. This leads to Equation 4.20.

EB = Kq + V + L − R (4.20)
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4.2.3 The chemical shift

Shifts in the binding energy EB were studied in paper 2, 3, and 4. Binding energy shifts are
influenced by both initial (prior to photoemission) and final (after photoemission and Auger
emission) state effects.

The chemical shift is the peak shift between two different chemical environments and is defined
as the binding energy difference (ΔEB) between atoms bonded to different chemical species,
e.g. elemental Si and SiO2 (EB Si4+ - EB Si0). In pure Si, the 3p electrons form a band, and their
wave function is therefore only partly at the site of a particular Si atom. However, in SiO2 each
Si atom donates its 3p electrons into the 2p shell of oxygen such that a closed 2p6 configuration
is obtained. Thus in SiO2 the Si 3p electrons have no part of their wave functions near the Si
atom. The 2p electrons in SiO2 feel a stronger Coulomb interaction than in pure Si, where the
Si nucleus is shielded from the 2p shell through the 3p valence electrons. Therefore the binding
energy of Si 2p level is larger in SiO2 than in pure Si, and a chemical shift between the two
compounds is observed.

This shift was used to help identify the different oxidation states of Si in paper 2, of Er in paper
3, and Pd and Ge in paper 4. However, determination of chemical shifts depends on reliable mea-
surements of XPS peak positions, which in turn are sensitive to energy referencing issues. It is
also difficult to compare samples that have been investigated with different spectrometers and/or
experimental setups. When examining samples that are partially (semi)conducting and partially
insulating, the sample surface tends to charge (non uniformly) when exposed to the X-ray beam.
The non uniform charging creates different shifts in the XPS peaks, and this is called differential
charging. Since the samples investigated in this work contained semiconducting nanocrystals in
an insulating oxide, charging effects influenced the binding energies and therefore the chemical
shifts. In papers 3 and 4 we used monochromatic radiation. Charging phenomena are more in-
tense when monochromatic X-rays are used. However, the experiments were run using a charge
neutralization system based on low kinetic energy electrons “flooding” the sample surface. When
achromatic radiation is used (e.g. with a dual Al/Mg Kα anode) as in paper 2, charge compen-
sation occurs to some extent by secondary electrons generated inside the spectrometer by the
achromatic beam. Differential charging phenomena were studied in paper 2.

If final state relaxation effects are not taken into account, the core level binding energy difference
between two compounds A and B is given by Equation 4.21 (after Equation 4.20).
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ΔEB(A,B) = K(qA − qB) + (V A − V B) (4.21)

The first term (KΔq) describes the difference in electron-electron interaction between the core
orbital and the valence charges. It expresses the changes in the number of valence electrons in
the atom. K is the Coulomb interaction between the valence and core electrons. The second
term (ΔV ) represents the interaction of the atom to be photoionized with the rest of the crystal
and can be described by Equation 4.22 [21]

VA →
N∑

c�=A

qc

rcA

(4.22)

where qc is the effective charge on the set of atoms (except A) in the environment of A and the
rcA are the appropriate inter-atomic distances. In molecular solids the atoms A bonded to atom
B, but in ionic solids the summation extends over the whole lattice. The rcA terms in Equation
4.22 can be extracted from the lattice measurements or spectroscopic determinations, and only
the effective charges qc can be determined by any argument of the ionic character of the bond.
This term is directly related to the Madelung energy of the solid and for this reason V is often
referred to as the Madelung potential. The Madelung energy is described by Equation 4.23.

E = −Z2e2M

4πε0r0

(4.23)

where M is the Madelung constant, which is representative of the distance of the ions from one
another in a specific type of crystal. It is described as the energy of a single ion, depending
on how close it is to other ions and charges, and is a modified electron energy. 1/(4πε0) is the
Coulomb force constant or the electrostatic constant equal to 8.987 · 109 Nm2C−2.

The two terms KΔq and ΔV (in Equation 4.21) are initial state parameters and reflect changes in
the atomic potential arising from changes in valence electron charge and Coulomb interactions
at the emission site. In addition to these two terms, the chemical potential (Δμ) or the work
function (ϕ) are often added to the equation as energy referencing parameters [22]. The work
function and the chemical potential are discussed in more detail in the next section. The chemical
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shift can then be written in two ways,

ΔEB = KΔq + ΔV + Δϕ (4.24)

and

ΔEB = KΔq + ΔV + Δμ (4.25)

The effect of the relaxation on the chemical shift is not take into account in Equation 4.24 and
4.34 and will be discussed in Section 4.2.4.

4.2.4 Energy referencing, work function, and the chemical potential

In XPS, if the analyzed material is electrically conductive and in contact with the spectrometer
material, then electrical equilibrium is achieved between the specimen and the spectrometer, i.e.
their Fermi levels (EF ) are lined up, see Figure 4.9. It is convenient to assume for conducting
specimens that the EF of the spectrometer is zero in determining the kinetic energy of the ejected
electrons. Electrons at the Fermi level are still bound to the metal, and have an ionization poten-
tial equal to the work function φ. Therefore, electrons coming from the Fermi level of the sample
are detected with a kinetic energy equal to

EK = hν − φsp (4.26)

where φsp is the work function of the spectrometer, and not that of the sample [13]. The binding
energy is

EB = hν − Ekin − φsp (4.27)

When the conducting sample gets in contact with the material of the spectrometer, their Fermi
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levels are the same, but their work functions differ. In order to remove an electron at the Fermi
level from the sample, energy costs equal to φ, the work function of the sample is used. Electrons
will then pass from the metal with low φ to the metal with high φ. The electron that is liberated
from the sample is now at the potential just outside the sample (“local vacuum level”), but not
yet at the potential of the spectrometer, which in this set-up defines the vacuum level. While en

route to the analyzer, the electron is accelerated or decelerated by the work function difference,
which is the contact potential between the sample and the spectrometer [13] until a potential
difference φ0 −φsp is reached, where φ0 is the work function of the sample. Since vacuum levels
are different, it is necessary to add φ0 to EB in order to obtain ionization energies relative to the
vacuum level.

Eion = Eb + φ0 (4.28)

So Equation 4.27 becomes

Eion = hν − Ekin + (φ0 − φsp) (4.29)

If the specimen is a semiconductor (or insulator) then the Fermi levels are not equal. In addition,
the electrical potential of the specimen and spectrometer are not equal (exceptions occur when
thin insulating films are deposited on conducting substrates, then the potentials of the film and
substrate even out). In this case

Eb = hν − Ekin − φsp ± Ediff (4.30)

where Ediff is the difference between the potentials of the surface of the sample and the spec-
trometer. When we apply charge compensation, we flood electrons on to the sample surface so
that the vacuum level of the sample now will be at the same level with the EF of the spectrometer.
Then

EB = hν − EK + Fe − φsample (4.31)
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The work function can also be dependent on the chemical potential

φsp = Δφmet. − μ (4.32)

where Δφmet. is the rise in mean electrostatic potential across the metal surface, and μ is the
bulk chemical potential of the electrons relative to the mean electrostatic potential in the metal
interior.

The chemical potential governs the flow of particles between the system, just as the temperature
governs the flow of energy [23].This means that when two systems with a single chemical species
are at the same temperature and have the same value of the chemical potential, there will be no
net flow and no net energy flow between them [23]. The chemical potential can be described as

μ =

(
∂U

∂Ni

)
S,V,Nj �=i

(4.33)

where U is the internal energy of the system, V is the volume, S is the entropy, and the number
of particles of each specimen is N1, . . . , Nn. The subscripts emphasize that the entropy, volume,
and the other particle numbers are to be kept constant.

By taking into account final state relaxation effects, Equation 4.21 can be expressed as below,
including the extra atomic relaxation energy.

ΔEB = KΔq + ΔV + Δϕ − ΔR (4.34)

If the experiment is performed in the same instrument, then the contribution of φsp in Equations
4.32 and 4.34 is zero. Assuming that φsample is the same in different chemical environments,
Equation 4.34 can be simplified to

ΔEB = KΔq + ΔV − ΔR (4.35)
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The shift in kinetic energy can also be expressed in this matter, but has negative potential and
positive relaxation energy terms.

ΔEK = −KΔq − ΔV − Δϕ + 3ΔR (4.36)

4.2.5 Screening

In the previous section we refered only to initial state effects in the binding energy shifts. How-
ever, binding energies are also influenced by changes in the extra atomic relaxation energy as-
sociated with changes in core hole screening. Since the chemical shift contains both initial and
final state contributions, it makes it more difficult to determine the cause of the shift. In papers
2, 3 and 4, a core shift was found in the XPS peaks, and screening was discussed as a possible
effect. The screening can be expressed by Equation 4.37. Two charges q1 and q2 separated by a
distance r have a Coulomb interaction energy of

U(r) =
keq1q2

r
(4.37)

where ke = 1/(4πε0) = 8.99 · 109 Nm2/C2 and ε0 is the permittivity in vacuum or the electric
constant. This equation expresses long range interactions because of its slow power-law decay.

The materials studied in this work have a high dielectric constant, 11.9 for Si, 16 for Ge, 13
for Er2O3, and 3.9 for SiO2. The screening in a dielectric material can be described by the
Coulomb interaction reduced in strength by the dielectric constant e, as seen in Equation 4.38.
The reduction in Coulomb interaction is due to polarization of the particles in the dielectric
material. Induced or permanent dipoles around a free charge will be oriented so as to terminate
some of the field lines coming from the free charge. This effect is called the dielectric screening.

U(r) =
keq1q2

er
(4.38)

In papers 3 and 4, a core hole shift in the binding energy of Er-oxide and Pd was found. In
order to determine the screening effect of the surrounding matrix on the clusters, the universal
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“screening length” [24] was calculated for Er-oxide, Pd, Pd-oxide, and SiO2. The universal
screening length is expressed as

au =
0.8854

Z0.23
1 + Z0.23

2

a0 (4.39)

where Z is the atomic number and a0 is the Bohr radius (52.9177 · 10−3 nm).

4.2.6 Auger parameter

The initial (β) and final (α) state Auger parameters are important parameters to measure when
investigating a material using XPS, and they are defined by Equation 4.40 and Equation 4.41.

α = EB + EK (4.40)

β = 3EB + EK (4.41)

The α eliminates energy referencing problems [25] (see ΔEB and ΔEK in Equation 4.35 and
4.36) and was therefore used to identify chemical states of elements in the XPS spectrum.

The combination of Equations 4.34, 4.36, and 4.40 leads to two different expressions for Auger
parameter changes reflecting either initial [26] (Δβ) or final state [27, 28] (Δα) effects.

Δα = ΔEB + ΔEK = 2ΔR (4.42)

and

Δβ = 3ΔEB + ΔEK = 2(kΔq + ΔV + Δϕ) (4.43)
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The final and initial state Auger parameter values calculated for the different samples investigated
in paper 2 showed large deviations. Changes in the initial state Auger parameter showed that
the shift in binding energy was mostly due to initial state effects, where the Si0 sites in the
nanoclusters had a negative charge, while the Si0 sites in the supersaturated silica (with Si) had a
positive charge.

Screening, being a final state effect, was also an important factor to consider. The final state
Auger parameter is a measure of the screening efficiency in the presence of core holes and is
free of any referencing problems [29, 30, 31]. Equation 4.42 shows how the final state Auger
parameter provides an estimate of the relaxation/screening energy in the presence of core holes.
It shows that a high α-value indicates higher relaxation energy or improved screening efficiency.
It should be noted that Equation 4.42 is not reliable for transition metals, due to intra atomic
charge transfer [32].

Due to the triple weighting of the binding energy EB in its definition (see Equation 4.43), the
initial state Auger parameter is not completely independent of energy referencing. Therefore, β

can be potentially influenced by work function differences and charging effects. The initial state
Auger parameter β reflects nevertheless changes in the population of valence electrons, as well
as changes in the Madelung potential.

In order to visualize the initial and final state Auger parameter changes in paper 2, a Wagner
diagram was plotted. A Wagner diagram [33] is made by plotting the binding energy of the
photoelectron peak against the kinetic energy of the Auger electron peak. The Auger kinetic
energy is on the ordinate and the photoelectron binding energy is on the abscissa oriented in the
negative direction [25, 33]. The Wagner diagram plotted in paper 2 is shown in Figure 4.11.
The Auger parameters are expressed by the linear relationship between EK (Auger peak) and
EB (photoemission peak), and they lie on the straight lines with slope +1 (final state α) and +3
(initial state β). This means that for each line, every point lying on this line has the same Auger
parameter value. This diagram helps to visualize changes in the relative Auger parameter values.
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Figure 4.11: A Wagner diagram plotted from the work in paper 1, of the samples with crystalline
and amorphous Si nanoclusters.

4.3 Secondary Ion Mass Spectrometry (SIMS)

Secondary Ion Mass Spectrometry (SIMS) is a composition analysis technique widely used to
measure the concentration of doping elements in semiconductors. In paper 1 and 4, SIMS was
used to determine the depth profile of Ge and Si in different layers.

A focused ion beam scans the surface, ejecting secondary ions that are collected and analyzed
by a mass spectrometer. SIMS is a very sensitive technique and is able to detect elements in the
parts per billion ranges. Cs+ ions (15 keV) or O+

2 ions (10 keV) are used to sputter depending on
the elements in the sample which is to be analyzed. O+

2 primary ions are often used to investigate
electropositive elements, due to an increase in the generation probability of positive secondary
ions. Cs+ ions are often used when electronegative elements are being investigated. Therefore
O+

2 ions were used when extracting positive charged ions (Ge and Si).

The SIMS measurements were performed on a Cameca IMS 7f with a 25 nA O+
2 , 0.5 keV primary

beam. After the SIMS measurements the depth of the craters were measured with a Dektak 8
stylus profilometer, for converting the sputter time to depth. The depth calibration was made on
the assumption of a constant erosion rate.
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Chapter 5

Sample preparation

Silicon is a brittle material, and the layers with nanocrystals were very thin. To image the differ-
ent layers, cross-section samples were made, see Figure 5.1.

The samples were cut into two small rectangular pieces with a diamond tip pen. The samples
were glued together with epoxy glue between two pieces of Si, in order to stabilize the TEM sam-
ples, see Figure 5.1. The epoxy glue has a transition temperature of 100◦C with a degeneration
temperature of 500◦C. The epoxy is stable at a temperature up to 1000◦C. The four pieces were
then glued with crystal bond (which dissolves in Acetone) to a holding device and grounded thin
with SiC papers of 300 to 1200 μm. When the samples had a thickness of 1 μm thin, they were
glued to a Cu slot using epoxy.

To study the evolution of nanocrystal nucleation, in-situ heat treatment was performed on a
sample with 70 area % Si described in paper 1. The experiment was done on a 300 keV JEOL
3100FEF microscope with an Omega image filter and a Gatan heating holder. The sample was
heated up to 800◦C, a temperature close to the melting point of Cu, at 1084◦C. An Mo ring was
therefore used instead (Mo has a melting point of 2623◦C).

Thinning of the cross-sectional TEM samples were done by ion-milling using a Gatan precision
ion-polishing system (PIPS) with twin argon-ion guns. The milling was operated at 5 kV gun
voltage, with ion guns 7◦ from the top and 8◦ from below, relative to the specimen surface.
The samples needed approximately 1.5 hours of milling to make a thin enough region for TEM
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Figure 5.1: A cross-sectional sample glued on a Cu slot.

analysis.

The ion-gun angle relative to the specimen surface used in polishing these samples has to be
higher than 6◦. At lower angles Cu is sputtered from the Cu slot onto the samples. Cu nanoclus-
ters were then formed in the SiO2 layer, see Figure 5.2. This figure is from a sample that should
only contain Si nanocrystals in a SiO2 matrix. At first glance, these clusters might be taken to be
Si nanoclusters, but Si has very low contrast compared to the SiO2. Therefore the nanoclusters
cannot be Si clusters. An EDS analysis showed high amounts of Cu, which confirms that they are
Cu clusters originating from the Cu slot. Since high ion-gun angles were used when preparing
samples for the in-situ heat-treatment, no Mo were observed in the heat-treated samples.
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Figure 5.2: Cu nanoclusters in SiO2, introduced during surface preparation with too small grazing
incidence angle of the sputter beam in the ion etcher.





Chapter 6

Overview of papers

This work is presented in four papers and is in cooperation with the Physical Electronics group at
MINAlab, where Jeyanthinath Mayandi made the samples with Terje Finstad as his supervisor.
Part of the work was also done during a four month stay at the National Institute of Material
Science (NIMS) in Tsukuba Japan, with Masanori Mitome and Yoshio Bando. The two first
papers have been published in Journal of Applied Physics, the third has been submitted and the
last paper will be submitted shortly as of this writing.

Paper I

In the previous chapters, the memory device stability was discussed with regards to the atomic
structure and size of the nanoclusters, nucleation, distribution, and defects. Several samples
containing pure Si embedded in a thin SiO2 layer, heat treated at different temperatures and
times, were studied by HRTEM, EDS, EELS, EFTEM, and SIMS. Jens Sherman Christensen
ran the SIMS measurements on the instrument at MINAlab.

The study revealed both amorphous and crystalline nanoclusters of Si in the amorphous SiO2

matrix. At low Si percentage (below 50 area %) only amorphous Si nanoclusters were nucle-
ated in the oxide, and at higher Si concentration, crystalline nanoclusters were observed. TEM
and SIMS results showed that the nanocluster nucleation occurred where maximum excess Si
is the highest: in a 4 nm band, 5 nm from the Si substrate, and 4 nm from the SiO2 surface.
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Defects (twins and stacking faults) in the nanocrystals were also found and studied in detail by
HRTEM and image simulations. Both single and double twin boundaries were observed in the
nanocrystals.

Paper II

As discussed in the previous sections, the atomic and electronic structure can have large effects
upon the material properties. To obtain a better understanding of the electronic structure of the
nanoclusters observed in paper 1, an XPS study of the binding energy and the Auger parameter
of the different samples were performed. EELS was used to study the shift in plasmon energy of
the different samples and in order to relate it to the valence electron density.

The XPS study was under the supervision of Spyros Diplas, who ran the XPS measurements at
the instrument in Surrey England, and John F. Watts contributed with comments and discussions.

The XPS results of the amorphous and crystalline nanoclusters showed large shifts in binding en-
ergy and Auger parameter. The shift in Si2p binding energy was studied by separating initial and
final state effects using the Auger parameter. The negative charge on the Si0 sites in nanoclusters
and the positive charge on the Si0 sites in the supersaturated silica, as indicated by the initial state
Auger parameter, dominated both differential charging and chemical shifts. The differences in
chemical shift was attributed to initial state effects. The final state Auger parameter showed that
the electron screening of silicon core holes in nanocrystals dispersed in SiO2 is inferior to that in
pure bulk Si. This is due to the non local screening character of Si.

Paper III

In this paper samples containing Er with only small amounts of pure Si in the SiO2 matrix were
investigated by HRTEM, EFTEM-SI, EELS, STEM, and XPS in order to study the effect on
nucleation, distribution, and composition.

Amorphous Er-oxide nanoclusters were observed. These nanoclusters nucleated as a result of
electron beam exposure. The nanocluster evolution was studied in detail. Initially the nanoclus-
ters’ growth matched the Ostwald ripening model, but eventually it stagnated at a constant nan-
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ocluster radius of 2.4 nm. The nanocluster composition was studied by microscopy techniques
and XPS to be Er-oxide, probably Er2O3. XPS spectra of the Er-4d peak showed an increase
in binding energy. This may be attributed to initial state effects dominated by increased charge
transfer from Er towards O in the presence of Si at the nanocluster-SiO2 matrix interface.

Paper IV

As discussed previously, Ge is an interesting material for use in memory storage materials. Mul-
tilayer samples with both pure Si and pure Ge were made in order to study both Si and Ge
nanocrystals. Martin F. Sunding ran the XPS measurements on the XPS machine at MINAlab.

During sputtering deposition, the samples were contaminated with Pd, creating an interesting
type of diffusing Pd nanocrystals in the oxide. An extensive study of the nanocluster formation
and their distribution, atomic and electronic structure, and the diffusion mechanisms were studied
by HRTEM, EFTEM, EDS, and SIMS. The SIMS measurements of the different elements in the
sample were performed by Lasse Vines at the MINAlab. The samples contained Pd nanocrystals
and Ge and Si nanoclusters. The as deposited samples also contained PdO and PdSi compounds.
The Pd nanocrystals diffused in the oxide when exposed to the electron beam and could be
controlled by the electron beams location, intensity, and spot size. The diffusion was due to an
increased vibration and fluctuation in the nanocrystals when being exposed to the electron beam,
as well as due to the effect of charging of the nearby Ge and Si nanoclusters and the vacancy
creation. Core hole shift in the Pd-3d peaks studied by XPS was due to initial state effects such
as an increase in electrostatic potential in the nanocrystals.
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List of Abbreviations

ROM Read Only Memories

NNMD Nonerasable Nonvolatile Memory Devices

PROM Programmable Read Only Memories

MROM Mask Read Only Memories

EPROM Erasable Programmed Read Only Memories

OTPM One-Time Programmable Memories

EEPROM Electrically Erasable Programmable Read Only Memories

USB Universal Serial Bus
CMOS Complementary-Metal-Oxide-Semiconductor

MOS Metal-Oxide-Semiconductor
HRTEM High Resolution Transmission Electron Microscopy

TEM Transmission Electron Microscopy

EDS Electron Dispersive Spectroscopy

EFTEM-SI Energy Filtered Transmission Electron Microscopy - Spectral Imaging

EFTEM Energy Filtered Transmission Electron Microscopy

EELS Electron Energy Loss Spectroscopy

CTF Contrast Transfer Function
FFT Fast Fourier Transform
STEM Scanning Transmission Electron Microscopy

HAAD High Angle Annular Detector

BF Bright Field

XPS X-ray Photoelectron Spectroscopy

AP Auger Parameter

SIMS Secondary Ion Mass Spectrometry

PDA Personal Digital Assistant
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RTO Rapid Thermal Oxidation

FCC Face Centred Cubic
HCP Hexagonal Closed Packed

BCC Body Centred Cubic

RCA Radio Corporation of America

PGM Platinum Group Metals

GM Granular Metal
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