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Abstract

As-grown, hydrogen-implanted and deuterium-implanted mono-crystalline

hydrothermally grown ZnO samples (cooled to liquid helium tempera-

tures) have been investigated by infrared spectroscopy (FTIR). The hydro-

gen/deuterium implanted samples were each ion implanted with a total

dose of 4× 1016 cm−2, followed by annealing at 400◦C for 70 hours. Sev-

eral O-H and O-D absorption bands, with excellent isotopic shift, were ob-

served for IR light applied both parallel and perpendicular to the c axis of

the ZnO crystal.

Combined with a SIMS measurement, the integrated absorbance of the

dominating 2644 cm−1 O-D mode was used to deduce the absorbance per

D species to ξD = (1.72 ± 0.63) × 10−18 cm for measurements with the

wavevector perpendicular to the c axis of the samples. Further, the SIMS

results revealed a difference between the concentrations of D and Li of less

than a factor two, suggesting that Li is a strong trap for H/D. Finally, the

hydrogen content in the as-grown samples is estimated to be ∼5 × 1017

cm−3 based on the absorbance of the prominent 3577 cm−1 line.
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Chapter 1

Introduction and goal

Zinc oxide is a widely applied material which has been investigated as an

electronic material for many decades. It belongs to the class of transpar-

ent conductive oxides (TCO). Fundamental research on ZnO has recently

experienced a renaissance, due to the prospective use as an optoelectronic

material. Based on the possibility to grow high purity crystals, quantum

wells, nanorods and quantum dots, it is hope for obtaining blue and UV

optoelectronics, radiation-resistant material for harsh environments, trans-

parent electronic devices, ZnO spintronics, and transparent front electrodes

for next generation solar cells [1]. Accomplishing ZnO films with improved

electrical and optical properties is one of the key challenges in photovoltaic

research and development.

In this thesis we focus on hydrogen impurities in ZnO. Hydrogen has

been shown to contribute to n-type conductivity and to passivate accep-

tors, making p-doping difficult to attain. The atomic configuration of hy-

drogen in the crystal structure is still under debate, one experimental tech-

nique that can provide detailed information on this issue is vibrational

spectroscopy. Hence, we have applied Fourier transform infrared spec-

troscopy (FTIR) to probe for infrared absorption related to hydrogen bonds

in ZnO. The solubility of hydrogen in ZnO is∼1015 cm−3 at RT [2], but even

higher concentration can be stable when trapped at impurities. Hence, as-

grown ZnO samples could provide hydrogen-related absorption peaks if

the hydrogen resides in a IR active configuration, as the concentration is
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within the detection limit of FTIR. Further, a known amount of hydro-

gen and deuterium is subsequently introduced by ion implantation into

the samples, and we search for changes in the absorption bands and try to

identify isotopic shifts. This could give detailed information of how hy-

drogen is configured in the crystal structure, and even be used as a non-

destructive method for quantitative determination of the hydrogen content

in virgin hydrothermally grown ZnO.

1.1 Goal

The objective of this thesis is to study the presence and atomic configura-

tion of hydrogen in mono-crystalline hydrothermally grown ZnO by FTIR.

The ultimate goal is to master and understand the hydrogen-related optical

properties in the mid-infrared region.

12



Chapter 2

Background

2.1 Zinc Oxide - ZnO

Crystalline ZnO is naturally occurring as the oxidic mineral zincite. Bragg

determined the crystal structure by X-ray diffraction in 1914 [3]. It crys-

tallizes in the hexagonal wurtzite structure with the space group P63mc1.

Figure 2.1 and 2.2 show a perspective view of the crystal structure perpen-

dicular and along the c axis, respectively. In principle the Miller-Bravais

(0001) plane is terminated by Zn atoms, and the (0001̄) is terminated by

O atoms only. These surfaces are called the basal planes. A second set of

important planes are the non-polar (101̄0) and (112̄0) prism planes, which

contain the same number of zinc and oxygen atoms. The hexagonal unit

cell has dimensions a = 3.25 Å and c = 5.207 Å. The ratio, c/a = 1.60,

is approximately that of the ideal close packed wurtzite structure (1.633).

Every zinc atom is surrounded by four oxygen atoms, forming a nearly

tetrahedral configuration. Along the c axis the Zn−O distance is smaller

than for the other tree Zn−O distances, 0.190 nm and 0.198 nm, respec-

tively. This means that the centers of charge are not aligned at the same

crystal points and this polarity gives ZnO a piezoelectric property.

1P indicates the primitive lattice that underlies the structure. The symmetry elements

indicates a 6-fold screw axis, i.e a 360◦/6 right-handed screw rotation counter clockwise,

followed by a translation by 3/6. The structure also has a mirror plane and an axial glide

plane with glide vector c/2 [4].

13



Hans B. Normann

Figure 2.1: Perspective view of the wurtzite structure. The larger anions rep-

resent the oxygen atoms, and smaller cations the zinc atoms. The figure is

created using Accelrys DS Visualizer 2.0.

Figure 2.2: The wurtzite structure viewed along the c axis.
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Hans B. Normann 2.1 – Zinc Oxide - ZnO

2.1.1 Zinc oxide synthesis

Some growth methods for ZnO crystals will be mentioned in this section,

mainly hydrothermal growth (HT), since the single crystal samples inves-

tigated in this thesis are HT ZnO. Reference [5] is a good source for an

introductory review of several growth techniques for ZnO.

ZnO powder is made from the combustion of vapor coming from the

distillation of metallic zinc, the so-called French process. To synthesize high

purity crystals, the pressurized melt-growth method can be used, where a

melt of ZnO is held in a crucible with an oxygen overpressure (∼50 atm).

Ingots with up to 5.5-inch diameter have been reported, but small grain

size is a drawback of the technique [6].

Another method is vapor growth, where small crystals can be obtained

by chemical vapor transport (CVT) in closed tubes using chemical transport

agents (Zn, ZnCl2, etc.) at temperatures ranging from 800◦C to 1150◦C. The

growth rates are about 40 µm per hour, and 2-inch diameter crystals have

been reported [7].

2.1.1.1 Hydrothermal growth of ZnO

Hydrothermal growth uses an aqueous solvent, commonly NaOH, LiOH

or KOH, at elevated temperatures and pressure to dissolve ZnO. By con-

vection between two ZnO containing zones, the dissolution and the crystal

zone, the crystal is grown from the dissolution. The temperature difference

between the two zones are about 20− 80◦C. Typical growth conditions are

temperatures within 230− 300◦C in the growth zone, and a pressure within

50 − 350 MPa. The solvent is a mixed KOH + LiOH solution [8]. The

advantages of HT are the low growth temperatures, and the reduction of

most of the impurities in the source material, so high quality crystals can be

grown. However, low growth rate (∼250 µm per day), and incorporation

of both OH and H2O and the elemental components of the solvents into the

crystal can be a disadvantage. Typically HT crystals contain concentrations

of 1016 − 1018 cm−3 of Li, and 1016 − 1017 cm−3 of Cu, Mg, Si, Fe, Mn and

Ag.
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2.1.2 Transparent conductive oxides for electrode applications

Transparent conductive oxides (TCOs) made of doped wide band gap2

semiconductors are materials that are both transparent and have low elec-

trical resistivity. In principle wide band gap semiconductors are semi insu-

lating at room temperature. However, high concentrations of charge car-

riers can be obtained by the use of two doping mechanisms, intrinsic and

extrinsic doping.

Intrinsic doping is due to deviations in the crystal lattice. For instance

oxygen deficiency leads to oxygen vacancies, which may give rise to shal-

low donor states below the conduction band and act as n-type dopants.

Extrinsic doping is crystal distortion by replacement of the original atoms.

Substitution of the Zn atoms having higher valence, or substitution of oxy-

gen atoms having lower valence can increase the carrier concentration.

In 1906 this transparent and conductive property was first observed in

cadmium oxide [9], but technological advances emerged only after decades

later. Indium oxide was identified as transparent and conductive in 1956

[10], and after years of extensive research tin doped indium oxide was

found to have excellent electrical and optical properties for a TCO [11].

However, limitations of TCOs became critical as devices based on these

materials got more sophisticated. The resistivity should decrease while

maintaining the transparency. Simply increasing the thickness will not do,

since optical absorption will follow Beer-Lambert’s law [12] (equation 2.1)

and increase exponentially with the thickness.

Iout = Iine−αd (2.1)

where I is the intensity of light, α is the absorption coefficient and d is

the thickness. The conductivity, σ , is the product of the number of charge

carriers, n, in the material, and the mobility, µ, of these carriers times the

elementary electron charge, e,

σ = enµ. (2.2)

2The band gap energy, Eg, is the energy separation between the top of the valence band

and the bottom of the conduction band.
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Resistivity, ρ, is defined as the inverse of the conductivity. For thin uniform

films, the electrical resistance can be expressed as the sheet resistance (Rs

= ρ/d), so the lateral resistance is inversely proportional to the thickness.

This implies that the resistance can be decreased by increasing the carrier

concentration, mobility or film thickness. The carrier concentration, n can

be increased by substitutional doping, creation of vacancies or interstitials,

dependent on the material. However, this will affect the optical properties

by an increase of the free carrier absorption. Another option is to increase

µ, but, it depends on intrinsic scattering mechanisms and can not be con-

trolled directly.

On the front side of a solar cell, a TCO can be used as a lateral charge

conductor. In contrast to the present day metal contacts, the TCO is not

shading the incident light. ZnO is one important material within this class

of oxides, among tin doped indium oxide (In2O3:Sn) and fluorine doped

indium oxide (SnO2:F) abbreviated ITO and FTO, respectively. ZnO is typ-

ically doped using aluminium (AZO) or gallium (GZO). Their band gaps

are >3.37 eV (see table 2.1), leading to transparency for light with wave-

length <365 nm. With regard to energy, it is convenient to think of light as

photons. Each photon carries the energy, E, given by

E =
hc
λ

, (2.3)

where h is Planck’s constant and λ is the wavelength. If the TCO is not

utilized as a photo-active layer, a high optical transmission is required for

light with E below the band gap of the TCO, and above the band gap of the

photo-active cell. Silicon has a band gap of 1.12 eV at room temperature,

which indicates a required transmission range from 365 - 1100 nm for TCOs

applied on silicon based solar cells.

2.2 Examples of applications using zinc oxide

ZnO is a II-VI compound wide band gap semiconductor with several at-

tractive electrical and optical properties. The 3.37 eV band gap [14] leads to

transparency in the visible region, while the resistivity can be very low due

17
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Parameter ZnO In2O3 SnO2 Si Unit

Mineral Zincite Cassiterite Silicon

Optical Eg 3.4 (d) 3.6 (d) 3.6 (d) 1.12 (i) eV

Lattice Hexagonal Cubic Tetragonal Cubic

Structure Wurtzite Bixbyite Rutile Diamond

Space group P63mc Ia3 P42/nmm Fd3m

a, c 0.325, 0.5207 1.012 0.474, 0.319 0.5431 nm

Density 5.68 7.12 6.99 2.33 g cm−3

Melting T 1,975 1,910 1,620 1,410 ◦C

Table 2.1: ZnO in comparison to In2O3, SnO2 and silicon. A summary from

[13]. d: direct and i: indirect band gap.

to intrinsic or extrinsic charge carriers. This makes it a suitable material for

a number of different applications, as discussed below.

2.2.1 Solar cell and flat-panel displays with ZnO

For amorphous silicon solar cells, ZnO is frequently being used as a front

contact. ZnO also plays an essential role as a textured back reflector where

it minimizes reflection losses and can provide an effective light trapping

[15]. In CuInGaSe2 (CIGS) [16], CdTe [17] and organic [18] solar cells AZO

have been used as a transparent conducive layer showing promising re-

sults. In flat-panel displays tin doped indium oxide is frequently used to-

day. However, cost and limited availability of indium has led to a strong

interest in replacing ITO by other materials. ZnO may be a serious alterna-

tive [19]. Several types of thin film solar cells apply ZnO as a TCO. Some

configurations are schematically shown in figure 2.3.

2.2.2 ZnO varistors

ZnO varistors were developed in the 1970s [20]. A varistor is an electronic

component that has a voltage dependent resistance. The name comes from

"variable resistor", and it is used for over-voltage protection of electronic

circuits. This special property is governed by oxide additives as Bi2O3 and

18
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Figure 2.3: Cross sectional sketch of different thin film solar cell design with

transparent conductive ZnO. From left: amorphous silicon, CIGS, CdTe and

an organic solar cell.

Sb2O3, which segregate to the grain boundaries during sintering, and lead

to a large barrier for electron transport.

2.2.3 ZnO piezoelectrics

The piezoelectric property of ZnO makes it applicable to several devices,

like a surface-acoustic wave (SAW) device or piezoelectric sensors [21]. The

discovery of this piezoelectricity led to the first electronic application of

ZnO, as a thin layer for SAW devices [22]. The effect is due to the fact

that ZnO has the ability to generate an electric potential in response to an

applied mechanical stress. In a SAW device, an electrical contact induces an

acoustic wave traveling along the surface that can be detected by another

contact. This effect is typically used in band pass filters; devices which only

let frequencies within a specified range pass, and block every frequencies

outside that range [23].

2.2.4 ZnO thin-film transistors

Recently, transparent thin-film transistors (TTFTs) were reported based on

the In-Ga-Zn-O (a-IGZO) system, showing promising results [24]. TTFTs

present the opportunity to create flexible microelectronics that are both in-

visible and/or work at high temperatures [25].
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2.2.5 Spintronics

A prospective use of ZnO is within spintronics (spin electronics). Alloying

ZnO with transition elements like chromium, manganese, cobalt or nickel

one can prepare diluted magnetic semiconductors. The magnetic 3d transi-

tion metal ions cause an exchange interaction between sp-electrons and the

d-electrons. Localized electron spin at the magnetic ions gives magnetic-

field-induced application possibilities, which use the spin of the electrons

for electronic devices [26, 27]. Both storage and manipulation of informa-

tion using spin states may prove practical for quantum computing and

computer memory applications [28, 29].

2.2.6 Light emitting ZnO

Another interesting quality of ZnO is its high exciton binding energy (60

meV) [30], which makes it a good candidate for short wavelength light

emitting diodes (LEDs), OLEDs [31] and lasers [32, 33]. The intense interest

in replacing the competing GaN-based optoelectronic devices, has led to a

major driving force of research on ZnO [34].

2.2.7 Non-electronic applications of ZnO

ZnO in the form of powder is also used in many non-electronic applications

like paint, agriculture and rubber production. Nano particles of ZnO is

used in sunscreens as a physical filter, because of its excellent properties as

a UV-light absorber and scatter [35].

2.3 Electrical properties and doping of ZnO

2.3.1 Intrinsic dopants

ZnO exhibits in most cases, regardless of growth technique, n-type conduc-

tivity with carrier concentration in the 1015−1017 cm−3 range [36]. Even

lithium-rich hydrothermally grown ZnO may have carrier concentration in

the 1012−1013 cm−3 range, being semi-insulating [37]. This unintentional

n-type conductivity is one of the main questions regarding ZnO. For some
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time there has been speculation about the origin. Oxygen vacancies (VO)

and zinc interstitials (Zni) were assumed to be the dominant native de-

fects causing n-type ZnO [38], simply because interstitial Zn-cations pro-

vide electrons, and O-anions provide holes.

Recently, Janotti and Van de Walle [39] performed computer modeling

of native defects in ZnO. Using first-principles methods based on density

functional theory within the local density approximation, they reported

that these native defects are unlikely the cause of the unintentional n-type

conductivity. Their results show that VO has high formation energy in n-

type ZnO, and is a deep donor with a very high ionization energy. Zni was

found to be a shallow donor, but it also has a high formation energy in n-

type ZnO. In addition, Zni is a fast diffuser with a migration barrier equal

to 0.57 eV, and thus unlikely to be stable in n-type ZnO. The zinc antisites

(ZnO) was also found to be shallow donors, but with high formation ener-

gies, even in zinc rich conditions. However, under nonequilibrium condi-

tions like irradiation, ZnO may play a role, as a low-energy atomic configu-

ration was identified. Zinc vacancies (VZn) are assigned to deep acceptors,

and act as compensating centers in n-type ZnO. Oxygen interstitials (Oi) act

also as deep acceptors at octahedral interstitial sites but display high for-

mation energies and are not expected to exist in significant concentrations.

Oxygen antisites (OZn) are deep acceptors and have the highest formation

energies of the acceptor type intrinsic defects. Concluding that despite the

shallow level of Zni, it cannot be the only dominating donor. A schematic

summary of the energy levels attributed to intrinsic defects in n-type ZnO,

according to ref. [39] is given in table 2.2.

2.3.2 Extrinsic dopants

2.3.2.1 Donor type

Extrinsic n-type doping of ZnO has been investigated for decades, and now

reproducible and reliable n-type doping of ZnO is relatively easy. TCO

films using ZnO:Al were prepared by RF-magnetron sputtering by Wasa et

al [40] in 1971 and indium doped ZnO was obtained using spray pyrolysis

by Chopra et al [41] in 1983, both with resistivities of the order of 10−4 Ωcm.
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Defect Band gap position

VZn deep acceptor

VO deep donor

Zni shallow donor

Oi deep acceptor

ZnO shallow donor

OZn deep acceptor

Table 2.2: First estimate of band gap position of intrinsic defects in n-type

ZnO. From [39].

Minami et al [42] also prepared group III element doping with B, Al, Ga or

In in the 1980s. These elements have one electron more in the outer electron

shell compared to zinc, and are efficient donors if they reside on a zinc-site

in the lattice, according to equation 2.4.

D◦ 
 D+ + e−, (2.4)

where D◦ and D+ are the neutral and ionized donor, respectively. At room

temperature, the equilibrium is on the right-hand side of this equation.

Later ZnO n-doped with group IV elements such as Si, Ge, Ti, Zr or Hf was

prepared by RF-magnetron sputtering [43]. Recently Hu and Gordon [44]

obtained n-type ZnO by doping with group VII element fluorine (F), where

F was incorporated on an oxygen site. Even rare-earth element scandium

(Sc) and yttrium (Y) were found to govern n-type conductivity in ZnO [45].

2.3.2.2 Acceptor type

Preparing consistent, reliable and low-resistivity p-type ZnO has proven

quite a challenge. Even though, the concept does not seem to be too com-

plicated. The intention has been to substitute zinc atoms with group I (Li,

Na, K) or oxygen atoms with group V (N, P, As, Sb) elements. Then the

substituted lattice sites get fewer valence electrons, and provide holes for

p-type conductivity, as given in equation 2.5.

A◦ 
 A− + h+, (2.5)
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where A◦ and A− are the neutral and ionized acceptor, respectively. How-

ever, the dopant energy position is not shallow, and the solubility is low.

Also, the dopants can show an amphoteric behaviour where it acts as ac-

ceptor on one lattice site and donor at other sites. For instance, lithium

shows this property where LiZn is an acceptor, and Lii is a donor [46, 47].

However, calculations show that LiZn is less stable than Lii and that the

acceptor level is relatively deep [48]. Li doping actually produces semi-

insulating ZnO [49]; it may involve the formation of both Lii and LiZn

keeping the Fermi level close to the middle of the band gap. This mech-

anism could also hold for Na doping. Calculations suggest that K doping

will be compensated by VO and prevent the sample from transforming to

p-type [50]. p-doping using As is also a challenge since As mainly resides

on Zn-sites instead of O-sites [51]. The mismatch in ionic radii for P3− (2.12

Å), As3− (2.22 Å) and Sb3− (2.45 Å) as compared to O2− (1.38 Å), could be

the reason for limited solubility of these elements. It has been calculated

that ZnO is not fully ionic, but exhibits a significant covalent character [52].

Therefore the size argument may not apply here. Nitrogen has the lowest

ionization energy and does not form the donor like antisite NZn [50]. It

is therefore a natural choice for an acceptor dopant and has been widely

used in experiments. It has about the same ionic radius as that of oxygen,

and measurements using electron paramagnetic resonance confirm that N

substitutes for O in the lattice [53]. However, hole concentrations are still

limited to the order of ∼1017 cm−3 [54], and even though NO acts as an

acceptor, N2 on the same site acts as a donor compensating the acceptors.

This was experimentally proved by extended X-ray absorption fine struc-

ture spectroscopy [55], after predictions by density functional calculations

[56]. Although several papers have claimed preparation of p-type ZnO,

but often the results were doubtful and the p-type property vanished after

short time [57].

2.3.3 Hydrogen in ZnO

An alternative explanation for the n-type conductivity could be incorpora-

tion of unintentional donor impurities during growth. Hydrogen stands

23



Hans B. Normann

out as a likely candidate [58]. It occurs exclusively in the positive charge

state (H+) in ZnO, and is not amphoteric as in most other semiconductors

[59]. Studies of hydrogen-related defects in ZnO were pioneered in the

1950s where Mollwo [60] and Thomas and Lander [2] reported hydrogen

as a donor in ZnO. They studied hydrogen diffusion in ZnO and showed

that annealing in H2 causes a significant increase in n-type conductivity.

Hutson [61] performed Hall effect studies and confirmed that annealing in

H2 gives rise to a donor center.

In 2000 van de Walle "rediscovered" hydrogen as a donor in ZnO by

density functional theory [58], and shortly after several experiments tested

the predictions. For instance Hofmann et al [62] proved by electron para-

magnetic resonance and Hall measurements that hydrogen is a shallow

donor. The concentration of hydrogen varies depending on growth tech-

nique. Hydrogen is always present during growth, and diffuse easily into

ZnO. Single crystals grown by chemical transport can have hydrogen con-

centration equal to 5×1016 cm−3, while magnetron sputtered ZnO:Al films

can have 1×1020 cm−3 [63]. Hydrogen is tightly bound to oxygen forming

a OH bond with a length ∼1.0 Å. Using first-principles calculations Li et al

[64] recently studied the atomic configurations of binding sites and vibra-

tional frequencies (ω) of H in ZnO. This tetrahedrally coordinated semi-

conductor has different sites where hydrogen can reside. It can bind to an

anion in two ways; in the bond center site (BC), or in the antibonding site

(AB). In addition, there are two types of orientations for each site, parallel

(‖) and perpendicular (⊥) as shown in figure 2.4.

Figure 2.4: Schematic representation of four hydrogen sites in ZnO. From [64].
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Site ∆E (eV) ω (cm−1) dOH (Å)

BC‖ 0.00 3421 0.985

BC⊥ 0.14 3505 0.985

ABO,‖ 0.19 3097 1.001

ABO,⊥ 0.15 3109 1.004

Table 2.3: Calculated formation energies relative to BC‖ for hydrogen in ZnO,

ω is the net vibrational frequency for hydrogen in ZnO [64].

The calculations suggest that all four sites have relatively low total en-

ergy, with BC‖ as the lowest. However, the occupation of the BC sites by

hydrogen requires displacements of the lattice atoms, which may not so

often occur due to their relatively large masses with respect to that of hy-

drogen. Hence, hydrogen might occupy the ABO sites instead, despite their

higher energies. To differentiate among the configurations, calculation of

the local vibrational modes (LVMs) might be helpful. In table 2.3 the sug-

gested wavenumbers are represented.

In general the formation energy of hydrogen-related defects in p-type

ZnO is lower compared to n-type. This may be beneficial for obtaining

p-type ZnO since incorporation of hydrogen during growth can increase

acceptor solubility, and even suppress formation of compensating defects

[14]. Hydrogen has been shown to diffuse out of ZnO at 600◦ but with-

out dramatic loss in free carrier concentration [65]. Therefore, the n-type

conductivity may arise from multiple impurity sources and not from hy-

drogen alone [66, 67, 68]. Aluminium impurities have been suggested as

an additional source for the unintentional n-type conductivity [69].

2.4 Basic theory of vibrational modes

The atoms that compose a crystal are bonded together and vibrate depen-

dently of each other in collective modes. These oscillations exhibit quan-

tized energies, and each unit of quantized vibrational energy is called a

"phonon". If the perfect translational symmetry of the lattice is destroyed

by an impurity, new vibrational modes may appear [70]. The new vibra-

25



Hans B. Normann

tional mode is localized both spatially around the defect and in frequency

space. Localized modes occur when a defect consists of an impurity atom

lighter than the host atoms of the crystal. Introducing a heavier atom (or

a lighter atom with weaker force constant), usually leads to modified band

modes within the perfect lattice frequencies. The vibrational frequencies of

localized modes are typically within the tera hertz (THz) region, hence it

can couple with the electrical vector of infrared light. It can actually be ob-

served as relatively sharp absorption lines in infrared spectroscopy. In the

following sections, a description of vibrational properties in a perfect crys-

tal lattice will be given. Later it will be modified to include how impurities

affect vibrational modes.

2.4.1 The classical harmonic oscillator

First, let us derive the classical description of a particle constrained in a one

dimensional periodic potential. The potential is given by

U(x) = U0 +
1
2

kx2, (2.6)

where x is the particle’s displacement from equilibrium and k is the spring

constant. The force on the particle in the potential is then given by Hook’s

law;

F = m
d2x
dt2 = −kx (2.7)

where m is the mass of the particle. The solution to this differential equation

is

x(t) = A cos(ωt +φ), (2.8)

where A and φ are initial condition constants, and ω is the oscillation fre-

quency given by

ω =

√
k
m

, (2.9)

The kinetic energy of the system is given by

K =
1
2

m
(

dx
dt

)2

=
p2

2m
, (2.10)
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where p is the momentum of the particle. The total energy of the system is

thus

E = K + U =
p2

2m
+

1
2

mω2x2. (2.11)

However, there is no such thing as a perfect harmonic oscillator. Stretching

it too far will break the spring, and typically Hooke’s law fails before that

point is reached. On the other hand, in practice any potential is approxi-

mately parabolic in the neighbourhood of a local minimum.

2.4.2 The quantum harmonic oscillator

The quantum mechanical analogue of the classical harmonic oscillator is

the quantum harmonic oscillator. Equation 2.11 does not satisfy the quan-

tized requirements for the energy of atoms in a crystal lattice. Quantum

mechanics must be applied to solve the quantum harmonic oscillator prob-

lem. Griffiths’s "Quantum Mechanics" [71] has an extensive derivation,

and the following is a short resumé. The quantum problem is to solve the

Schrödinger equation for the potential U from equation 2.11. It is sufficient

to solve the time-independent Schrödinger equation:

− h̄2

2m
d2ψ

dx2 +
1
2

mω2x2ψ = Eψ (2.12)

The momentum operator is p ≡ (h̄/i)d/dx, so this equation can be rewrit-

ten as
1

2m
[p2 + (mωx)2]ψ = Eψ. (2.13)

Now the idea is to factor the Hamiltonian,

H =
1

2m
[p2 + (mωx)2]. (2.14)

Since p and x are operators that do not commute, a± is defined to make the

factorization easier:

a± ≡
1√

2h̄mω
(∓ip + mωx). (2.15)

The factor in front has a cosmetic effect only on the final results. The prod-

uct is

a−a+ =
1

2h̄mω
(ip + mωx)(−ip + mωx)

=
1

2h̄mω
[p2 + (mωx)2 − imω(xp− px)], (2.16)
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and the extra term (xp− px) is called the commutator. Typically written as

[x, p]. Then

a−a+ =
1

2h̄mω
[p2 + (mωx)2]− i

2h̄
[x, p] (2.17)

It can be shown that [x, p] = ih̄, which is called the canonical commutation

relation. Then equation 2.17 becomes

a−a+ =
1

h̄ω
H +

1
2

, (2.18)

or

H = h̄ω
(

a−a+ −
1
2

)
= h̄ω

(
a+a− +

1
2

)
. (2.19)

Then, in terms of a± the Schrödinger equation takes the form

h̄ω
(

a±a∓ ±
1
2

)
ψ = Eψ. (2.20)

If ψ satisfies the Schrödinger equation with energy E (Hψ = Eψ), then

a+ψ satisfies the Schrödinger equation with energy E + h̄ω. That is

H(a+ψ) = (E + h̄ω)(a+ψ), (2.21)

and

H(a−ψ) = (E− h̄ω)(a−ψ). (2.22)

This can be applied to find new solutions with higher and lower energies.

Simply by the a±-ladder operators. However, to get started one ground

state must be established. First, if

a−ψ0 = 0 (2.23)

ψ0(x) can be determined:

1√
2h̄mω

(
h̄

d
dx

+ mωx
)
ψ0 = 0 (2.24)

or
dψ0

dx
= −mω

h̄
xψ0. (2.25)

The solution to this differential equation is

ψ0(x) = Ae−
mω
2h̄ x2, (2.26)
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where A is the normalization constant. Normalizing gives

1 = |A|2
∫ ∞
−∞ emωx2/h̄ dx = |A|2

√
πh̄
mω

, (2.27)

so A2 =
√

mω/πh̄ and hence the ground state of the quantum harmonic

oscillator becomes

ψ0(x) =
(mω
πh̄

)1/4
e−

mω
2h̄ x2

. (2.28)

The energy of this state can be determined by plugging it into the Schrödinger

equation in equation 2.20, and exploit equation 2.23:

E0 =
1
2

h̄ω. (2.29)

Now, the excited stated can be generated by applying the raising operator

repeatedly, increasing the energy by h̄ω with each step:

ψn(x) = An(a+)nψ0(x), (2.30)

with quantized energies of the quantum harmonic oscillator

En =
(

n +
1
2

)
h̄ω. (2.31)

Further it can be shown that the wave function for each state is

ψn =
1√
n!

(a+)nψ0, (2.32)

where the normalization factor in equation 2.30 is An = 1/
√

n! .

2.4.3 The approximation of a general potential

The harmonic potential can only be used as an approximation, since it does

not describe the exact potential of an atom in a crystal lattice. If the general

potential U(x), which has an equilibrium at U(0), is Taylor expanded it

becomes:

U(x) = U0 +
dU
dx

∣∣∣∣
x=0

x +
1
2!

d2U
dx2

∣∣∣∣
x=0

x2 +
1
3!

d3U
dx3

∣∣∣∣
x=0

x3 + . . . (2.33)

Now, the first term is a constant and the second term is zero, since that is

a condition of a stable equilibrium. The third therm is the harmonic term,
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and beyond are the higher order terms. When considering small displace-

ments in x, the higher order terms have negligible effect compared to the

harmonic term. This is why the harmonic oscillator can be used as an ap-

proximation for the vibrational properties of materials. However, some de-

tails cannot be explained by the harmonic oscillator. They are classified as

anharmonic effects since real potentials exhibit anharmonicity. One model

that attempts to compensate for this deviation is the Morse potential [72]

given by

U(x) = De(1− exp(−βx)))2, (2.34)

where De is the binding energy, x = r− r0 (i.e., the extension of the bond

from its equilibrium distance) and β is a constant. For small x the Morse

potential approximates the harmonic potential, with a spring constant k =

2Deβ
2. Then

En = ωe

(
n +

1
2

)
−ωexe

(
n +

1
2

)2

, (2.35)

where the vibrational quantum number

ωe = β

(
h̄De

πcµ

) 1
2

, (2.36)

and

ωexe =
h̄β2

4πcµ
(2.37)

with µ as the reduced mass of the particle, and xe as a constant accounting

for the anharmonicity. This will be applied later when discussing a simple

approximation of the O-H vibrational mode.

2.4.4 Crystal vibrations and linear chains of atoms

A crystal is a periodic arrangement of atoms bonded together repeatedly

in three dimensions. At a finite temperature each atom has an equilibrium

position where the net force from every surrounding atoms in the crys-

tal equals zero. If an atom is perturbed from this position, the net force

reacts and restores the atom to its equilibrium position. The mechanism

responsible for vibrations in crystals is this restoring force, caused by co-

valent bonds or ionic attraction and repulsion. In the following sections a
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treatment on vibrational properties of one-dimensional atom arrays will be

given, including both monoatomic and diatomic chains, as treated by Kittel

[73].

2.4.4.1 Monoatomic linear chain

This derivation of a model that describes vibrations in a crystal starts with

a simplified model. The easiest set-up is that of a linear chain of atoms with

the same mass and the same force constant between the atoms (see figure

2.5).

Figure 2.5: A monoatomic linear chain of atoms with mass M.

It can be used to approximately model lattice vibrations propagation

along the [100]-, [110]- and [111]-directions in a cubic crystal with a one-

atom basis. This model will find the frequency of the elastic wave in therms

of the wavevector and elastic constants. When a wave propagates along

one of these directions, entire planes of atoms move in phase with displace-

ments either parallel or perpendicular to the direction of the wavevector.

The displacement of the atom s from its equilibrium position is denoted us.

The force on atom s from the displacement of atom s + p is proportional

to the displacements us+p − us. If only nearest-neighbor interactions are

considered (p = ±1), the total force on s is

Fs = C(us+1 − us) + C(us−1 − us), (2.38)

where C is the force constant. The equation of motion for atom s is

M
d2us

dt2 = C(us+1 + us−1 − 2us), (2.39)

where M is the mass of the atom. The atoms oscillate with time dependence

e−iωt, and equation 2.39 becomes

−Mω2us = C(us+1 + us−1 − 2us). (2.40)
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Considering displacements, u, of the propagating wave, solutions can be

written in the form of

us = ueisKa, (2.41)

where a is the spacing between atoms and K is the wavevector. Inserting

equation 2.41 into equation 2.40 yields

−ω2 MueisKa = C(uei(s+1)Ka + ei(s−1)Ka − 2eisKa), (2.42)

and canceling u eisKa from both sides leaves

ω2 M = −C(eiKa + e−iKa − 2). (2.43)

Using the identity 2 cos Ka = eiKa + e−iKa, gives the dispersion relation

ω(K)

ω2 =
(

2
C
M

)
(1− cos Ka). (2.44)

By the trigonometric identity, 1− cos Ka = 2 sin2 Ka
2 , this may be written in

the more common form

ω(K) = 2

√
C
M

∣∣∣∣sin
Ka
2

∣∣∣∣ . (2.45)

Figure 2.6 shows a plot of this dispersion relation.

Figure 2.6: A plot of the dispersion relation, ω versus K, for a monoatomic

linear chain of atoms.

2.4.4.2 Diatomic linear chain

The dispersion relation shows new features for crystals with two atoms in

the basis. The simplest model is a diatomic linear chain with two types
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of atoms, with different masses M and m, located at positions us and vs,

respectively (see figure 2.7). Again, only nearest neighbor interactions are

Figure 2.7: A diatomic linear chain of atoms with mass M and m.

considered. That is, the atom at position v1 has mass m and interacts only

with the atoms located at positions u1 and u2 with mass M. Then the equa-

tions of motion are given as

M
d2us

dt2 = C(vs + vs−1 − 2us); (2.46)

m
d2vs

dt2 = C(us+1 + us − 2vs), (2.47)

where s represents the unit cell where the two atoms reside. The solutions

are in the form of propagating waves, now each atom will experience a

different amplitude of oscillation

us = ueisKae−iωt; vs = veisKae−iωt. (2.48)

Substituting this into equation 2.46 and 2.47 gives

−ω2 Mu = Cv[1 + e−iKa]− 2Cu; (2.49)

−ω2mv = Cu[1 + eiKa]− 2Cv. (2.50)

The linear equations have a solution only if the determinant is zero∣∣∣∣∣ 2C−Mω2 −C[1 + eiKa]

−C[1 + eiKa] 2C−mω2

∣∣∣∣∣ = 0, (2.51)

or

Mmω4 − 2C(M + m)ω2 + 2C2(1− cos Ka) = 0 (2.52)

This can be solved forω2, obtaining

ω2 = C
(

1
M

+
1
m

)
± C

√(
1
M

+
1
m

)2

− 4
Mm

sin2
(

Ka
2

)
. (2.53)
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For a given value of K there are two angular frequencies, ω, correspond-

ing to the positive and negative value of the second term. For instance by

examining the limiting cases where Ka � 1 and Ka = ±π at the zone

boundary; for small Ka, cos Ka ∼= 1− 1
2 K2a2 + . . . , and the two roots are

ω2 ∼= 2C
(

1
M

+
1
m

)
; (2.54)

ω2 ∼=
1
2 C

M + m
K2a2. (2.55)

Equation 2.54 represents the optical branch since the long wavelength op-

tical modes in ionic crystals can interact with electromagnetic radiation.

Equation 2.55 represents the acoustic branch since its dispersion relation is

of the form characteristic of sound waves. For Kmax = ±π/a the roots are

ω2 =
2C
M

; ω2 =
2C
m

. (2.56)

The dependence ofω on K for M > m is shown in figure 2.8.

Figure 2.8: The dispersion relation for a diatomic linear chain with M > m.

Showing the optical (top) and acoustical branches.

For the optical branch at K = 0, substitution of equation 2.54 in 2.49

gives
u
v

= − m
M

. (2.57)

This shows that the two types of atoms have opposing velocities in the

optical branch. The particles displacements in the transverse optical branch

are shown in figure 2.9. A motion of this type can be excited by the electric

field of a light wave, and is thus called the optical branch.
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Figure 2.9: Transverse optical wave in a diatomic linear lattice, illustrated for

two modes at the same wavelength.

2.4.5 The local vibrational mode

When a point defect is introduced into the crystal, the translational sym-

metry of the crystal is broken, and the normal vibrations of the lattice

are slightly modified. Depending on the effective mass of the crystal de-

fect, new modes appear either in the bands of allowed frequencies (band

modes), at frequencies either greater than the maximum perfect lattice fre-

quency (localized modes) or between the bands of allowed frequencies

(gap modes). If the crystal defect is an impurity atom lighter than the

host atoms, it leads to localized modes. As the term indicates, these modes

are highly localized spatially around the defect. They cannot propagate

throughout the crystal since the amplitude of any disturbance decreases

exponentially with the distance from the defect [70]. This can be consid-

ered in a qualitative manner when studying the effects of introducing an

isotopic impurity atom into the atomic chain. The local force constants are

assumed to be unchanged. Then there are two possibilities, m′ replaces m

or M′ replaces M.

If m′ < m, a high frequency mode would rise out of the top of the optical

branch at K = 0 with a frequency given by

ωL =
[

2C
(

1
m′

+
1
αM

)] 1
2

(2.58)

where the parameter α → 1 as m′ → m, and α → 2 as m′ → 0. In the first

case the amplitudes of vibration of all atoms are essentially zero, except for

the impurity and immediate neighbours. In the limiting value ofα = 2, no

gap mode is expected since all atoms of mass m are stationary in the mode

with the highest frequency in the acoustic branch. If m′ > m, no localized

mode is expected, but a mode of frequency equal to

ωG = (2C/m′)
1
2 (2.59)
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should fall into the gap below the optical branch.

Similar arguments can be made for the case where M′ replaces M. If

M′ < M there will be a localized mode

ωL =
[

2C
(

1
m

+
1

αM′

)] 1
2

(2.60)

and in addition there will be a gap mode from the top of the acoustic

branch. On the other hand, M′ > M predicts no local or gap modes.

2.4.5.1 A model of an interstitial impurity

A simple model of the vibrational properties of an interstitial impurity can

be approximated when considering the harmonic motion of two masses

attached by a spring. The defect is assumed to behave as a semi-particle,

so interactions with the other lattice atoms is neglected. Two atoms with

masses m1 and m2 are attached by a spring with force constant k and length

l. According to Hook’s law, the force applied by a spring is

F = −kx, (2.61)

where x is the change in the length of the spring. The force applied to each

mass can be written as

m1 ẍ1 = −k(x1 − x2 − d); m2 ẍ2 = −k(x1 − x2 − d), (2.62)

where x1 and x2 are the positions, d is the length of the spring in equilib-

rium, and ẍ1 and ẍ2 are the accelerations for masses m1 and m2, respec-

tively. The change in length of the spring is x = x1 − x2 − d, so equation

2.62 is

m1 ẍ1 = −kx; m2 ẍ2 = −kx, (2.63)

and since ẍ1 − ẍ2 = ẍ,

ẍ =
−kx
m1
− kx

m2
= −kx

(
1

m1
+

1
m2

)
. (2.64)

The reduced mass µ is known as

µ =
(

1
m1

+
1

m2

)−1

, (2.65)
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then equation 2.64 can be written as

ẍ =
−k
µ

x, (2.66)

with a solution on the form

x(t) = A sin(ωt) + B cos(ωt), (2.67)

where ω is the angular frequency. For initial conditions x(0) = c, and

ẋ(0) = 0, the solution can be written as

x(t) = c sin(ωt). (2.68)

ω can be determined by comparing it to the second derivate of equation

2.66:

ẍ(t) = ω2c sin(ωt) =
−k
µ

x(t). (2.69)

Finallyω is found as

ω =

√
k
µ

. (2.70)

The force constant can be determined by following the derivation of vibra-

tions of molecules in Young and Freedman [74]. When two atoms are sepa-

rated by a few atomic diameters, they exert attractive van der Waals forces

on each other. On the other hand, if they are too close their valence elec-

trons overlap and the van der Waals force between the atoms becomes re-

pulsive. There can be a equilibrium distance between these limits at which

two atoms form a molecule. If the atoms are displaced slightly from equi-

librium, they will oscillate in a simple harmonic motion.

If the center of one atom is at the origin, and the other atom is a dis-

tance r away, the equilibrium distance between the centers is r = R0. Ex-

periments show that the van der Waals interaction can be described by a

potential energy function

U = U0

[(
R0

r

)12

− 2
(

R0

r

)6
]

(2.71)

where U0 is the positive constant with units of joules. The force on the

second atom is the negative derivate:

Fr = −dU
dr

= U0

[
12R12

0
r13 − 2

6R6
0

r7

]
= 12

U0

R0

[(
R0

r

)13

−
(

R0

r

)7
]

. (2.72)
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A plot of the potential energy is sketched in figure 2.10. Since the force is

Figure 2.10: Potential energy U in the van der Waals interaction as a func-

tion of r. Dotted line illustrates the parabolic approximation used for small

amplitude oscillations.

positive for r < R0 and negative for r > R0, it is a restoring force. The dis-

placement x is introduced to study the oscillations around the equilibrium

separation r = R0:

x = r− R0. (2.73)

Then, in terms of x, equation 2.72 becomes

Fr = 12
U0

R0

[(
R0

R0 + x

)13

−
(

R0

R0 + x

)7
]

= 12
U0

R0

[
1

(1 + x/R0)13 −
1

(1 + x/R0)7

]
.

(2.74)

Because only small amplitude oscillations are considered, the absolute value

of the displacement x is small in comparison to R0, and the absolute value

of the ratio x/R0 is much less than 1. The equation can then be simplified

by using the binominal theorem:

(1 + u)n = 1 + nu +
n(n− 1)

2!
u2 +

n(n− 1)(n− 2)
3!

u3 + . . . (2.75)

Each successive term is much smaller than the one it follows since |u| is

much less than 1, hence it is sufficient to use the two first terms to approxi-

mate (1 + u)n. Then

1
(1 + x/R0)13 = (1 + x/R0)−13 ≈ 1 + (−13)

x
R0

; (2.76)
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1
(1 + x/R0)7 = (1 + x/R0)−7 ≈ 1 + (−7)

x
R0

; (2.77)

and substituted for 2.74

Fr = 12
U0

R0

[(
1 + (−13)

x
R0

)
−
(

1 + (−7)
x

R0

)]
= −

(
72U0

R2
0

)
x. (2.78)

This shows that the force constant is approximately k = 72U0/R2
0.

2.4.5.2 Simple approximation of the O-H vibrational mode

Typically, the force constants for bond stretching can be found in tables, for

instance in "CRC handbook of chemistry and physics" [75]. For the O-H

stretching mode, the force constant is listed as k = 780 Nm−1. There are

three stable isotopes of oxygen, 16O, 17O and 18O, with different properties

(see table 2.4). However, it is assumed that 16O is the isotope present in this

approximation because of the high isotopic composition.

From the classical harmonic oscillator, the frequency in terms of wavenum-

bers is known as

ν̃ =
1

2πc

√
k
µ

(2.79)

where c is the speed of light. Calculation gives

ν̃ =
1

2π 3× 1010 cm s−1 ×

√
780 Nm−1

1.5629× 10−27 kg
. (2.80)

Canceling units (N=kg m s−2 =⇒ Nm−1kg−1= s−2) gives

ν̃ =
1

2π 3× 1010cm s−1 ×

√
780 s−2

1.5629× 10−27 ; (2.81)

ν̃ = 3747.9 cm−1. (2.82)

Nuclide Mass (ma/u) Isotopic composition [at.%]
16O 15.99491463 99.757
17O 16.9991312 0.038
18O 17.9991603 0.205

Table 2.4: Isotopic data for stable isotopes of oxygen. From webelements.com.
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By applying the Morse potential for the anharmonic term (equation 2.35):

En =ωe

(
n +

1
2

)
−ωexe

(
n +

1
2

)2

,

a more realistic ν̃ can be approximated. The energy levels E0, E1 and E2

can be calculated from this equation. The first and second states are given

by

∆E1 = E1 − E2 = ωe − 2ωexe; (2.83)

∆E2 = E2 − E0 = 2ωe − 6ωexe, (2.84)

respectively. For now, values of ωexe for O-H can be fond in tables, listed

asωexe = 84.88 cm−1 [75]. From the above calculations, the anharmonicity

constant xe = 44.16, and the Morse approximation for the first exited state

is

ν̃1(OH) = (3747.9− 2× 84.88) cm−1 = 3578.14 cm−1, (2.85)

and for the second state ν̃2(OH) = 6986.52 cm−1.

2.4.5.3 Isotopic shifts in local vibrational modes

The models described up to now are only approximations, and other tech-

niques are used for confirmation of the presence of a particular impurity.

When studying local vibrational modes, one has the ability to narrow down

what element could be responsible for the observed signal. One method is

to introduce an isotope of the suspected impurity that will bond in the same

manner in the crystal structure. Since the isotope has a different mass, the

local vibrational mode will be different. The shift in frequency is called an

isotopic shift and can be modeled quantitatively from the diatomic model.

The most dramatic isotopic shift occurs when hydrogen is replaced by deu-

terium (D), where mH = 1 amu and mD = 2 amu. The crystal lattice

is as usually treated as rigid with highly localized vibrational modes, so

only nearest-neighbor atoms with mass M are considered movable, and

the impurity with mass m is attached to the nearest atom by a spring with

force constant k. From equation 2.70 the oscillation frequency of a diatomic

model is

ω =

√
k
µ

=

√
k
(

1
M

+
1
m

)
. (2.86)

40



Hans B. Normann 2.5 – Previous work

If the suspected local vibrational mode is caused by hydrogen, an isotopic

substitution of deuterium would give rise to a shift of the vibrational mode.

The ratio, r, between the former and the new frequencies for the O-H and

O-D molecules becomes

r =
ωH

ωD
=

√√√√√k
(

1
M + 1

mH

)
k
(

1
M + 1

mD

) =

√
2
(

M + 1
M + 2

)
= 1.3743, (2.87)

where ωH and ωD represent the frequencies of the hydrogen and deu-

terium vibrational modes, respectively, and M is the mass of oxygen. The

ratio in this case is slightly less than
√

2, which means that a hydrogen

mode, ωH, could be detected at approximately
√

2 times the deuterium

mode,ωD.

From the simple model in section 2.4.5.2, the first exited state of the OD

mode should have ν̃(OD) = ν̃(OH) × r−1 ≈ 2611 cm−1.

2.5 Previous work

Some of the previous work on infrared spectroscopy of ZnO will be pre-

sented in this section.

2.5.1 Infrared spectroscopy studies of hydrogen in ZnO

The presence of hydrogen-related donors in ZnO was confirmed by muon

spin rotation (µSR) [76], electron paramagnetic resonance (EPR) and elec-

tron nuclear double resonance (ENDOR) [62]. Bond-centered (BC) and an-

tibonding (AB) configurations were found to be close in energy for isolated

interstitial H+. However, the atomic configurations of these defects is still

under debate.

Infrared spectroscopy can probe for local vibrational modes, and it is

thus an excellent tool to study this problem. The vibrational frequencies

of the LVMs reveal the chemical bonding of hydrogen with its neighbours,

due to the dependence on the molecular structure of the hydrogen-related

defects. Infrared absorption studies of hydrogen-related LVMs have been
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done since the 1970’s. Müller [77] and Gärtner and Mollwo [78, 79] inves-

tigated ZnO grown by vapor phase doped by copper and annealed in hy-

drogen or deuterium atmosphere (ZnO:Cu:H/D). They reported modes in

the 3100 cm−1 and 2300 cm−1 regions for hydrogen- and deuterium-related

defects, respectively.

Shortly after Van de Walle’s publication in 2000 [58], it was a renewed

interest in hydrogen-related LVMs in ZnO. McCluskey et al [80] reported

an O-H stretch mode at 3326.3 cm−1 observed in nominally undoped vapor

phase grown ZnO at 8 K after annealing in hydrogen atmosphere at 700◦C

(see figure 2.11).

Figure 2.11: Infrared absorption spectra of the 3326.3 cm−1 O-H LVM in va-

por phase grown ZnO at 8 K. The two spectra are offset vertically for clarity,

showing absorption for light parallel to the c axis (k‖c) and perpendicular to

the c axis (k⊥c). From McCluskey et al [80].

Van de Walle calculated O-H stretch modes frequencies at 3680 cm−1

and 3550 cm−1 for the bond-centered and antibonding configurations, re-

spectively, for the harmonic approximations. To estimate the effect of an-

harmonicity, McCluskey et al used an approximation for OH-molecules in

gas phase, where the stretch mode frequency shifts downward by 166 cm−1

[81]. Subtracting from the calculated frequency for the antibonding OH-

complex yields a frequency of 3384 cm−1, which is in reasonable agreement

with the experimental observation. However, they did not fully rule out

the bonding configuration, based on the uncertainty of the anharmonicity

estimate. Further, they annealed a sample in deuterium atmosphere and
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observed both free-carrier absorption at room-temperature (RT), and ten-

tatively attributed an absorption peak at 2470.3 cm−1 to O-D complexes

(see figure 2.12). This yields r = 1.3465 which is in good agreement with

Figure 2.12: Infrared absorption of ZnO (at RT) annealed in deuterium gas.

The inset shows a peak attributed to O-D complexes at 8 K. From McCluskey

et al [80].

known r-values of complexes in GaP (r = 1.3464) [82]. Polarized light gave

a peak maximum oriented at an angle of ∼110◦ to the c axis providing con-

clusive evidence that the observations are consistent with hydrogen in an

antibonding configuration.

2.5.1.1 The H-I, H-II and H-I∗ defects

Hydrogen-related defects in vapor phase grown undoped ZnO was studied

by Lavrov et al in 2002 [83]. After exposure to hydrogen and/or deuterium

plasma at 150− 380◦C for 2 hours, they observed new absorption lines at

3312.2, 3349.6 and 3611.3 cm−1 (see figure 2.13).

The LVM frequencies and the isotopic shifts (r = 1.35) suggest that the

lines are stretch modes of OH absorbers. In the bottom spectra in figure

2.13, four additional lines at 2463.0, 2484.6, 3315.2 and 3346.6 cm−1 are ob-

served when treated with both hydrogen and deuterium plasma, but no

additional lines are seen near the 2668.0 and 3611.3cm−1 lines. This implies

that (i) two different defects are responsible for the 3312.2, 3349.6 and 3611.3

cm−1 lines, (ii) the LVM at 3611.3 cm−1 originates from a defect containing
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Figure 2.13: Infrared absorption of ZnO at 10 K after H-, D-, and (H+D)-

plasma treatment. Using unpolarized light k⊥c. From [83].

one hydrogen atom, and (iii) the 3312.2 and 3349.6 cm−1 LVM’s belong to

a defect containing two non-equivalent hydrogen atoms. These two de-

fects have been labeled H-I and H-II, respectively, and measurements of

polarization dependences showed that the transition dipole moments re-

sponsible for the 3312.2 and 3611.3 cm−1 modes lie along the c axis, while

the mode at 3349.6 cm−1 has a transition moment nearly perpendicular to

c. Vibrational frequencies for several O-H configurations were calculated

by Lavrov et al [83] using a more sophisticated DFT model from reference

[58], and two tentative defect models were presented; the H-I defect is most

likely an interstitial hydrogen at BC‖, while the H-II defect is proposed a

zinc vacancy having two hydrogen atoms, VZnH2, in accordance with DFT

calculations. The Zn vacancy is a double acceptor in n-type ZnO and occurs

in the V2−
Zn state, suggesting it can be neutralized by binding two hydrogen

atoms.

Hydrothermal ZnO was later studied by the same group [84], report-

ing lines at 3335.6, 3482.0 and 3577.3 cm−1 in a virgin sample. These lines

are also in the region of characteristic O-H stretch modes [75]. After a deu-

terium plasma treatment, a new line at 2644.4 cm−1 emerged, see figure

2.14. The dominating 3577.3 cm−1 line and the 2644.4 cm−1 line has an

r = 1.35. No extra lines appeared in the spectra when the sample was
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LVM (cm−1) Configuration Assignment Reference

3191.6 O-H ⊥ c Cu· · ·O-H [78, 79]

3312.2 O-H ‖ c VZnH2 [83]

3326.3 O-H ⊥ c HBC [80]

3335.6 unknown [84]

3349.6 O-H ⊥ c VZnH2 [83]

3482.9 unknown [84]

3577.3 O-H ‖ c Li· · ·O-H [84, 85, 86, 87]

3611.3 O-H ‖ c HBC [83]

Table 2.5: LVM’s in the region of characteristic O-H stretch modes observed

in ZnO at 10 K.

treated with H+D plasma. Polarization measurements showed a dipole

moment aligned along the c axis, indicating that the 3577.3 cm−1 vibration

is due to a single O-H bond oriented along the c axis and a possible in-

volvement of Li has been discussed by Lavrov et al [84]. This defect has

been labeled H-I∗. Table 2.5 summarizes reported modes and assignments

suggested in the literature.

Figure 2.14: Absorption spectra of a virgin HT ZnO sample at 10 K using

unpolarized light, k⊥c. Inset shows new line after two hours with D plasma

at 350◦C. From [84].
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Chapter 3

Experimental techniques and

instrumentation

In this chapter I will give a description of the investigated samples, the

experimental procedure and a review of the main experimental technique

used, Fourier Transform Infrared Spectroscopy (FTIR).

3.1 Samples

All the samples used in this thesis were cut form a single hydrothermally

grown ZnO mono-crystalline wafer purchased from SPC Goodwill [88].

The ZnO single crystals were cut perpendicular (± 0.25◦) to the c axis. The

oxygen terminated face (0001̄) and Zn terminated face (0001) can be deter-

mined by identification flats, as illustrated in figure 3.1. Specifications are

listed in table 3.1.

As mentioned in the previous section, HT ZnO is synthesized in a aque-

ous solvent containing LiOH. Hence, the samples had a high unintention-

ally concentration of lithium and were highly resistive. Secondary ion mass

spectrometry (SIMS) measurements reported by Maqsood on equivalent

as-grown samples revealed a Li concentration ≈ 1017 cm−3 [89]. When

studying local vibrational modes in semiconductors by infrared spectroscopy,

highly resistive samples are an advantage − since the absorption by free

carriers is minimized.
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Figure 3.1: Sketch of a ZnO sample with the O-face upwards with physical

dimensions 10x10x0.5 mm3. Identification flats determines the orientation.

Parameter Value

Dimensions 10x10x0.5 mm3

Tolerance on thickness ± 25µm

Purity > 99.99%

Electrical resistivity 500-1000 Ωcm

Band gap at RT 3.37 eV

Table 3.1: Specifications of the ZnO samples according to SPC GoodWill [88].

3.2 Experimental procedure

A total of four samples were investigated by FTIR. Two types of detectors

were used, DTGS and InSb, which will be described in the following sec-

tions. Two as-grown samples were studied, probing for hydrogen-related

absorption lines. The third sample was implanted with hydrogen on both

sides, each with an energy of 1.1 MeV and a dose 2× 1016 cm−2, and the

fourth was implanted with deuterium on both sides each using an energy

of 1.4 MeV and a dose 2× 1016 cm−2. Both implantations were performed

at RT through a 15 µm thick Al foil, and these implantation conditions re-

sult in an implanted depth of ∼2.5 µm. Then FTIR measurements were

repeated and the four samples were subsequently annealed for 70 hours at

400◦C. FTIR measurements were again applied, probing for any changes

in the hydrogen/deuterium related absorption lines. SIMS measurements

were done on the D-implanted sample to study the deuterium and lithium

concentration profiles. The deuterium implanted sample was used to de-

termine any isotopic shifts in the LVMs. Table 3.2 summarizes the different

process steps for all samples.
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Sample Step 1 Step 2 Step 3 Step 4 Step 5 Step 6

V85 FTIR 400◦C @ 70 h FTIR

V104 FTIR 400◦C @ 70 h FTIR

V91 FTIR H-implantation FTIR 400◦C @ 70 h FTIR

V92 FTIR D-implantation FTIR 400◦C @ 70 h SIMS FTIR

Table 3.2: An overview of all samples and processes done.

The samples V91 and V92 were hydrogen and deuterium implanted,

respectively. Prior to implantation, they were investigated by FTIR mea-

surements using the DTGS detector only and not the InSb one, which is

more sensitive in the wavelength range of interest. This was because the

InSb detector was not in operational condition at the early stage of this ex-

periment. However, all the samples in table 3.2 came from the same wafer,

and we expect an essentially identical distribution of defects and impu-

rities. Consequently, it is reasonable to assume that all the four samples

give identical infrared absorption spectra in the as-grown state. A photo of

V104, V91 and V92 is given in figure 3.2.

Despite being rather thin, the highly damaged implanted region could

produce detectable LVMs. We first measured the samples as-implanted

and as-annealed. We then removed the implantation region by polishing

away ≈15 µm, and measured the samples again, with only "as-grown and

diffusion introduced" hydrogen/deuterium present.

Figure 3.2: A photo of three ZnO samples. From left to right; an as-grown, a

hydrogen implanted sample and a deuterium implanted sample. All of them

have been annealed at 400◦C for 70 hours. A piece of V92 was cut off for SIMS

measurements.
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3.2.1 Sample preparation

We always prepared the samples using a clean tweezer and gloves. Each

sample was cleaned in three steps with acetone, ethanol and de-ionized

water before the measurements in order to remove any contamination on

the surface. Between measurements the samples were stored in a freezer at

-18◦C.

3.2.2 Sample mounting

Two custom made sample holders designed to fit on the "cold finger" of the

cryostat were used in the FTIR measurements. The sample holder was a

flat copper plate with a rectangular hole in the middle. The measurements

were done at a sample temperature ∼15 K to avoid thermal effects on the

spectra when probing for LVMs. All spectra were measured along two axes

of the crystal, with the c axis both parallel (k‖c) and perpendicular (k⊥c)

to the infrared beam. To minimize stress of the samples, they were very

gently fixed on the sample holder. Since the samples were only 0.5 mm

thick, mounting the samples for k⊥c spectra required aluminum tape to

seal any stray light along the sample faces and to provide good thermal

contact (see figure 3.3).

Figure 3.3: Portrait and cross-section picture of the sample holders with sam-

ples mounted. The tip if the "cold finger" can be seen on top. The first holder

shows a sample oriented for k‖c measurements, second and third with sam-

ple oriented for k⊥c measurements. Aluminum tape was used to get good

thermal contact and to seal any stray light.
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3.3 Four point probe measurement

We measured the resistivity of the samples employing a four point probe

set up (see figure 3.4). This technique employs four collinear probes. A

current is passed between the two outer probes, and the voltage is mea-

sured across the two inner ones [90, 91]. The resistance associated with the

voltage probes can be neglected, and the resistivity, ρ, is given as

ρ = 2πKP
V
I

(3.1)

where K is a correction factor depending on the ratio of the sample thick-

ness and the probe spacing, P. In our case P = 0.067 cm and K = 0.74.

Assuming that the mobility is known, the resistivity gives an estimate

of the electron concentration, n, and the hole concentration, p, since

1
ρ

= q(µnn +µp p) (3.2)

where q is the charge and µ is the mobility [92].

Figure 3.4: The collinear four point probe for determining the resistivity of a

sample. From [93].

3.4 Fourier transform infrared spectroscopy

FTIR is a non-destructive optical method for both qualitative identification

and quantitative determination of normal vibrational modes, impurities

and defects in the material. In this section I will introduce the fundamental

concept of FTIR, following the theory as given by Griffiths and De Haseth

[94].
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3.4.1 Brief introduction

Infrared (IR) spectroscopy is the study of how infrared light interacts with

matter. The electrical vector of infrared light can couple with the electric

dipole moment caused by vibrations in solids (as derived in previous sec-

tions), and the light with the energy equal to the vibrational frequency is

absorbed, in accordance with the Beer-Lambert law.

A fraction of the infrared light at normal incidence will be reflected at

the surface as stated by Fresnel’s equations. Assuming a weak absorption,

the reflectivity is

R =
(n− 1)2

(n + 1)2 (3.3)

where n is the refractive index. In our case n ≈ 1.9 for ZnO at infrared

wavelengths [95], giving a surface reflectivity of about 10%.

The transmittance is given by

T =
I
I0

, (3.4)

where I0 and I are the intensity of the incident and transmitted light, re-

spectively, see figure 3.5.

Figure 3.5: Diagram of Beer-Lambert Law, light propagating through a mate-

rial with thickness d, with absorber concentration and absorption coefficient,

cn andαn, respectively.

The absorbance is given as

A = −In
I
I0

, (3.5)

where

A = cdα. (3.6)

However, not all molecular bonds are observable using infrared spec-

troscopy. There must be some degree of ionic interaction between the atoms,
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and even then, not every modes are detectable. For instance a linear CO2

molecule has three vibrational modes (see figure 3.6), but only two modes

are IR-active.

Figure 3.6: Three vibrational modes for a CO2 molecule, illustrating the shifts

in dipole moment. The symmetrical stretch mode induces no dipole, and is

consequently IR inactive.

The amplitude of the electric vector of light changes over time and has

the known shape of a sine wave. Wavenumbers are the most widely used

unit in infrared spectroscopy to denote different frequencies of light. It is

defined as the reciprocal of the wavelength:

ν̃ =
1
λ

, (3.7)

where λ is the wavelength in cm. Then ν̃ is a measure of the number of

waves (crests or troughs) per cm. It is directly proportional to energy as:

E = hcν̃. (3.8)

Different chemical bonds in molecules, known as functional groups, tend to

absorb IR in the same wavenumber range regardless of the rest of the struc-

ture. For instance O-H stretch modes occurs "always" in the 3200 − 3600

cm−1 region [96]. This correlation allows the modes to be identified from

the infrared absorption spectrum, and is used in this thesis to determine

the presence of hydrogen in ZnO.
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3.4.2 Principles of operation

An infrared spectrum with intensity versus wavenumbers can be recorded

in two ways. First, with a classical set-up of a dispersive spectrometer; a

broadband IR beam is guided through a monochromator (a prism or grat-

ing), through the sample and finally to the detector which measures the

intensity as a function of wavelength.

Second, one can employ a FTIR spectrometer, which has several con-

venient advantages. It is based on an interferometer and a mathematical

operation: fourier transformation. A typical instrument is composed of an

IR source, a Michelson interferometer and an IR detector (see set-up in fig-

ure 3.7).

Figure 3.7: Schematic set-up of the main components in an FTIR spectrometer.

BMS = beamsplitter and OPD = optical path difference.

The globar in figure 3.7 is a heated cylinder of silicon carbide (SiC) that

emits a broad range of infrared radiation through black body radiation. The

interferometer consists of a beamsplitter, a fixed mirror and a moving mir-

ror (scanner). The beamsplitter separates the incident beam in two paths,

and then recombines them after reflection by the two mirrors. One path

length is fixed, and one path length can be varied by the scanner. If the two

paths are of equal lengths, all frequencies of light will constructively inter-

fere when recombined at the beamsplitter. At this condition the scanner is
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positioned at the zero path difference. When the scanner is moved away

from this position some frequencies will destructively interfere while other

constructively interfere. Figure 3.8 shows the intensity output from the

beamsplitter as a function scanner position, called an interferogram. The

Figure 3.8: An example of an interferogram measured without sample (back-

ground spectrum). The center peak indicates the zero point difference posi-

tion.

interferogram can be transformed to a infrared spectrum by calculating the

fourier transform, as discussed in the next section. The fourier transform of

the signal in figure 3.8 is given in figure 3.9. The background spectrum ac-

counts for variations in the spectrum due to globar emission, beamsplitter

and detector efficiency, and absorption features inherent to the spectrom-

eter set-up. A transmission spectrum of a sample can be obtained in the

same way by inserting a sample in front of the detector.Applying equation

3.5 and taking the ratio of the two spectra times the negative logarithm, an

absorbance spectrum is given.

The resolution, ∆, of a spectrometer is given by:

∆ ∝ 1
δmax

(3.9)

where δmax is the maximum path difference, which is twice the mirror

travel distance. Measurements performed in this thesis has a resolution

of 1 cm−1.
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Figure 3.9: The fourier transform of the signal in figure 3.8, showing a back-

ground spectrum.

3.4.2.1 Beamsplitters

The purpose of the beamsplitter is to split the infrared beam into two parts,

directing one reflecting part and one transmitted part to the mirrors. Dif-

ferent materials are used for specific range of frequencies. For mid-infrared

(400 − 4000 cm−1), a potassium bromine (KBr) beamsplitter with a thin

germanium (Ge) coating gives a high efficiency. However, a calcium fluo-

ride (CaF2) beamsplitter with a silicon coating for wavenumbers in a range

of 1250− 15000 cm−1 gives an even higher efficiency in the range &3000

cm−1.

3.4.2.2 Detectors

The detector converts the infrared radiation to an electrical signal. A com-

monly used thermal detector for the mid-infrared region is the ferroelectric

DTGS detector (deuteriated triglycine sulfate). It has a permanent electric

dipole because of the alignment of the molecules in the crystal. The faces of

the crystal are oppositely charged, with a temperature dependent polariza-

tion. Its variation with temperature is called the pyroelectric effect. When

the crystal absorbs infrared radiation the recorded change in voltage over
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the crystal provides the detector signal.

A photovoltaic detector is a semiconductor pn-junction. The conduc-

tivity increases when infrared light excites electrons from the valence band

to the conduction band. Both HgCdTe (mercury cadmium telluride) and

InSb (indium antimony) are commonly used detectors. They have a narrow

band gap and are cooled down using liquid nitrogen to reduce thermally

excitation (noise) from the environment. Photovoltaic detectors have about

1− 2 orders of magnitude higher detectivity, compared to thermal detec-

tors. However, they have a narrower region of operation, consequently

more than one detector is needed for optimal measurements of broad spec-

tral regions.

3.5 Fourier analysis

The Fourier analysis enables us to obtain the spectrum from the interfer-

ogram by taking the electric field as a function of scanner position, and

Fourier transform it to the electric field as a function of frequency. The

following is short resume of the derivation as outlined by Bell [97].

3.5.1 Derivation of the basic integral for Fourier transform spec-
troscopy

A Fourier pair y(x) and E(ν̃) can be represented as

y(x) =
∫ ∞
−∞ E(ν̃)e+2π iν̃x dν̃ ≡ F−1{E(ν̃)} (3.10)

E(ν̃) =
∫ ∞
−∞ y(x)e−2π iν̃xdx ≡ F{y(x)}. (3.11)

Equation 3.11 is called the Fourier transform, and equation 3.10 is called the

inverse Fourier transform. Two electromagnetic waves, y1(x) and y2(x),

which are separated by a path difference δ can be given by

y1(x) =
∫ ∞
−∞ E(ν̃)e2π iν̃x dν̃, (3.12)

y2(x) =
∫ ∞
−∞ E(ν̃)e2π iν̃(x−δ) dν̃, (3.13)
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where x is the amplitude and δ is the optical path difference between the

two waves. These equations represent the two waves after recombination

at the beamsplitter. By the principle of superposition, the two waves result

in

y(x) = y1(x) + y2(x) =
∫ ∞
−∞ E(ν̃)[1 + e−2π iν̃δ]e2π iν̃x dν̃. (3.14)

The resultant field E(δ, ν̃) is then defined as

y(x) ≡
∫ ∞
−∞ E(δ, ν̃)e2π iν̃x dν̃. (3.15)

By comparing 3.14 and 3.15 we find that

E(δ, ν̃) = E(ν̃)[1 + e−2π iν̃δ]. (3.16)

The intensity, B(δ, ν̃), is

B(δ, ν̃) = 1
2 cε0E∗(δ, ν̃)E(δ, ν̃), (3.17)

where ε0 is the permitivity of free space and c is the velocity of light in

vacuum. Substituting E(δ, ν̃) from equation 3.16 into the expression for

B(δ, ν̃) in equation 3.17, and multiplying gives

B(δ, ν̃) = cε0E2[1 + cos(2πδν̃)]. (3.18)

There is no phase relation between the fluxes of different ν̃ at a given δ from

the white light source, so adding the fluxes of different frequency gives

I(δ) ≡ 1/ ¯̃ν
∫ ∞

0
B(ν̃, δ). dν̃ (3.19)

B(ν̃, δ) from equation 3.17 can now be substituted in equation 3.19, and

for a white light source I(δ) becomes

I(δ) = (cε0/ ¯̃ν)

{ ∫ ∞
0

E2(ν̃) dν̃ +
∫ ∞

0
E2(ν̃) cos(2πν̃δ) dν̃

}
. (3.20)

If δ is zero this equation becomes

1
2 I(0) = (cε0/ ¯̃ν)

∫ ∞
0

E2(ν̃) dν̃. (3.21)

Substituting this into equation 3.20 gives

I(δ)− 1
2 I(0) =

∫ ∞
0

(cε0/ ¯̃ν)E2(ν̃) cos(2πν̃δ) dν̃. (3.22)
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This equation can be Fourier transformed, giving

B(ν̃) = (constant)
∫ ∞

0
{[I(δ)− 1

2 I(0)]e(−2π iν̃δ)} dδ. (3.23)

If the flux versus optical path I(δ) is a known function of δ for a given wave

number, the Fourier transform of I(δ)− 1
2 I(0) yields the flux density B(ν̃)

versus wave number ν̃.

3.5.2 Apodization

The integration limits for the optical path difference in the Fourier anal-

ysis are extended to infinity. However, the experimental limits are finite,

since the scanner only travels a few cm. Hence, artificial elements are in-

troduced to the spectrum. A truncated integral will show absorbance lines

surrounded by sidelobes (feets), rather than the true peak shape. A math-

ematical modification as a corrective procedure called apodization1 can be

applied to suppress this effect. In this thesis the Blackman-Harris 3-term

apodization function was used, as recommended by the instrument manu-

facturer [98]:

f (x) =
3

∑
i=1

ai cos
(

iπx
l

)
for |x| ≤ l (3.24)

where x is the position and l is total width of window. Coefficients a1 =

0.42323, a2 = 0.49755 and a3 = 0.07922.

3.5.3 FTIR versus dispersive IR spectrometry

The performance of an infrared spectrometer can be determined by mea-

suring its signal-to-noise ratio (SNR). When compared to a dispersive in-

strument, FTIR has two important advantages that yield higher SNR.

Within a fraction of a second, a FTIR spectrometer samples the entire

spectrum with one mirror scan. The spectral range does not affect the time

necessary to complete the spectrum. This is known as Fellgett’s advantage

(Multiplex advantage) [99]. A dispersive instrument requires sampling at

individual angles of the monochromator, and hence the time needed for

1From greek "a podi" (α φoδι), meaning "no feet".
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acquiring a complete spectrum is proportional to the spectral range of in-

terest.

The intensity throughput of a dispersive instrument is limited by the

size of the slit, and a high energy resolution requires a narrow slit. In FTIR,

there is no need for a slit so higher intensities are possible, and the reso-

lution is only dependent on the mirror travel distance. This advantage is

known as the Jacquinot’s or the throughput advantage [100].

3.6 Signal to noise ratio

By averaging several hundred scans the random noise in the spectra is

reduced since the positive and negative fluctuations in the random noise

level cancel out. Assuming random noise, the relationship between the

SNR and the number of scans (N) is given as

SNR ∝
√

N (3.25)

at a given resolution. However, adding spectra indefinitely will not provide

a specified SNR. For instance, during measurements there can be some drift

in the scanner which contributes to noise that is not random, and the center

peak position of the interferogram may shift in a non-random manner.

High resolution spectra are noisier than low resolution spectra. The

noise in the interferogram is nearly constant at all points and can repre-

sent a significant percentage of the signal in the interferogram wings. Since

higher resolution yields longer wings in the interferogram;

SNR ∝ Resolution. (3.26)

However, a high resolution spectrum contains more information, and is

needed to resolve narrow lines and to observe the true shape of LVMs.

3.7 Instrumentation

The FTIR instrument employed in this thesis is a Bruker IFS 113v spectrom-

eter. The optical set-up is given in figure 3.10, and technical data are listed
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in table 3.3. Measurements were mainly performed with a CaF2 beamsplit-

ter and a InSb detector, to ensure a high signal at wavenumbers in the

2000 − 4000 cm−1 region. In the beginning of the project we measured

the samples with a KBr beamsplitter and a DTGS detector to get a broad

spectral range overview, and to determine normal vibrational modes.

3.7.1 Details and specifications of the FTIR spectrometer at Mi-
NaLab

The Bruker IFS 113v FTIR spectrometer used in this thesis incorporates

an interferometer of Genzel type (instead of the perhaps more commonly

known Michelson one). It is initially a design for far-infrared spectroscopy,

but still has excellent properties in the mid-infrared region. The optical

layout is shown in figure 3.10. Unlike a Michelson interferomter, the light

is focused onto the beamsplitter. The beam is reflected and transmitted

by the beamsplitter, and pass to two collimating mirrors and then to a

double-sided moving mirror (scanner). As the scanner moves, one path

length increases and one decreases. For a displacement, x, of the scanner,

an optical path difference of 4x is generated by the Genzel interferometer.

Consequently, the resolution is four times higher compared to a Michelson

interferometer with the same optical path difference. However, any tilt on

the scanner leads to a doubling in the errors compared to the Michelson

design. Small sized beamsplitters also allow more than one to be mounted

on a wheel and interchanged without breaking the vacuum in the chamber

[101].

61



Hans B. Normann

Figure 3.10: Optical layout of the Bruker IFS 113v Genzel spectrometer, copied

from the instruments original booklet.
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Performance

Spectral range 400− 6000 cm−1 (0.05− 0.744 eV)

Resolution 0.1 cm−1

ν̃ Accuracy 0.01 cm−1

Base pressure < 5 mbar

Sample temp 15 or 300 K

Optical system

IR-Source SiC Globar (100− 6000 cm−1)

Beamsplitters KBr (400− 5200 cm−1)

CaF2 (1250− 15000 cm−1)

Detectors DTGS (350− 7000 cm−1)

InSb (1850− 10000 cm−1)

Scanner velocity 0.23− 3.2 cm/s

Cryogenic

Cryostat Closed Helium CTI-Cryogenics Helix 22 Compressor 8200

Temp Controller Lake Shore Cryotronics DRC 82C

Data system

PC Pentium II Computer, Windows NT, OPUS 2.06 and 3.0.16

Table 3.3: Current set-up and equipment for the Bruker 113v spectrometer at

MiNaLab.
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Chapter 4

Results and discussion

For sampling the infrared spectra, we have used the OPUS software de-

veloped by Bruker Optics. Both sampling and calculation were performed

using version 2.16. Baseline correction and smoothing of the spectra were

done using version 3.0.16, as kindly provided by Prof. Nielsen at the Chem-

istry department, UiO. Finally the data was exported to Origin 8E for easy

plotting and further evaluation.

4.1 Instrumental configuration

The instrumental set-up was initially configured for studying defects in

irradiated silicon, requiring a high signal in the ∼1000 cm−1 region. A

DTGS detector and KBr beamsplitter provide high output in this region (see

figure 4.1 and 4.2). We used this configuration to acquire an overview of the

absorbance in the mid-infrared region of our samples. However, the signal

strength in the ∼3300 cm−1 region was low and hence, weak hydrogen

absorption bands in our thin ZnO samples were barely observable.

Therefore, we mounted a CaF2 beamsplitter and a InSb detector to gain

higher signal in this region. Our versions of the KBr and CaF2 beamsplitters

(BMS) differed somewhat quantatively, from what is illustrated in figure

4.2; using the CaF2 BMS the signal gain was about 10% at 1800 cm−1, and

25% at 3300 cm−1.
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Figure 4.1: Illustration of detector regions and their detectivities. From

www.brukeroptics.com.

Figure 4.2: Illustration of beamsplitter regions and their efficiencies. From

www.brukeroptics.com.
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4.1.1 The 100% line

To determine the number of scans that gave the lowest noise level, we mea-

sured so called 100% lines for N = 1, 4, 16, 32, 64, 256, 512, 1024 and 2048

scans. It was done by ratioing two background spectra acquired under

identical conditions of resolution and measurement time, with the second

spectrum taken immediately after the first one. A ratio of these spectra

indicates how the noise level varies across the spectrum (se figure 4.3).

At high wavenumbers (&3500 cm−1) there is a significant increase in

the noise level, most likely because both vapor absorption in the chamber

and the fact that the globar has a lower output at higher wavenumbers.

Figure 4.3: A 100% line for 512 scans acquired with CaF2 beamsplitter, InSb

detector and 1 cm−1 resolution. The inset shows an expanded view of the

3100− 3400 cm−1 region.

The root-mean-square values were calculated for two regions, 1900 −
2100 cm−1 and 3200− 3400 cm−1. The first region represents the wavenum-

bers with the highest signal with this instrumental configuration. The sec-

ond region is where hydrogen-related LVMs are expected. Analyzing these

regions provides us with an adequate choice of N for later measurements.
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The rms noise is the standard deviation of all the data points the region:

xrms =

√
1
n

n

∑
i=1

x2
i (4.1)

A plot of the inverse rms values versus the number of scans is given in

figure 4.4. The 1900 − 2100 cm−1 region has a significantly lower noise

level compared to the 3200− 3400 cm−1 region, as expected from the region

with the highest signal.

According to equation 3.25 the rms noise is proportional to N, which

should provide a linear relationship for N = 1, 4, 16, 64, 256 and 1024.

As illustrated in figure 4.4 this is not the case for our instrument. The

minimum noise level is obtained for 1024 scans in the first region with a

rms value equal to 3.4723×10−5. The second region had a minimum noise

level for 512 scans with a rms value equal to 8.0948×10−5.

Figure 4.4: Reciprocal of the root-mean-square values versus number of scans

for two wavenumber regions.

Under real-time signal controls we observed a shift in the position of the

center peak in the interferogram, normally about 1 − 10 points deviation

when checking daily. The scanner is propelled by a linear induction motor

and mounted on tracks supported by dual air bearings. Presumably, some

drift, related to aperiodic vibrations or vacuum changes, in the mechanics

of the scanner is causing the shift. This is a possible reason why a higher

noise level occurs when averaging more than 512 scans.
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Based on these findings we used 512 scans for later measurements to

ensure a high signal to noise ratio in the region of hydrogen-related LVMs.

4.2 IR-spectra obtained with a DTGS-detector

To get an overview of the absorption in the mid-infrared region, the initial

configuration with a DTGS-detector and a KBr-beamsplitter was used. As

shown in figure 4.5, multiphonon bands are observed at low wavenumbers

(.1200 cm−1). These modes are due to vibrations in the lattice causing

phonons to interact and induce an electric dipole moment. Several of the

bands display high amplitudes revealing strong lattice absorption and lat-

tice reflection in regions below ∼1100 cm−1. The observed bands are con-

sistent with previous findings by Collins et al [102], Morozova et al [103]

and Emelie et al [104], and have been assigned in table 4.1. An illustration

of the atomic displacement patterns causing transverse optical (TO) and

longitudinal optical (LO) lattice modes is given in figure 4.6.

The inset in figure 4.5 shows one unassigned LVM at 3336 cm−1. It was

the only observable LVM using a DTGS detector with k‖c. No signal was

detectable when probing the sample with k⊥c, since the necessary custom

made slit, shown in figure 3.3, dramatically reduced the beam size. As a

result, the transmitted signal became too low with respect to the response

level of the detector.

ν̃ (cm−1) Assignment

800 2TO(A1,E1)

855 - 926 TO(A1,E1) + E2
2, 2 E2

2

990 LO(A1,E1) + TO(A1,E1)

1031 LO(A1,E1) + E2
2

1095 2LO(A1,E1)

Table 4.1: Assignments of infrared active lattice vibrations observed in as-

grown HT ZnO.
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Figure 4.5: Absorption spectrum of as-grown HT ZnO at 15 K. The inset shows

an expanded view in the 3300 cm−1 region. A LVM at 3336 cm−1 is high-

lighted. The spectrum was acquired with DTGS detector and KBr beamsplit-

ter using unpolarized light k‖c.

Figure 4.6: Displacement pattern of the optical phonons in a wurtzite crystal

structure. From [105].
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4.3 SIMS results

Secondary ion mass spectrometry, using a CAMECA IMS 7f micro/nano

analyzer at MiNaLab UiO, was employed to measure the deuterium and

lithium concentrations versus depth after implantation and annealing. Deu-

terium is expected to diffuse in a similar way as hydrogen, but the SIMS

sensitivity is about three orders of magnitude better for deuterium [106].

First, on the O-face the sample was measured to a depth of ∼20 µm. Then

sample beveling was applied aiming to measure concentration profiles in

steps along the beveled surface reaching depths of several hundreds of µm.

The beveling can be seen in figure 4.7.

Figure 4.7: A photo showing the beveling of the deuterium implanted sample

on the left hand side.

However, it was found difficult to mount the sample in a way that

aligned the beveled surface in an optimal direction with respect to the an-

gle of incidence of the primary ions in the SIMS instrument. Hence, another

technique had to be used for measuring the concentration at larger depths.

We cut off two pieces of the sample and polished away 120 µm and 250 µm,

respectively, perpendicular to the c axis and measured the concentration at

these depths. The result is plotted in figure 4.8. SIMS measurement was

also applied on the Zn-face to determine if we had an equal implantation

peak and diffusion profile there. Two pieces of the sample were measured,

one was polished to a depth of 200 µm (figure 4.9).

On both faces the implantation peak occurred at a depth of ∼2.5 µm

below the surface. The annealing has distributed the deuterium into the

sample at a concentration level of 2.2×1017 cm−3, detected to a depth ex-

tending to >122 µm on the O-face. However, for depths of ∼200− 250µm

no in-diffusion of deuterium is detected.
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Figure 4.8: O-face SIMS measurement of the concentration of deuterium in

sample V92 after implantation and annealing for 70 hours at 400◦C.

Figure 4.9: Zn-face SIMS measurement of the concentration of deuterium and

lithium in sample V92 after implantation and annealing for 70 hours at 400◦C.
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Lithium atoms have accumulated inside the deuterium implantation re-

gion to a peak concentration of 1.1×1018 cm−3. This is presumably related

to the generation of defects during ion implantation. TRIM [107, 108] cal-

culations predict approximately twice as many zinc vacancies compared

to oxygen vacancies. Zinc vacancies are known from positron annihilation

spectroscopy studies [37] to act as strong traps for migrating Li species and

this trapping is most likely responsible for the observed Li in the implan-

tation region. Below the implanted region, the Li concentration is rather

uniformly distributed and throughout the bulk of the sample a concentra-

tion of 3×1017 cm−3 is revealed.

The diffusion profile for deuterium does not have a typical shape as ex-

pected for a semi-infinite source model [93]. As reported by Johansen et

al [106], we assume a similar trap limited diffusion model for deuterium

and hydrogen migration in our ZnO samples. The concentration of trap-

ping sites for deuterium was reported to be close to the concentration of

lithium, and a similar behaviour is also observed in our samples. Hence, it

is tempting to suggest that deuterium is trapped by lithium or by lithium-

related complexes.

4.4 Results from resistivity measurements

The resistivity was measured with a four point probe set-up for all the sam-

ples in as-grown state and after annealing. The probe tips where dipped in

eutectic InGa to improve contact to the samples. All the as-grown sam-

ples displayed resistivities >10-100 kΩcm, which is above the operational

range of the set-up for a more accurate determination. The resistivity of the

deuterium and hydrogen implanted samples decreased to 1.06± 0.18 Ωcm

(both faces) and to 2457.1 ± 611.3 Ωcm (O-face), respectively (see table

A.1 in appendix A), when measuring after the layer containing the implan-

tation peak had been removed. The Zn-face of the hydrogen implanted

sample had too high resistivity for our set-up, indicating a resistivity >10

kΩcm. At least two questions arise from the results in table A.1. Why is

the resistivity so much higher on the H-implanted sample (V91), and why

is the resistivity different on the two faces of the sample? The answer to the
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former question could be due to a higher concentration of hydrogen in the

as-grown V92 sample, compared to the as-grown V91 sample, as will be

discussed later. The answer to the second question is not fully known but

the samples are highly compensated and a very small variation in the net

concentration of free electrons between the O-face and Zn-face can easily

account for the observed difference in resistivity.

To quantify the net carrier concentration in the samples equation 3.2

is applied with negligible contribution from hole since the samples are of

n-type:
1
ρ

= qµnn, (4.2)

which gives a net carrier concentration of (6.0 ± 1.0) × 1016cm−3 for the

deuterium implanted sample, and (2.7± 0.6)× 1013cm−3 for the hydrogen

implanted sample if we assume a mobility of 100 cm2/Vs at RT [109].

4.5 Absorbance spectra aquired using DTGS detector

Using the DTGS detector and the KBr beamsplitter all the absorbance spec-

tra were recorded with the propagation of the IR light parallel to the c axis

of the crystal. However, in this configuration of the FTIR spectrometer there

was a low signal in the region of characteristic O-H modes, and hence the

absorption spectra were very noisy. Despite the noise, a weak LVM at 3336

cm−1 was observed in two of the samples (figure 4.10) and this band will

be further discussed in the following paragraph using a more appropriate

configuration of the FTIR spectrometer, with respect to the wavenumber

range valid for characteristic O-H modes.

4.6 Absorbance spectra aquired using InSb detector

To gain a higher signal in the wavenumber region above ∼2000 cm−1, we

mounted the CaF2 beamsplitter and the liquid nitrogen cooled InSb de-

tector. For all the samples, the signal to noise ratio is significantly higher

using this detector compared to that for the DTGS detector. However, at

wavenumbers above ∼3450 cm−1 a noisy region occurs occasionally, likely
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Figure 4.10: Absorption spectra of as-grown HT ZnO measured at 15 K with

unpolarized light k‖c using DTGS detector and KBr beamsplitter. Spectra are

offset vertically for clarity.

caused by interference related to internal reflection from the sample sur-

faces. Another contributing effect can be variation in the amount of vapor

in the instrument chamber when measuring the background spectra and

the sample spectra. Spectra of the as-grown samples (V85 and V104) were

acquired before and after annealing to determine any change in the LVMs

caused by the annealing alone. The spectra of the hydrogen and deuterium

implanted samples were acquired after implantation and after annealing,

and finally after removal of the implantation region by polishing. Spectra

recorded with IR light parallel and perpendicular to the c axis of the crystal

are depicted in figures 4.11 and 4.12, respectively. Tables 4.2 and 4.3 give

integrated absorbance for all the observed peaks.
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Figure 4.11: Absorption spectra of HT ZnO measured at 15 K with unpolar-

ized light k‖c using InSb detector and CaF2 beamsplitter. Spectra are offset

vertically for clarity.
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Sample, Peak: 2447 2460 2465 2485 2505 2545 2613 2640

V92 Implanted 0.0073 0.0324 0.0109 0.0061 0.0078

V92 Annealed 0.0032 0.0160 0.0071

V92 Polished 0.0018 0.0052

Sample, Peak: 3279 3304 3336 3352 3375 3427 3545

V85 As-grown 0.0108 0.0044 0.0245 0.0101

V85 Annealed 0.0126 0.0182 0.0290 0.0139

V104 As-grown 0.0091 0.0018 0.0477

V104 Annealed 0.0153 0.0151 0.0483 0.0030 0.0054

V91 Implanted 0.0065 0.0065 0.0025 0.0009 0.0069 0.0521 0.0363

V91 Annealed 0.0105 0.0131 0.0094 0.0020

V91 Polished 0.0080 0.0041 0.0063 0.0025

V92 Implanted 0.0051

V92 Annealed 0.0230

V92 Polished 0.0045 0.0033

Table 4.2: Integrated absorbance, IA, (cm−2) for the observed peaks in fig-

ure 4.11. The peaks at 3304 and 3311 cm−2 overlap; the latter has not been

integrated, and the IA for the 3304 peak is only an approximation.
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Figure 4.12: Absorption spectra of HT ZnO measured at 15 K. All the samples

had a thickness of 1 cm, except V92 (0.6 cm). The absorbance for V92 is cor-

rected by a factor 10
6 . Unpolarized light with k⊥c was used. Spectra are offset

vertically for clarity.
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Sample, Peak: 2644 3279 3304 3336 3352 3484 3577

V85 Annealed 0.1134 0.1480 0.3738 0.0235 0.3664 1.4963

V104 Annealed 0.1215 0.1707 0.1955 0.0415 0.2165 1.5611

V91 Annealed 0.0611 0.0720 0.0899 0.0162 1.58187

V91 Polished 0.0403 0.0545 0.0659 0.0267 1.5086

V92 Annealed 0.3697 0.0350 0.0815 2.8817

V92 Polished 0.2330 0.0055 2.1588

Table 4.3: Integrated absorbance (cm−2) for the observed peaks in figure 4.12.

4.6.1 As-grown samples, V85 and V104

Using the InSb detector, absorption peaks at 3279, 3304, 3352 and 3375 cm−1

emerge, together with the previously mentioned one at 3336 cm−1 in the as-

grown samples for k‖c. Two strong additional peaks at 3483 and 3577 cm−1

are seen for k⊥c. All these peaks appear in the region of characteristic O-

H stretch modes. The peak at 3577 cm−1 is dominant and the position is

in very good agreement with the approximation (3578.14 cm−1) made in

section 2.4.5.2 for the O-H stretching mode using the Morse potential. The

position is also close to the experimental value of 3555.6 cm−1 reported for

a free OH− [110]. The theoretically predicted wavenumbers given in table

2.3 (page 25) are also fully consistent with the conclusion that the observed

peaks are due to O-H bonds. Furthermore, compared to the later discussed

O-D peaks, we observe a good agreement in the isotopic shifts as listed in

table 4.4.

After annealing, all the four absorption peaks observed with k‖c in-

crease in strength. A similar behaviour has previously been observed by

Shi et al [111], where a O-H stretching line (in vapor phase ZnO) at 3326.3

cm−1 grew in intensity after annealing at >400◦C, in the absence of an ex-

ternal source of hydrogen. However, their peak was not detected before

annealing, implying that an IR inactive hydrogen configuration is present

in as-grown ZnO. An interstitial H2 molecule was proposed as a likely can-

didate. Recently, Karazhanov and Ulyashin [112] reported an H∗2 complex

where one of the H atoms is tightly bonded to O and the other H forms
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O-H peaks O-D peaks Ratio, ν̃H/ν̃D Comment

3577 2644 1.353 Both ν̃ stable, (k⊥c)

3545 2640 1.343 Implantation related

3483 - - Stable, no corresponding ν̃D

3427 2545 1.347 Implantation related

3375 2505 1.347 ν̃D disappears after annealing

3352 2485 1.349 ν̃D disappears after annealing

3336 2465 1.353 Both ν̃ stable, (k‖c)

3311 2460 1.346 ν̃D disappears after annealing

3304 2447 1.350 ν̃D disappears after annealing

3279 - - Stable, no corresponding ν̃D

- 2613 - ν̃D disappears after annealing

and no corresponding ν̃H

Table 4.4: Isotopic shifts calculated from the H-implanted and D-implanted

samples.

a chemical bond with the nearest Zn. Compared to the H-H bond, this

complex was found to be more stable when the Fermi level position moves

close to the conduction-band minimum i.e., in highly n-doped samples.

The 3326.3 cm−1 band is not found in our samples but the general trend of

increasing peak intensities after annealing may be related to an effect of the

type discussed in [112].

4.6.2 Hydrogen implanted sample, V91

The hydrogen as-implanted sample has two new strong absorption peaks

at 3427 and 3545 cm−1 (k‖c). The as-grown spectrum from this sample is

acquired with a DTGS detector, as shown in figure 4.10, but the 3336 cm−1

line is substantially weaker after implantation and then recovers by anneal-

ing. After annealing, we observe an increase also in the absorbance of the

3279, 3304, and 3352 cm−1 lines, while the two dominant peaks at 3427 and

3545 cm−1 disappear. Most likely, the 3427 and 3545 cm−1 lines are related

to O-H complexes linked to implantation induced defects like VZn, VO, Zni,

Oi, as they are expected to annhilate upon moderate annealing.
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The centers Zni, VZn and VO have been suggested to anneal out at6600

K [113, 114, 115], in accordance with theory caluclations [39, 116, 117], while

Oi is believed to be even more mobile than the vacancies. Such defect an-

nihilation processes contribute to a rapid recovery of irradiation-induced

defects in ZnO by annealing and render the material radiation hard [118].

As our annealed samples were heat treated at 400◦C, a significant amount

of the intrinsic defects will anneal out causing the lines at 3427 and 3545

cm−1 to disappear.

Furthermore, the 3427 and 3545 cm−1 lines were only observed in the

hydrogen as-implanted sample, and not in the deuterium as-implanted

one, which is expected to contain similar implantation-induced defects,

supporting the assignment to O-H containing complexes.

After the implantation peak was removed by polishing, the IR spectrum

showed a minor decrease in the 3304 and the 3336 cm−1 lines, in contrast to

the 3279 and 3352 cm−1 lines. This may indicate an enhancement in the sur-

face region for the two former lines, as the decrease was not proportional

to the thickness reduction but more pronounced.

A main question is why the intentional introduction of hydrogen did

not increase the absorbance peaks significantly compared to the as-grown

samples, as expected in the initial stage of this project. Could our implanted

hydrogen dose be too small compared to the amount of hydrogen already

present in the as-grown state? Did the implanted hydrogen reside at IR

inactive configurations, e.g. molecular H2? This is further discussed in

paragraph 4.7.

4.6.3 Deuterium implanted sample, V92

The as-implanted deuterium sample has an absorption peak at 3279 cm−1,

which also exists in the hydrogen sample, and as previously seen in the

DTGS measurement there are no distinct lines in the 3300 cm−1 -region. At

lower wavenumbers, where we expect O-D modes, five new peaks at 2447,

2460, 2485, 2505, 2545 and 2640 cm−1 occur. As shown in table 4.4, these

modes most certainly have a relation to the peaks observed in the hydro-

gen sample. The two dominant 3427 and 3545 cm−1 O-H lines have two
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D-implanted isotopic companions at 2545 and 2640 cm−1, with r = 1.347

and r = 1.343, respectively. The intense and stable peaks at 2644 and 3577

cm−1 (k⊥c) has a r = 1.353. These r values provide almost unambigu-

ous evidence for O-D and O-H bonds in the samples, presumably linked to

different defect configurations. The 2613 cm−1 band which is rather pro-

nounced after annealing, does not have any distinct companion in the H-

spectra. If it is a O-D mode one would expect a O-H counterpart at ≈3527

cm−1, but no lines are observed in this region. However, that is a noisy

region disturbed by water vapor absorption, but a weak line of substantial

amplitude should still be resolved. The line persisted during the annealing,

but disappeared after the polishing. This indicates that the line is due to a

O-D configuration linked to an implantation-induced defect which is more

strongly generated by D ions than H ions.

After annealing, only the 2447, 2465 and 2644 cm−1 bands remained

and as seen in table 4.4, these modes have isotopic counterparts in good

agreement with the stable 3304, 3336 and 3577 cm−1 modes in the as-grown

samples.

4.7 Quantification of the hydrogen content

From the SIMS measurements one can integrate the diffused amount of

deuterium in the sample, and relate that to the absorption strength per vi-

brating hydrogen species, ξ (cm). Assuming uniform distribution, the in-

tegrated absorbance of an absorption peak is related to the absorbant con-

centration, N, by

N =
∫
α(ν̃)
ξ

dν̃ (4.3)

where α is the absorption coefficient related to the absorbance, A, by α =

A/l, where l is the sample thickness. The penetration depth of the ∼1017

cm−3 deuterium level cannot be precisely determined. From the SIMS mea-

surement, figures 4.8 and 4.9, we only know it is between 122 and 250

µm on the O-face and <200 µm on the Zn-face. For simplicity and most

likely also very realistic, a similar diffusion depth on both faces between

122 and 200 µm is assumed. The deuterium dose in the polished sample
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becomes then (1.46± 0.54)× 1017cm−2. The integrated absorbance for the

O-D peak at 2644 cm−1 equals 0.233 cm−2, and by applying equation 4.3,

the absorbance strength per D becomes ξD = (1.72± 0.63)× 10−18 cm. A

similar treatment can in principle be made for hydrogen but the detection

limit for H in ZnO by SIMS is in the mid 1017 cm−3 range and integra-

tion of the concentration-versus-depth profiles is not meaningful. On the

other hand, to determine the absorbance strength per H species a conver-

sion factor is needed but to our knowledge there is no value reported in

the literature for H in ZnO. However, as a first approximation an average

of factors known from other oxides i.e. LiNbO3 (= 1.31) and TiO2 (= 1.88)

[119, 120] is used. This provides us with an ξH = (2.74± 1.01)× 10−18 cm,

which is close to the approximation by McCluskey et al (∼ 2× 10−18) for

the hydrogen 3326 cm−1 mode [80].

Applying this value of ξH, which seems rather reasonable compared

with that ofξD, the hydrogen concentration in the samples can be estimated

by determining the integrated absorbance of the dominant 3577 cm−1 modes.

The estimated concentration values are given in table 4.5.

A relatively large concentration of hydrogen is deduced for all the in-

vestigated samples. For instance in the deuterium implanted sample, V92,

the hydrogen concentration is about a factor three higher than the lithium

concentration.

Similar considerations for the k‖c measurements in figure 4.11 is a bit

more complicated for several reasons. First, the 2465 cm−1 O-D related

peak is weak compared to the noise level, and the isotopic shift is uncertain.

Both the 3336 and 3304 cm−1 bands are likely hydrogen substitution modes

and these modes are also weak with respect to the noise level. In addition,

Sample H-concentration (cm−3)

V85 (5.87± 2.17)× 1017cm−3

V104 (6.13± 2.26)× 1017cm−3

V91 (5.92± 2.19)× 1017cm−3

V92 (8.44± 3.12)× 1017cm−3

Table 4.5: Hydrogen concentration estimated from the 3577 cm−1 line.
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the thickness of the manually polished V92 sample may suffer from a rough

surface.

From the data given in table 4.5 we can conclude that the implanted

hydrogen dose (in total 4× 1016cm−2) is close to the dose already present

in the as-grown sample (2.8± 1.0× 1016cm−2). This could indeed explain

why the resistivity did not exhibit a large decrease, and why that the hy-

drogen peaks in the IR spectra were not significantly enhanced by the hy-

drogen implantation. The 5% reduction in the integrated absorbance of the

3577 cm−1 peak correlate perfectly with the 5% reduction in sample volume

after polishing.

One open question regarding the deuterium implanted sample, is why

the integrated absorbance of the 2644 cm−1 peak reduced 37% and the 3577

cm−1 peak reduced 25% compared to the 5% polishing of the sample. This

indicates strongly that both these vibrational modes are promoted in the

implantation region, containing a high local concentration of defects. This

holds especially for the D implant which generate about a factor of two

higher defect concentration than the H implants used, according to TRIM

calculations.

4.8 Possible defect identification

Recent reports have assigned the 2644/3577 cm−1 peaks to OD-Li/OH-Li

centers, with the O-H bond arranged parallel to the c axis (figure 4.13) [86,

87]. An analogous OH-Li defect has even been reported in MgO crystals

[121, 122].

Our measurements support a parallel to the c axis configuration for

these bands. Further, the SIMS results in figure 4.9 show a difference be-

tween the Li and D concentrations of less than a factor of two, i.e., they

exhibit concentrations of the same order of magnitude suggesting that Li is

a strong trap for migrating D/H-species in accordance with findings from

other semiconductors [123].

In addition, we observe a series of other peaks, which are detectable

both parallel and perpendicular to the c axis, but without further investiga-

tions it is not possible to suggest any specific configurations. However, the

84



Hans B. Normann 4.8 – Possible defect identification

Figure 4.13: A suggested configuration of an OH-Li complex. From [87].

close isotopic ratio between several of the band positions in the H- and D-

implanted samples may suggest that vacancies are closely linked to these

O-H (O-D) configurations.

The 3484 cm−1 peak was the only one not to be observed in the im-

planted samples. To the best of our knowledge the peak has not been as-

signed in the literature, however a O-H bond aligned parallel to the c axis

stands out as a likely candidate.
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Chapter 5

Summary

5.1 Conclusions

Absorbance spectra of single crystalline HT ZnO samples have been recorded

with IR light both parallel and perpendicular to the c axis of the samples

by employing FTIR. Eight vibrational O-H modes with excellent isotopic

shifts have been observed, in addition to three modes at 2613, 3279 and

3483 cm−1 with no isotopic companion. We observed several previously

unreported O-D modes related to the implantation region and it is specu-

lated that many of the O-H (O-D) modes are close associated with defect

structures involving vacancies.

The infrared absorption strength per deuterium species has been de-

termined to ξD = (1.72± 0.63)× 10−18 cm for k⊥c measurements, based

on controlled deuterium introduction into as-grown hydrothermal ZnO,

and correlation between FTIR and SIMS. Based on results from other ox-

ides, the absorption strength per hydrogen species in ZnO is estimated to

ξH = (2.74± 1.01)× 10−18 cm.

The as-grown hydrogen content in the samples has been deduced to

be of the same order of magnitude compared to the implanted dose. This

could explain why the hydrogen peaks in the IR spectra were not signifi-

cantly enhanced by the hydrogen implantation. The total concentration of

hydrogen in the investigated samples was two orders of magnitude larger

compared to the solubility of hydrogen in ZnO strongly suggesting that
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a large fraction of the H atoms are trapped by defects/impurities. For

instance, our results support a parallel to c axis configuration for a Li-

complex which is anticipated to be a strong trap for migrating H/D species.

Annealing of the ZnO samples provided an increase in the absorption

strength, which may indicate an activation of diatomic hydrogen (not IR

active) present in the as-grown state.

5.2 Suggestions for future work

The ξH factor could be determined with more accuracy by implantation

of a higher dose of hydrogen, to ensure a more significant increase in the

hydrogen content.

The annealing process could be extended beyond 70 hours at 400◦C to

ensure an even deeper diffusion length and more homogeneous distribu-

tion throughout the sample.

On the technical side, it would be interesting to do some modifica-

tions to determine the nature of the observed bands. A polarizing filter

could precisely determine the polarization dependence and the angle of

the bonds with respect to the c axis.

The uni-axial stress dependence could be measured by mounting the

samples in a diamond-anvil cell. This could help determine the structure

and symmetry of the defects, as Limpijumnong and Zhang [124] predicted

a different behaviour of the O-H bonds in the AB and BC locations.

Investigations of the absorption bands as a function of annealing time

and temperature could reveal if the activated hydrogen species decayed

and formed IR inactive H2 species.
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Appendix A

Resistivity measurements

V91 O-face V92 Zn-face V92 O-face

Nr. V (mV) I (µA) ρ (Ωcm) V (mV) I (mA) ρ (Ωcm) V (mV) I (mA) ρ (Ωcm)

1 20.5 2.7 2269.3 10.0 2.2 1.4 10.0 2.6 1.1

2 30.0 4.1 2186.9 15.0 3.3 1.4 23.0 6.0 1.1

3 50.0 6.8 2197.7 40.0 8.5 1.4 50.0 13.0 1.1

4 20.2 2.1 2875.0 9.3 2.8 1.0 10.0 3.8 0.8

5 30.1 2.9 3102.2 30.0 8.7 1.0 25.0 9.6 0.8

6 50.8 4.2 3615.0 50.0 14.3 1.4 50.0 18.3 0.8

7 15.0 2.0 2242.6 10.0 2.8 1.1 10.0 3.0 1.0

8 20.0 3.2 1868.0 24.0 7.0 1.0 18.0 5.5 1.0

9 50.0 8.5 1758.1 50.0 14.4 1.0 50.0 14.2 1.1

Table A.1: Electrical measurements acquired on both faces of sample V92 and

on the O-face of sample V91. The sample V91 has been implanted with H,

annealed at 400◦C for 70 h and then polished to a depth of ∼15 µm on both

faces. The same treatment holds for the sample V92 except using implantation

with D and not H.

89





Appendix B

Wet chemical etching of ZnO

A side project was to investigate a reported isotropic ZnO etch for removal

of the thin region containing the implantation region.

B.1 Wet chemical etching of ZnO

The wet etch was based on a patent describing an polish etch for HT ZnO

[125]. The mixture was a 0.2 mol/L ethylenediaminetetraacetic acid dis-

odium dihydrogen (EDTA solution) and 99% ethylenediamine (ED) with

volume ratio of 20:1. A drop of positive photoresist (Rohm Haas S1813)

was deposited on two samples, so an etch step later could be observed in

a SEM, and measured with a stylus profilometer. The SEM picture of the

O-face is given in figure B.1, and the picture of the Zn-face in figure B.2.

After 7 hours of etching, we measured the etch rate to 16.0± 1.5 µm/hour

on the O-face, and 0.7± 0.1 µm/hour on the Zn-face. As seen on the SEM

pictures, the etch solution is not suitable for removal of thick layers, as it

generates a significant amount of etch pits.
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Figure B.1: SEM picture of the O-face of etched ZnO surface. The flat sur-

face on top (picture on left hand side) was covered with photo-resist during

etching.

Figure B.2: SEM picture of the Zn-face of etched ZnO surface. The flat surface

in the centre (picture on left hand side) was covered with photo-resist during

etching.
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