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Abstract

For a robot to interact with humans around its environment is necessary to achieve a communication that seems as natural as possible. Humans when talking to each other, look directly into their faces to indicate attention. A robot, on the other hand has to mimic this interaction by turning its point of attention towards the face of the human.

In this project a system for face detection on a mobile phone is presented. The sensor used for the input of the image is a mobile phone camera. The reason to use a mobile phone is the price and accessibility of the equipment. In addition, a mobile phone has integrated technologies such as Bluetooth and Java programming environment that are useful for the development of this project.

A research on the existing face detection algorithms is done. The bases for Java programming and description of the technologies to use are presented. Moreover, the implementation is proposed with three approaches: Detection of Dark Areas, Motion analysis and Skin color detection. Finally, the results are compared to various situations of luminance and position. With these implementations the algorithm can find faces with an accuracy rate of 87%.

The analysis of the image generates a coordinate (x, y) of the face location in the image. This coordinate may be sent to a robot and this turn towards the face. This results in an intuitive way of interaction between humans and robots. In other words, I am creating “the eyes” of a robot for human-robot interaction.
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<td>ROBIN</td>
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<td>ROM</td>
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<tr>
<td>SDK</td>
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</tr>
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<tr>
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</tr>
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</tr>
<tr>
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</tr>
<tr>
<td>SIG</td>
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</tr>
<tr>
<td>SIGCHI</td>
<td>Special Interest Group on Computer-Human Interaction</td>
</tr>
<tr>
<td>SMS</td>
<td>Short Message Service</td>
</tr>
<tr>
<td>TCS</td>
<td>Telephony Control System</td>
</tr>
<tr>
<td>TFT</td>
<td>Thin-Film Transistor</td>
</tr>
<tr>
<td>UI</td>
<td>User Interface</td>
</tr>
<tr>
<td>UML</td>
<td>Unified Modeling Language</td>
</tr>
<tr>
<td>VGA</td>
<td>Video Graphics Array</td>
</tr>
<tr>
<td>VM</td>
<td>Virtual Machine</td>
</tr>
<tr>
<td>VR</td>
<td>Variable reluctance</td>
</tr>
<tr>
<td>WAP</td>
<td>Wireless Application Protocol</td>
</tr>
<tr>
<td>WISM</td>
<td>Wireless LAN modules</td>
</tr>
<tr>
<td>WPAN</td>
<td>Wireless Personal Area Network</td>
</tr>
<tr>
<td>WTK</td>
<td>Wireless Toolkit</td>
</tr>
<tr>
<td>Y</td>
<td>Luminance (or brightness) component in Y'CbCr color space</td>
</tr>
<tr>
<td>Y'CbCr</td>
<td>One of two primary color spaces used to represent digital component video (the other is RGB)</td>
</tr>
<tr>
<td>YUV</td>
<td>Color space predecessor of Y'CbCr</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

Studies in the area of robotics have been growing swiftly for the past decade and the development in the field is even faster after the turn of this millennium. Previously, researches within the robotics community have been emphasizing more on technical challenges of achieving mobility, control and intelligence rather than social issues.

Lately, the development of robotics has motivated the feasibility of integrating robots into human daily lives. Therefore, study on human-robot interaction (HRI) has been taken to more serious consideration in research within the robotics community. As robots have to interact with humans, it is important to detect humans in the first place. The research presented in this thesis focuses on developing the basis for HRI system using face detection for mimic a natural communication between humans and robots.

Section 1.1 and 1.2 presents an introduction to Face Detection algorithms and robotics. The section 1.3 describes the main motivation of the thesis. Next, on section 1.4 the research background is presented. The approaches of this thesis are presented in section 1.5. The last section describes the outline of this thesis.
1.1 Introduction to Face Detection

Face detection is a process that determines whether there are any faces in an image. Face detection is not an easy process, as there are external and internal factors that affect the detection. A minor change in appearance, like wearing sunglasses or growing a mustache can make the task of face detection even more challenging. Also different illumination changes the color of faces significantly. There are several algorithms available in the literature that can help us to identify whether it is a face in an image. In a survey for Image Understanding, the Face Detection techniques are organized in two main categories (1; 2).

- Feature-based approach (3; 4)
- Image-based approach (5)

Feature-based approach requires prior information of the face. It makes an explicit use of facial features, which includes use edge information, skin color, motion and symmetry measures, feature analysis, deformable templates and point distribution.

Image-based approach does direct classification without any face knowledge derivation and analysis. It incorporates facial features implicitly into the system through training. Image based techniques include neural networks, linear subspace method like Eigenfaces (6), fisherfaces (7) etc. In Chapter 2 details of the classification of image-based approach and describe the methods that can be suitable to the project is given.

1.2 Introduction to Robotics

Robots are moving machines created by humans. The term “robot” originates from a play staged in London, called “Rossum’s Universal Robots”
(R.U.R.) written by the Czech writer, Karel Čapek, in 1921 (8). The word “Robot” is derived from the Slav robota, which means executive labor (8; 9).

In general, a robot can be defined as (10) “an automatic device that performs functions normally ascribed to humans or a machine in the form of a human”. Robotics Industries Association (RIA)’s (8) defined a robot as a reprogrammable, multifunctional manipulator designed to move materials, parts, tools, or special devices through variable programmed motions for the performance of a variety of tasks. Arkim (11) provided another working definition of robots, which is inclusive of mobile robots. According to him, an intelligent robot is “a machine, which is able to extract information from its environment and use knowledge about its world to move safely in a meaningful and purposive manner”.

Human and robots have strong correlation ever since the emergence of the very first idea of robotics. All robots fulfill one purpose, which is to serve humankind. Until today, humans have not observed any robot that causes intentional destruction to humankind. In fact, robots have aided human in many ways. Robots provide support, companionship, entertainment, etc. Eventually, study in robotics stirs towards HRI, as more robots assimilate into human daily life. The levels of HRI are described in section 2.3 on Chapter 2.

1.3 Main motivation of the Thesis

The main motivation of this thesis is the development of a face detection system on a mobile phone for achieving the appealing, yet often controversial contact human-computer. Along the years we keep finding new challenges and far more contact with new technology. The development of mobile phone technologies during the last decade has made possible using these portable computers for other tasks more than just calling. In addition the accessibility and price of the mobile phone creates a new area of development. Programming
intelligent systems on a mobile phone is still a young field. A human computer interaction (HCI) is probably the future we are about to approach, and using the technology that surround us will be the next step. To achieve the communication between humans and robots, I will implement face detection algorithm on a mobile robot.

Face detection plays an important role in today’s world. However, research in this field is still young. Developing an algorithm for face detection in a small device such as a mobile phone can be useful in other areas for real world application, like human-computer interface, security, authentication for security of sensitive information, etc.

1.4 Research Background

A robot needs to “see” a human in the robotic environment. Thought machine vision, knowledge of the environment is acquired and processed by a robot and thus, providing a certain level of intelligence to the robot for the HRI (12). Over the past few years, face processing has also emerged as an important approach for HRI. Face processing methods includes face detection, face localization, face tracking, face recognition and facial expression recognition.

In order to proceed to the mentioned face processing, it is crucial to have good face detection ahead of it. Human face detection is taken as a natural representation and visualization of a human existence in the robot’s environment. According to Marsic (13), the face to be “seen” by the computer may be complex but it is desirable to establish a natural face-to-face communication between human and robots. Through face detection, a human does not have to speak or manipulate the robot physically in order for robot to detect human presence. Therefore, face detection is an essential ability to have in HRI robots.
1.5 Approach

The study starts by sketching out the basic ideas underlying the communication face to face between humans and robots. I create a system for face detection on a mobile robot, which represents “the eyes” of a robot on HRI.

For the creation of this system I need a programmable portable camera, which can analyze and communicate information to a robot. A mobile phone camera was used for this project due to the accessible price and convenience of the technologies integrated on the device such as Bluetooth and Java.

In the research group of Robotics and Intelligent Systems (ROBIN) at the University of Oslo, there are different projects that use mobile phone cameras to look around in their environment. One example is the mBot shown in Figure 1-1. This robot will send via 3G or Bluetooth the image it sees to a server. To continue within this field of research I am implementing face detection to the image received by the mobile phone.

![Figure 1-1 MES mBot robot using mobile phone camera](image)

The algorithm starts with an image-processing step, consisting of identifying an area of interest that fulfills the defined criteria. The next step is
finding the \((x, y)\) coordinate of the center of the area, which will be sent to the robot controller implementation. Finally, the robot controller generates the commands for motion which are sent via Bluetooth to the EZURiO developer kit (Blu2) antenna. The goal is to move the robot until this \((x, y)\) equals the center of the picture taken with the mobile phone camera.

There are several algorithms available in the literature that can solve the problem of detecting faces. Face segmentation makes use of facial features in order to identify the face (5). Some algorithms for tracking face contours are known to be effective, but using a skin segmentation to reduce search space can be considered a reliable implementation for face detection (14).
attracting considerable interest. An earlier generation of such a system has already been used for the purpose of flower identification by (16; 17).

The system proposed analyzes and implements different approaches for defining the area of interest. The first approach is finding a dark area on a white background (section 5.3.2), the second approach considers motion as a factor for finding a human (section 5.3.3) and finally the skin detection approach, which will find skin colored areas, identify the biggest of those areas and in that way identifying a face in an image (section 5.3.4, Figure 1-2).

Face detection in Java 2 Micro Edition (J2ME) is a challenge to develop, due to limited computing power and resources that a mobile phone can provide. In Chapter 2 I present an investigation of a variety of existing face detection approaches, to identify what is most suitable for the sort of images/resolution/processing available on the phone; then I will implement and evaluate that approach.

1.6 Outline

Chapter 2 contains the research work done for the face detection, a discussion of the different approaches is presented and human-computer interaction is described by their level of interaction.

Chapter 3 presents a brief introduction to the J2ME technology. The phone used to test the application is introduced and the development tools I used are described. Bluetooth architecture is introduced. EZURiO antenna and Step Motor functionality are described.

Chapter 4 provides a definition of color spaces as well as their use. By implementing my own test of skin detection in Matlab, it is shown how to
identify skin colored areas with limits of chrominance. Finally, I present the programming structure for improving efficiency and flexibility.

Chapter 5 contains code samples and explanations on how the application is developed. The different approaches are presented in this chapter and results of their performance are compared.

Chapter 6 presents a conclusion, a brief overview of the tested approaches and proposal for further work.
Chapter 2

Literature Survey

This chapter presents a literature survey of face detection. Different methods for detecting faces in images are presented. A discussion of implementation is done and the suggestion of a suitable approach is presented. An overview of human robot interaction is mentioned with their levels of interaction.

2.1 Face Detection Algorithms

Development of face detection on a mobile robot for human-robot interaction involves multidisciplinary studies because the project requires knowledge in image processing and robotics. In Chapter 1, it was specified that the goal of the study is to develop a face detection system on a mobile phone for potential HRI application. In order to achieve this goal, background studies and related works on face detection and HRI were done. As we can see on Figure 2-1, these areas of study are related to each other.

The core study of this work is face detection. The face detection is a subset of HRI. The mobile robot’s face detection capability and its reaction during HRI are viewed as intelligent behaviors. Therefore, HRI is the subset of the intelligent robot family.
Figure 2-1 General overview of studies for face detection based HRI

Related work on face detection is discussed in section 2.2. The challenges, techniques, comparisons and issues of face detection will be given in this section. Majority of the study is based on image processing research. Later, different levels of robotics are introduced to provide an overview of the current work in that area.

2.2 Face Detection, Literature Survey

Human face detected in an image represents the presence of a human in a place. Evidently, face detection is the first step towards creating an automated system, which may involve other face processing. A difference between face detection and other face processing has been described by different authors (2; 18; 19), given by the following:

a. Face detection: To determine if there is any face in an image.
b. Face localization: To locate position of a face in image.
c. Face tracking: To continuously detect location of a face in image sequence in real-time.
d. Face recognition: To compare an input image against the database and report a match if similar.
e. Face authentication: To verify the claim of the identified individual in a given input image.
f. Facial expression recognition: To identify the state/ emotion of a human based on face evaluation.
g. Facial feature detection: To detect presence and location of face features.

Face detection remains an open problem. As introduced in Chapter 1 section 1.1, face detection is a process that determines whether there are any faces in an image. Many researchers have proposed different methods addressing the problem of face detection. As introduced the techniques are classified in to feature based and image based. In the following section we give a description of each method.

2.2.1 Feature Based Algorithms

In feature based analysis, visual features are organized into a more global concept of face and facial features. According to Hjelmås (1), the feature-based algorithms are divided in low-level, feature and active shape analysis. The methods researched for this thesis are low-level analysis.

2.2.1.1 Color Segmentation Algorithms

There are several color-segmentation algorithms available, which are effective for face detection. Some of them are presented below.

Face detection algorithms based on “Skin Color” has been an area of research during the last years (4; 20; 21). Three color spaces, RGB, Y’CbCr and HSI are of main concern for fulfilling this task. The comparison of the algorithms based on these color spaces is presented in (21) and have combined these to get a new skin-color based face-detection algorithm that improves accuracy. Experimental results (21) show that the proposed algorithm is good to localize a human skin color in an image with an accuracy shown on Table 2-1.
Table 2-1 Accuracy of the Skin and Non Skin patterns on various color transformation (21)

<table>
<thead>
<tr>
<th>Color Space</th>
<th>HSV</th>
<th>CrCb</th>
<th>Y’CbCr</th>
<th>Nonlinear combination of Cr, Cb</th>
<th>Norm RGB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skin</td>
<td>81.18</td>
<td>97.40</td>
<td>93.18</td>
<td>97.86</td>
<td>96.86</td>
</tr>
<tr>
<td>Non Skin</td>
<td>82.62</td>
<td>72.00</td>
<td>81.64</td>
<td>74.55</td>
<td>83.40</td>
</tr>
</tbody>
</table>

Figure 2-2 Accuracy in classification of skin and non skin

Another face detection algorithm uses color images in the presence of varying lighting conditions and complex backgrounds (3). The method detects skin regions over the entire image, and then generates face candidates based on the spatial arrangement of these skin patches. The algorithm constructs eye, mouth, and boundary by using a transfer of color space from RGB to Y’CbCr maps for verifying each face candidate.
2.2.1.2 Edge Detection Algorithms

Edge detection identifies outlines of an object and boundaries between objects and the background in the image. The goal is to mark the points at which the luminous intensity changes sharply. These sharp changes in images usually reflect important events.

The Roberts' Cross algorithm (22) performs an edge detection algorithm that performs a two dimensional spatial gradient measurement on the image. The idea is to bring out the horizontal and vertical edges individually of the image and then to put them together for the resulting edge detection. This method is highly susceptible to noise.

2.2.1.3 Gray Scale Algorithms

This gray-scale algorithm was suggested by Yang and Huang (19), who observed that when the resolution of a face image is reduced gradually either by sub sampling or averaging, macroscopic features of the face will disappear and that at low resolution, face region will become uniform. This method consists of three levels, where the two highest levels are based on mosaic images at different resolutions and the lower level is improved edge detection.

This method is efficient for finding faces in complex backgrounds, when the face size and number of faces is unknown. It works with black and white images and is a flexible method for face recognition.

2.2.1.4 Motion Approach

The problem of face detection in still images is more challenging and difficult when compared to the problem of face detection in image sequence, since motion information can lead to probable regions where a person could be located. On the other hand, the results can be mistaken with other regions in the
image that move. For example in the case when the camera is mobile, we can encounter moving background.

The method of finding image is a feature-base approach. This finds features such as image edges, corners and other structures well localized in two dimensions. Firstly, the features are found in two or more consecutive images and after these features are matched between the frames. The algorithm eliminates the unimportant parts and creates an area of interest on the motion vectors. Alternatively, the features in one frame can be used as seed points at which to use other methods (for example, skin color detection on motion parts).

Motion is easy to implement. But alone can be hard to identify where the face of the human is.

2.2.2 Image Based Algorithms

The image base algorithms are known for their robustness for processing face detection (1). An example of this is the method proposed by Rowley (23), which uses neural networks. However, the limited computing capacity we are working with for this project, require that we narrow the research to methods that are able to run on the target platform. Below we present the methods we consider suitable for implementation on this project.

2.2.2.1 Template Matching Algorithms

Template matching is a technique for finding small parts of an image which match a template. For face detection it can be used an oval template for matching the shape of the head; and eliminate possible candidates that fit other criteria. For example, if it is first found all skin colored areas, and then match them to the template; it could be possible to find a face. In that case arms, hands, legs or other skin colored areas will be rejected as not-face area.
Cross correlation is a template matching algorithm that estimates the correlation between two shapes that have a similar orientation and scale. It is quite robust to noise, and can be normalized to allow pattern matching independently of brightness and offset in the images.

We find the cross-correlation algorithm to be of limited utility due to its assumption on geometric scale and orientation of the templates. Particularly this method for face detection is resource consuming. For the concern of this thesis we will rather use a method that increases the performance of the analysis.

2.2.2.2 Holistic Approach

In holistic methods, the face is taken as input data. One of the main algorithms that fall under this category is the eigenface method.

Eigenface method is based on the implementation of Principal Component Analysis (PCA) over images. To generate a set of eigenfaces, a large set of digitalized images of humans are taken under the same lighting conditions. The eyes and mouths are lined up and then the mean value of each pixel is extracted with use of the mathematical tool PCA. A matrix of covariance with the mean image is created. Finally, a calculation of eigenvectors and eigenvalues are done to the matrix to find the principal components of the image. This technique is considered the first facial recognition technology. It has also been used for handwriting analysis, lip reading, voice recognition and medical imaging. Other examples of holistic methods are fisher faces and support vector machines.

2.2.2.3 Hybrid Approach

The idea of this method comes from how human vision system sees both face and local features. The method proposed by Wang, combines both sound and picture analysis. The person initially talks and is estimated the
positions by using a microphone. After, the motion analysis estimates where the face can be. Some other examples of the hybrid approach are modular eigenfaces (25) and component-based methods (26).

2.2.3 Discussion for Face Detection

The main advantage of the feature-based methods (section 2.2.1), is the simplicity and intuitiveness of the classification rules. These methods are applicable for systems where color or motion is available.

Image-based approaches (section 2.2.2) are known for their high performance. Still, these methods are complex and require of training processes for improving results.

To increase the performance of the search for faces on an image, the best is to combine more than one method. A recent paper proposes machine learning algorithms to find suitable color space and simple decision rules (27), the method shows a way to overcome these difficulties. However, the limited resources we have on the mobile phone (section 3.2.5) limit our possibilities.

For this thesis we propose to use feature-based techniques. The image base algorithms require bigger storage space and a representative training dataset. Nevertheless, even though there is wide range of algorithms available for face detection. Tuning these algorithms on to our J2ME system will be a challenge.

2.3 Human-Robot Interaction (HRI)

Today, HRI has received much attention in robotics. According to Scholtz (28; 29), HRI is a cross disciplinary area, that involves psychology, sociology, cognitive science, communication and robotics. HRI refers to how
human and robot interact in a given situation. HRI has been a fraction of robotics research but it is still in its infancy as researches are more focused on achieving better control and mobility in robots (30) to create an interaction environment. If a robot is in direct contact with a human, it must have some natural means of communication (31). Therefore, speech and vision-based HRI are more widely used for natural HRI development as no equipments or tools are needed in between human and robot during the interaction process.

Human-Robot interaction currently takes many forms. Dangerous task such as urban search and rescue (32; 33) and hazardous material clean up (34) require a human operator to be removed from the physical location of the robot. The robots that assist the elderly and handicapped share the same physical space with their users, often transporting them through the world. Others, such as Sony’s AIBO\(^1\) and QIRO\(^2\) (Figure 2-3) provide entertainment and companionship for people.

The HRI is a subset of the field of human-computer interaction (HCI). HCI has been defined in many ways. One example is the definition used by the Curriculum Development Group of the Association for Computing Machinery (ACM) Special Interest Group on Computer-Human Interaction (SIGCHI) (35): “Human-computer interaction is a discipline concerned with the design, evaluation and implementation of interactive computing systems for human use and with the study of major phenomena surrounding them”. Since robots are computing intensive systems designed to benefit humans, we feel that HRI can be informed by the research in HCI.

---

1 AIBO “Artificial Intelligence roBOt”, homonymous with “companion” in Japanese
2 QIRO “Quest for cuRIOsity”, originally named Sony Dream Robot or SDR
2.3.1 Levels of Human-Robot Interaction

Scholtz (36) proposes three levels of human interactions that are possible. These levels are schematized in Figure 2-4. In the first, supervisory interactions take place between a human and a robot in a remote location. The supervisor needs to know the mission, an overview of the situation, the capabilities of the robot and any problems of how the robot interacts with other robots (if there are any). Scholtz points out that this interaction level is similar to the HCI domain of complex monitoring devices.

The second level of interaction is peer to peer, where each human and robot contributes to a team according to his/its capabilities. In this situation, the human user will need to know the status of the robot, the robot’s world model, other interactions that are occurring, and the robot’s action capabilities.

The final level of interaction is mechanic, where a user is teleoperating a robot, requiring the user to be a skilled user of the robot. In this level, the user needs to know similar things to the peer-to-peer level, but must also have information about the robot’s sensors, other jobs that need attention, effects of adjustments on plans and other interactions, and mission overview and timing constraints. This interaction level has several drawbacks, including the need for
high bandwidth communication, cognitive fatigue from repetitive task and information overload (37).

2.4 Discussion for HRI

The HRI (section 2.3), presented the different levels of interaction that a human and a robot can have. This thesis proposes an implementation of the second level of HRI proposed by Scholtz. The algorithm will let the robot do its task, after will check the results and compare them to what we can actually see.

Intelligent robotics is the outer core of the Figure 2-1. This is just a representation to what we could have been done if the resources and time were on our favor. Nevertheless, the developing of new technologies and the new interests on research on robotics will let the future researcher create Artificial Intelligence systems on portable mobile phones.
Chapter 3

System Development

Technology

3.1 Technology to Use

This chapter gives and insight to the technologies used as J2ME, Bluetooth, Wireless communication and controller of a stepper motor robot. This chapter can be used as reference for future readers. The section 3.2 is cited from the documentation and website of Sun Microsystems (38). This citation was needed for the importance of the background. This chapter can be used as reference for further work.

3.2 Java™ 2 Micro Edition (J2ME)

J2ME enables Java applications to run on devices with limited resources such as Personal Digital Assistants (PDA), mobile phone, interactive pager, etc. Being very much different from Java 2 Enterprise Edition (J2EE)/Java 2 Standard Edition (J2SE), the J2ME architecture is designed to be flexible,
modular and scalable in order to meet the market demand. This modularity and scalability are defined by J2ME technology in a model with three layers (38) of software built upon *Host Operating System* of the devices. These layers are illustrated in Figure 3-1 and explained below the image.

![Figure 3-1 High level view of J2ME](image)

- **Java Virtual Machine Layer.** This layer is implementation of a Java virtual machine (JVM) that is customized for a particular device’s host operating system and supports a particular J2ME configuration.
- **Configuration Layer.** The configuration layer is less visible to users, but is very important for profile implements. It defines the minimum set of Java virtual machine features and Java class libraries available on a particular category of devices representing a particular market segment. In a way, a configuration defines the “lowest common denominator” of the Java platform features and libraries that the developers can assume to be available on all devices of the same category.
- **Profile Layer.** A profile is layered on top of the configuration. This is the most visible layer to users and application providers. It defines the minimum set of Application Programming Interfaces (API) available on a particular “family” of devices representing a particular market segment, for instance washing machine thus portable to any device that supports that profile. Applications are written for a particular profile and are thus portable to any device that supports that profile. A device
can support multiple profiles. The mobile phone specific profile is defined under the name of Mobile Information Device Profile (MIDP).

Today’s mobile phones use Mobile Information Device Profile (MIDP) combined with Connected Limited Device Configuration (CLDC) as the J2ME run-time environment.

### 3.2.1 Configurations

A Configuration defines the basic J2ME runtime environment. This environment includes de K Virtual Machine (KVM) or other conformable VM which is more limited than the VM used in the standard edition of Java. Currently, two configurations are defined in J2ME (38).

- **Connected, Limited Device Configuration (CLDC).** CLDC is aimed at the low end of the consumer electronics range. The CLDC defines targeted Java platforms, which are small resource-constrained devices, each with a memory budget in the range of 160kB to 512kB (39). This configuration includes some new classes (shown in Table 3-1) designed specially to fit the needs of small-footprint devices.

- **Connected Device Configuration (CDC).** CDC addresses the needs of shared, fixed, connected information devices such as TV set-top boxes and web-screen phones that lie between those addressed by the CLDC and the full desktop system running J2SE. These devices have more memory (typically more than 2 MB) and processors that are more capable, hence they can support much more complete Java software environment. To ensure upward compatibility between configurations, the CDC shall be a superset of the CLDC.

The target device of this thesis is a mobile phone, which will be described on the section 3.2.5 is using CLDC packages. We developed a client application on the top of the MIDP with extends the CLDC. Although the CLDC
layer is not as visible as the MIDP layer to the application programmers, it is essential to understand the CLDC first because it defines the significant differences between J2ME and the well-acquainted J2SE environment.

### Table 3-1 CLDC packages

<table>
<thead>
<tr>
<th>Package</th>
<th>Provides</th>
</tr>
</thead>
<tbody>
<tr>
<td>java.io</td>
<td>Provides classes for input and output through data streams</td>
</tr>
<tr>
<td>java.lang</td>
<td>Provides classes that are fundamental to the Java programming language</td>
</tr>
<tr>
<td>java.lang.ref</td>
<td>Provides support for weak references</td>
</tr>
<tr>
<td>java.util</td>
<td>Contains the collection classes, and the date and time facilities</td>
</tr>
<tr>
<td>javax.microedition.io</td>
<td>Classes for the GCF</td>
</tr>
</tbody>
</table>

### 3.2.2 CLDC Requirements and Specification

The minimum total memory budget required by a KVM implementation is about 160 kB, including the virtual machine, the minimum Java class libraries specified by the configuration, and some heap space for running Java applications. A more typical implementation requires a total memory budget of 256 kB, of which half is used as heap space for applications, 40 to 80 kB is needed for the virtual machine itself, and the rest is reserved for configuration and profile class libraries. The ratio between volatile memory (e.g., DRAM) and non-volatile memory (e.g., ROM or Flash) in the total memory budget varies considerably depending on the implementation, the device, the configuration and the profile. A simple KVM implementation without system class pre-
linking support needs more volatile memory than a KVM implementation with system classes pre-located into the device (39).

In order to support a Java runtime environment with such limited resources, the CLDC defines reduced requirements for the virtual machine and the Java language specification. Compared to J2SE, the differences are as follows:

- **No object finalization and no weak references.** `Object. Finalize()` does not exist.
- **Limitations on error handling.** Most subclasses of `java.lang.Error` are not supported. Runtime errors are handled in an implementation-dependent fashion.
- **No support for the Java Native Interface (JNI) or reflection features.** In particular, there is no support for object serialization.
- **No user-defined class loaders.** An application cannot influence how classes are loaded. Only the runtime system can define and provide class loaders.
- **Class file verification is done differently.** The standard class verification process is too memory-consuming for small devices, so an alternate process was defined. The most of the verification work is separated into a *pre-verification* step that is typically performed on a server or desktop system before the class file is downloaded to the device. The pre-verified class flies are then processed on the device using a much simpler kind of verification that merely validates the result of the pre-verification step.

The CLDC includes pretty much limited number of classes and interfaces from `java.lang`, `java.io` and `java.util`. Besides, the CLDC defines the classes that make up the Generic Connection Framework or GCF for short. With the GCF, all communication is abstracted through a set of well-defined
interfaces. For example, to open a Web connection, a developer might simply write:

```java
Connector.open ("http://www.example.org");
```

The GCF is leveraged and extended by the MIDP to allow the creation of network-aware applications. Now that a basic understanding of J2ME is attained, we step forward to the MIDP and MIDlets technology.

### 3.2.3 MIDP – Java on Mobile Phone

The MIDP specification was defined through the Java Community Process (JCP) by an expert group of more than 50 companies, including leading device manufacturers, wireless carriers, and vendors of mobile software. It defines a platform for dynamically and securely deploying optimized, graphical, networked applications. The mobile information device profile is shown in Figure 3-2.

![Figure 3-2 the Mobile Information Device Profile](image)

Developers using the MIDP can write applications and deploy them quickly to a wide variety of mobile information devices. The MIDP has been widely adopted as the platform of choice for mobile applications. It is deployed globally on millions of phones and PDAs, and is supported by leading integrated development environments (IDE).
Companies around the world have already taken advantage of the MIDP to write a broad range of consumer and enterprise mobile applications. Today the MIDP 2.0 is implemented on many devices. It is a revised version of the older MIDO 1.0 specification, and includes new features such as an enhanced user interface, multimedia and game functionality, greater connectivity, over-the-air (OTA) provisioning, and end-to-end security. The MIDP 2.0 is backward compatible with the MIDP 1.0, and continues to target Mobile Information Devices (MIDs) such as mobile phones and PDAs.

3.2.4 MIDlets and MIDlets Suite

Java applications that run on the MIDP are known as MIDlets, and in some ways resemble J2SE concept of Applets. Like Applets, MIDlets must extend the MIDP-defined abstract class javax.microedition.MIDlet and provide a public default constructor, which enables the system software to create an instance of MIDlet. MIDlets run in an execution environment within the Java VM that provides a well-defined lifecycle controlled via MIDlet class methods, which each MIDlet must implement. This MIDlet lifecycle is examined in the following section.

A collection of one or more MIDlets is packaged together into one JAR (Java archive) file to form a MIDlet suite. All the MIDlets in a suite share both static and runtime resources of their host environment, e.g. classes loaded into their mutual Java VM and persistent storage; in the MIDP 2.0 though, inter-suite access is allowed as for the persistent storage, if explicit permission is given.

3.2.4.1 MIDlets Life cycle

MIDlet has one more analogy to Applet: like the Applet’s start, stop and destroy methods, the MIDlet class defines three abstract methods that the system software calls to start, pause and destroy an application.
On a mobile information device (MID), an Application Management Software (AMS) controls the activation and deactivation of MIDlets. The AMS also maintains state information about each MIDlet. As Figure 3-3 shows, there are only three states possible:

- **Active** – the application is running.
- **Paused** – the application has yet to run or is in an idle state.
- **Destroyed** – the application is terminated

![Figure 3-3 MIDlet life cycle](image)

The destroyed state indicates that a MIDlet has terminated and resource associated with it can be freed by the system. Once in the destroyed state, the MIDlet cannot transition back to the other state. Again, developers are to implement the `destroyApp` method in a proper way so that the important data are saved, all the allocated resources are released, any background threads are terminated and any active timers are stopped as well as all the connections are closed. Remember, finalizes do not exist in the CLDC-based profiles, so the only way to free the resource used by an object is to do it explicitly.
3.2.4.2 MIDlet Packing

MIDlets need to be properly packaged before they can be delivered to a
device for installation. A single JAR file must contain all the required class files
and any images (e.g. icons), or other files to which the MIDlet needs access at
runtime. Apart from CLDC and MIDP classes and any vendor-specific classes,
the JAR file must be complete in itself. The reason for that is the prohibition
imposed by the MIDP on the class file sharing between suites or dynamic
downloading and installation of new classes as an application runs. Packing
information that tells the device what is in the JAR must be supplied in the
JAR’s manifest file. The manifest file defines important information about
MIDlet, such as the name, main class, and icon as well as information about
vendor and required profile and configuration versions.

The JAR file is accompanied by an external file called the Java Application
Descriptor (or JAD file). It is similar to the manifest; in fact, the two files share
some data in common. But more importantly, the JAD file gives the information
that helps the decision whether to download the complete JAR file and install or
not. This information includes the size of the JAR file, the minimum amount of
persistent memory required by the application, the version number, and so on.
Placing this information in a separate file instead of in the JAR enables the
device to quickly download the JAD file for analysis by the MIDP installation
software.

3.2.5 Target Device SE Z520i

To accomplish this thesis we are using a Sony Ericsson Z520. The main
technical specification of this device is summarized in Table 3-2 Sony Ericsson
Z520 technical specifications (40). The SE Z520 is a quad-band, clamshell phone
with both internal and external screens.
Worth to mention is that there is no limit set to the maximum JAR size. Moreover, the Bluetooth power class 2, that is using maximum 4dBm radio link, which operates in the globally available 2.4 GHz radio frequency band, ensures fast and secure communication up to a range of 10 meters. This is essential for the communication between camera and robot.

**Table 3-2 Sony Ericsson Z520 technical specifications**

<table>
<thead>
<tr>
<th>Vendor</th>
<th>Sony Ericsson</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operating System</td>
<td>Sony-Ericsson OS</td>
</tr>
<tr>
<td>Developer Platform</td>
<td>MIDP/2.0, JTWI/1.0</td>
</tr>
<tr>
<td>Configuration</td>
<td>CLDC/1.1</td>
</tr>
</tbody>
</table>
| Java Technology   | • JSR 139 CLDC 1.1  
|                   | • JSR 118 MIDP 2.0  
|                   | • JSR 120 Wireless Msg API  
|                   | • JSR 75 File and PIM API  
|                   | • Java™ API for Bluetooth (JSR 82)  
|                   | • The following functions for the JSR 135 Mobile Media API:  
|                   |   o Audio playback  
|                   |   o Video playback  
|                   |   o Camera snapshot  |
| Memory            | Up to 16 MB (depending on software configuration/file content)  |
| Max JAR Size      | Memory allocated dynamically      |
| Network Data Support| GPRS                        |
| Band Functionality| GSM (Global System for Mobile Communications)  |
| Bluetooth         | Bluetooth Specification 2.0       |
| Screen Display    | • Type: Full graphical  
|                   | • Resolution: 128 x 160 pixels   |
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3.2.6 Utility Tools

3.2.6.1 Wireless Toolkit

The J2ME Wireless Toolkit, or WTK for short, consists of sets of tools that provide application developers with the emulation environments, documentation and examples needed to develop application target at MIDP compliant mobile phones.
The Sun Java Wireless Toolkit 2.5.1 for CLDC is a state-of-the-art toolbox for developing wireless applications that are based on J2ME’s Connected Limited Device Configuration (CLDC) and Mobile Information Device Profile (MIDP). Once you have written your MIDlet code on a text editor or on an IDE, the WTK would be the first choice of tool to test the code on its emulator. Besides emulating, you can also build, package and sign the MIDlet suites. The lack of emulation on device made me look for other options.

![Connection Proxy](image)

**Figure 3-5 Connection proxy SE SDK**

For this thesis and since we are using a SE mobile phone it makes sense to use the Sony Ericsson SDK 2.2.4 for the Java ME Platform. In mainly works as the WTK of Sun but it has a bit more specific functions to the SE mobile phones. The major difference is in the SDK connection proxy (Figure 3-5) and phone side SDK agent which provide a more stable and efficient channel for interaction between the Java platform and SDK e.g. on-device debugging (VM) and device explorer. In essence, the SDK is a WTK 2.5.0 foundation, which is customized to better reflect the Sony Ericsson Java platform characteristics.
3.2.6.2 **Eclipse with J2ME plug in**

During the work with this thesis, some Java Integrated Development Environments (IDEs) have been explored. The Eclipse IDE is convincing due to its high usability. It is open-source and freely available. Using native GUI libraries, it gives the developer a much better look-and-feel than the other IDEs. Eclipse is a framework for Java development, meaning that its functionality can be extended by the use of plug-ins. One suitable plug-in was found for J2ME application development during the work with this thesis, the EclipseME plug-in (41). With the EclipseME plug-in installed, MIDlet suites can be created easily with the Eclipse IDE. It is also fully proved with the SE SDK and even though it has some small problems when running the emulator, for example problem to connect to device is not a big issue. The Eclipse SDK version 3.2.2 and EclipseME 1.6.8 plug in was used without major problems.

3.3 **Bluetooth**

Bluetooth is a standard for short range, low power, low cost wireless communication that uses radio technology. Ericsson Mobile Communications started developing the Bluetooth system in 1994, looking for a replacement to the cables connecting mobile phones and their accessories. Ericsson joined forces with Intel Corporation, International Business Machines Corporation (IBM), Nokia Corporation, and Toshiba Corporation to form the Bluetooth Special Interest Group (SIG) in early 1998. Over 2100 companies around the world already support the resulting Bluetooth specification, developed by Bluetooth SIG. Bluetooth technology. The Wireless Personal Area Network (WPAN) technology, based on the Bluetooth Specification, is now and IEEE standard under the denomination of 802.15 WPANs.
The Bluetooth system is named after a tenth-century Danish Viking king, Harald Blåtand, who united and controlled Norway and Denmark. The first Bluetooth devices hit the market around 1999.

The Bluetooth SIG is responsible for further developed of the Bluetooth standard. Sony Ericsson, Intel, IBM, Toshiba, Nokia, Microsoft, 3COM, and Motorola are some of the companies involved in the SIG. The composition of the Bluetooth SIG is one of the major strengths of the Bluetooth technology. The mixture of both noticeable software and hardware suppliers participating in the further development of the Bluetooth technology ensures that Bluetooth products are made available to end users. Microsoft supports Bluetooth in their Microsoft Windows Operating System (OS); hence, Bluetooth software is made available to the vast majority of the desktop software market. At the time of writing, Intel is including Bluetooth technology in several new main board chipsets, especially for laptop computers. Both Nokia and Sony Ericsson include Bluetooth technology in their latest mobile phone. This all adds up to a wide availability of the Bluetooth technology for end-users. Information of more commercial nature about the Bluetooth technology is available on the Bluetooth technology website.

This thesis project uses the Bluetooth Specification version 1.1, the Bluetooth version implemented in most mobile devices at the moment. However, the Bluetooth 1.2 specification is already completed and the Bluetooth 2.0 specification is in the works. At the time of writing, Enhanced Data Rate (EDR) Bluetooth has just been introduced by the Bluetooth SIG, raising the gross air data rate from 1 Mbps to 2 Mbps or 3 Mbps. Devices conforming to these new specifications will probably show up shortly after the completion of this Master thesis.
3.3.1 Bluetooth Architecture

The Bluetooth specification aims to allow Bluetooth devices from different manufacturers to work with one another, so it is not sufficient to specify just a radio system. Because of this, the Bluetooth specification does not only outline a radio system but a complete protocol stack to ensure that Bluetooth devices can discover each other, explore each other’s services, and make use of these services.

The Bluetooth stack is made up of many layers, as shown in Table 3-3. The Host Controller Interface is usually the layer separating hardware from software and is implemented partially in software and hardware/firmware. The layers below are usually implemented in hardware and the layers above are usually implemented in software. Note that resource constrained devices such as Bluetooth headsets may be all functionally implemented in hardware/firmware.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Applications</td>
<td>Bluetooth profiles guide developers on how applications should use the protocol stack</td>
</tr>
<tr>
<td>Telephony Control System (TCS)</td>
<td>Provides telephony services</td>
</tr>
<tr>
<td>Service Discovery Protocol (SDP)</td>
<td>Used for service discovery on remote Bluetooth devices</td>
</tr>
<tr>
<td>WAP and OBEX</td>
<td>Provide interfaces to higher layer parts of other communications protocols</td>
</tr>
<tr>
<td>RFCOMM</td>
<td>Provides an RS-232 like serial interface</td>
</tr>
<tr>
<td>Logical Link Control and Adaption Protocol (L2CAP)</td>
<td>Multiplexes data from higher layers and converts between different packet sizes</td>
</tr>
<tr>
<td>Host Controller Interface</td>
<td>Handles communication between the</td>
</tr>
</tbody>
</table>
The interested readers will find further information about layers of the Bluetooth stack in the Bluetooth book by Bray and Sturman (42) and in the Bluetooth specification (43).

### 3.3.2 EZURiO Bluetooth Development Kit

The EZURiO Development Kit (44) is designed to support the development of hardware, applications and software for the EZURiO range of BISM II Bluetooth Intelligent Serial Modules and WISM Wireless LAN modules. The EZURiO development kit is available in five options to cover the widest range of wireless technologies, including hardware support for development of applications.

The development board allows the EZURiO Bluetooth or Wireless LAN Module to be connected to a PC or a mobile phone. This device will be the connection between the mobile phone and the robot.

![Figure 3-6 EZURiO – Wireless Development Kit](image)

<table>
<thead>
<tr>
<th>Layer</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Link manager Protocol</td>
<td>Controls and configures links to other devices</td>
</tr>
<tr>
<td>Baseband and Link Controller</td>
<td>Controls physical links, frequency hopping and assembling packets</td>
</tr>
<tr>
<td>Radio</td>
<td>Modules and demodulates data for transmission and reception on air</td>
</tr>
</tbody>
</table>
3.3.2.1 EZURiO Terminal

The development board will connect to any Bluetooth module to the serial port of the other device, which can be also a virtual serial port. From the PC is possible to communicate with the module using the EZURiO Terminal application (Figure 3-7 EZURiO Terminal)

![Figure 3-7 EZURiO Terminal](image)

The lack of information around the use of this device caused some problems under developing. We will describe this problem on Chapter 5.

3.4 Stepper Motor

A stepper motor is an electromechanical device which converts electrical pulses into discrete mechanical movements. The shaft or spindle of a stepper motor rotates in discrete step increments when electrical command pulses are applied to it in the proper sequence. The motors rotation has several direct relationships to these applied input pulses. The sequence of the applied pulses is directly related to the directions of motor shafts rotation. The speed of the motor shafts rotation is directly related to the frequency of the input pulses and the length of rotation is directly related to the number of input pulses applied.
A stepper motor consists of a set of coils that produce magnetic fields and interact with the fields of permanent magnets (PM), called the rotor. The different coils are switched on and off in a specific sequence to cause the motor shaft to turn through the desire angle. The motor can operate in either direction. When the coils of a stepper motor receive current, the rotor shaft turns to a certain position and then stays there unless or until different coils are energized. Unlike a conventional motor, the stepper motor resist external torque applied to the shaft once the shaft has come to rest with current applied.

A stepper motor's design is virtually identical to that of a low-speed synchronous AC motor. In that application, the motor is driven with two phases AC, one phase usually derived through a phase shifting capacitor. Another similar motor is the switched reluctance motor, which is a very large stepping motor with a reduced pole count, and generally closed-loop commutated.

3.4.1 Advantages

1. The rotation angle of the motor is proportional to the input pulse.
2. The motor has full torque at standstill (if the windings are energized)
3. Precise positioning and repeatability of movement since good stepper motors have an accuracy of 3 – 5% of a step and this error is non cumulative from one step to the next.
4. Excellent response to starting/ stopping/ reversing.
5. Very reliable since there are no contact brushes in the motor. Therefore the life of the motor is simply dependant on the life of the bearing.
6. The motors response to digital input pulses provides open-loop control, making the motor simpler and less costly to control.
7. It is possible to achieve very low speed synchronous rotation with a load that is directly coupled to the shaft.
8. A wide range of rotational speeds can be realized as the speed is proportional to the frequency of the input pulses.

### 3.4.2 Disadvantages

1. Resonances can occur if not properly controlled.
2. Not easy to operate at extremely high speeds.

![Figure 3-8 Magnetic flux through two-pole stepper motor](image)

### 3.4.3 Phases, Poles and Stepping Angles

Usually stepper motors have two phases, but three- and five-phase motors also exist. A bipolar motor with two phases has one winding/phase and a unipolar motor has one winding, with a center tap per phase. Sometimes the unipolar stepper motor is referred to as a “four phase motor”, even though it only has two phases.

Motors that have two separate windings per phase also exist—these can be driven in either bipolar or unipolar mode. A pole can be defined as one of the regions in a magnetized body where the magnetic flux density is concentrated. Both the rotor and the stator of a step motor have poles. In reality several more poles are added to both the rotor and stator structure in order to increase the number of steps per revolution of the motor, or in other words to provide a smaller basic (full step) stepping angle. The permanent magnet stepper motor
contains an equal number of rotor and stator pole pairs. Typically, the PM motor has 12 pole pairs. The stator has 12 pole pairs per phase. The hybrid type stepper motor has a rotor with teeth. The rotor is split into two parts, separated by a permanent magnet—making half of the teeth south poles and half north poles. The number of pole pairs is equal to the number of teeth on one of the rotor halves. The stator of a hybrid motor also has teeth to build up a higher number of equivalent poles (smaller pole pitch, number of equivalent poles = 360/teeth pitch) compared to the main poles, on which the winding coils are wound. It is the relationship between the number of rotor poles and the equivalent stator poles, and the number the number of phases that determines the full-step angle of a stepper motor. In Figure 3-8 we can see the magnetic flux path through a two-pole stepper motor, with a lag between the rotor and stator.

\[
\text{Step angle} = \frac{360}{(N_{Ph} \times Ph)} = \frac{360}{N}
\]

\[N_{Ph} = \text{Number of equivalent poles per phase} = \text{number of rotor pole}\]

\[Ph = \text{Number of Phases}\]

\[N = \text{Total number of poles for all phase together}\]

3.5 ROBIN: Hardware & Software

The Robotics and Intelligent Systems Group (ROBIN) (45), and its robotic laboratory (46) consist of different types of robots. The robots are made by Mats Høvin. For this thesis it was designed a mobile phone holder with two stepper motors which gave the option of moving in a (x, y) axis.

The structure was designed with SolidWorks, a 3D mechanical CAD program that can print out in ABS-plastic with the ROBIN’s 3D printer “Dimension SST768”. The program used to control the printer is CatalystEX. The maximum structure size that this printer allows is 203x203x305 mm. The time used for producing is about 10 min/cm².
The stepper motor used for this robot is a bipolar stepper motor with a rotor made up of a permanent magnet from ELFA with number 42PM100S01. In Figure 3-9 we can see a picture of the first prototype of implementation. To connect this stepper motor we used a Dual Full-Bridge Motor Driver. For further details of the motor driver, Data Sheet can be consulted (47).

Figure 3-9 First prototype of implementation

The Motor Driver is connected to the output pins of the EZURiO antenna and the communication via Bluetooth is established with the phone. The connection protocol is explained in Chapter 5.
Chapter 4

Images and Features

This chapter gives an introduction to color spaces. Present the RGB and Y’CbCr color spaces and the conversion between them. My own implementation for skin detection using color spaces is presented in section 4.1.4. All calculations and data handling in this section were performed in Matlab. The section 4.2 will present the design architecture of the program for better efficiency and control of the developed program.

4.1 Color Space

A color space is a mathematical way of representing colors as data, typically as three or four values or color component (48; 49). Different color spaces have historically evolved for different applications. In each case, a color space was chosen for applicable reasons. A choice was made on a particular color space because the mathematical elements needed to process were simpler or faster. A certain choice was better because it required less storage and bandwidth on digital buses.

Whatever historical reasons caused color space choices in the past, the convergence of computers, the internet, and a wide variety of video devices, all using different color representations, is forcing the digital designer today to
convert between them. Converters are useful for a number of markets, including image processing and filtering. The converter’s basic function is to convert form one color space to another. Along this section the color spaces RGB and Y’CbCr is described and the way they can convert to get a better result on skin color analysis. An implementation for skin color analysis is done in section 4.1.4.

### 4.1.1 RGB Color Space

RGB color space is a simple and robust color definition used in computer systems and the Internet to help ensure correct mapping of a color from one platform to another without significant loss of color information (49; 50; 9). RGB uses three numerical components to represent a color. This color space can be thought of as a three-dimensional coordinate system whose axes correspond to the three components, R or red, G or green, B or blue. RGB is the color space used by computer displays (Figure 4-1). RGB corresponds most closely to the behavior of the human eye (48).

![Figure 4-1 RGB color space](image)

RGB is an additive color system. The three primary colors red, green and blue are added to form the desired color. Gamma-corrected values are noted R’G’B’. Each component has a range of 0 to 255 (for an 8-bit representation), with all three 0s producing black and all three 255s producing white. The Figure 4-2 shows the RGB color cube (on the left) with the eight corners.
4.1.2 Y'CbCr Color Space

Y'CbCr color space was developed as part of the Recommendation ITU-R BT.601 for worldwide digital component video standard and is used in television transmission. Y'CbCr is a version of the YUV color space where Y represents luminance (or brightness), U represents color, and V represents the saturation value. Here the RGB color space is separated into a luminance part (Y') and two chrominance parts (Cb and Cr).
The historical reason for this choice, over R'G'B' were to reduce storage and bandwidth. Since the eye is more sensitive to change in brightness than change in color, the reduction in bandwidth requirement seemed a valid trade for little or no visual difference.

To generate the same color in the RGB format, all three-color components should be of equal bandwidth. This requires more storage space and bandwidth. In addition, processing an image in the RGB space is more complex since any change in the color of any pixel requires all the three RGB values to be read, calculation performed, and then stored. In the color information, is stored in the intensity and color format, some of the processing steps can be made faster.

As a result, Cb and Cr provide the hue\(^3\) and saturation information of the color and \(Y'\) provides the brightness information of the color. \(Y'\) is defined to have a range of 16 to 235 and Cb and Cr have a range of 16 to 240 with 128 equal to zero (48).

<table>
<thead>
<tr>
<th></th>
<th>Normal Range</th>
<th>White</th>
<th>Yellow</th>
<th>Cyan</th>
<th>Green</th>
<th>Magenta</th>
<th>Red</th>
<th>Blue</th>
<th>Black</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Y)</td>
<td>16 to 235</td>
<td>180</td>
<td>162</td>
<td>131</td>
<td>112</td>
<td>84</td>
<td>65</td>
<td>35</td>
<td>16</td>
</tr>
<tr>
<td>(Cb)</td>
<td>16 to 240</td>
<td>128</td>
<td>44</td>
<td>156</td>
<td>72</td>
<td>184</td>
<td>100</td>
<td>212</td>
<td>128</td>
</tr>
<tr>
<td>(Cr)</td>
<td>16 to 240</td>
<td>128</td>
<td>142</td>
<td>44</td>
<td>58</td>
<td>198</td>
<td>212</td>
<td>114</td>
<td>128</td>
</tr>
</tbody>
</table>

\(^3\) Hue is one of the tree main attributes of perceived color, in addition to lightness and chrome. Hue is also one of the tree dimensions in some color spaces along with saturation.
Figure 4-2 shows the Y’CbCr color cube (on the right) with the eight corners converted from the RGB color cube.

### 4.1.3 Converting from RGB to Y’CbCr

The main advantage of converting the image to the Y’CbCr domain is that influence of luminosity can be removed during our image processing. In the RGB domain, each component of the picture (red, green and blue) has a different brightness.

A color in the RGB color space is converted to the Y’CbCr color space using the following equations:

\[
Y' = 0.257R + 0.504G + 0.098B + 16
\]
\[
Cb = -0.148R - 0.291G + 0.439B + 128
\]
\[
Cr = 0.439R - 0.368G - 0.071B + 128
\]

The gamma gamma-corrected RGB values, are represented as R’G’B’. However, in this case the input value of RGB is not gamma corrected.

A paper on skin color model in Y’CbCr color space for face detection (51), presents a plot with the tree axes showing the analysis to skin color pixels. The Cb and Cr components give a good indication on whether a pixel is a part of the skin or not. Another resent paper (21), plots the Cb and Cr components of the color space Y’CbCr and establish that is not necessary to plot the Y’ component of luminosity.

### 4.1.4 Implementation for Skin Color Detection

For this thesis, I created a sample picture with skin color taken with the digital camera of the mobile phone (presented in section 3.2.5) to prevent

---

4 The basic color space conversion equations are defined in ITU-R BT.601 standard
differences of the lens quality. The skin color sample is shown in Figure 4-3. These clips are taken from different lighting conditions and people from diverse ethnicity.

The goal of this sample is to identify the limits for skin detection in digital images taken with the mobile phone camera SE Z520i (presented in section 3.2.5).

![Figure 4-3 Skin Color clips from different pictures to generate Cr Cb graphic](image)

The skin color distribution can clearly be seen in Figure 4-4 and Figure 4-5, which are the Cb and Cr values of all the pixels that are part of the face in the image presented just above. These images are generated with Matlab (source code can be found in Appendix A). There is a strong correlation between the Cb and Cr component of the entire training image, to reveal the comparison between faces and non faces in the Y’CbCr space I also run the program with other images containing not just skin color, but background and non skin colors; and the results are shown in Figure 4-6. From this figure, it is apparent that background and faces can be distinguished by applying maximum and minimum threshold values for both Cb and Cr components. Note, however, that even with proper thresholds, images containing other parts of the body, such as exposed arms, legs and other skin, will be captured, and most be removed in following image processing steps.
Figure 4-4 Skin pixel in Y'CbCr color space plotting Cr and Cb

Figure 4-5 Skin pixel in Y'CbCr color space plotting Cr and Cb
The thresholds where chosen based on the plot from Figure 4-5 and are as following:

\[ 145 < Cr < 196 \]
\[ 150 < Cb < 190 \]

Narrowing down these thresholds increases the probability that the accepted pixels are actually part of the skin and that most of the background is rejected. The main disadvantage is that also a lot of actual skin pixels are rejected, which might be a problem in future steps in the algorithm. Broadening the thresholds obviously detects most of the skin pixels, but will also include a lot of non-skin pixels. The values above gave us the best results.

An alternative to threshold in the Y’CbCr space is to use the HSV domain (color hues, saturations and values). Appendix B presents thresholds based on the hue and saturation values in a similar method to that used previously for the Y’CbCr space.
4.2 Application Design

For having a better overview and flexibility on the program, the Model-View-Controller architecture (MVC) is implemented. In everyday software development, is often encounter the same problem over and over again. Rather than solve the same problem each time, it makes sense to document the solution and re-use it. Design patterns are essentially documented, generalized solutions to common problems in application development. There are two phases for implementing a design pattern: understanding it then using it. In this section the MVC is explained.

4.2.1 What is MVC?

The MVC pattern consists of the three parts: model, view and controller. The model represents the data and rules that govern access to and updates of this data. The view is the actual screen that displays data and related commands to the user. The controller receives user actions and dispatches them to the model.

Figure 4-7 is a simple diagram of the MVC pattern. The view contains the graphical user interface, which is the part of the application the user can see. When the user alters the data on the screen and then initiates an action that action goes to the controller. The controller determines what kind of action has been requested and calls the appropriate interfaces of the model. The model can consist of several components, classes or packages, depending on the technology that implement the application’s business logic.

Notice that the view has registered itself to the model. The model notifies the view of data changes in its various components. This way, the view does not have to poll the model about changes in the application data.
Figure 4-7 Elements of the MVC design pattern
Chapter 5

Implementation and System Integration

This chapter will give a description of the program that was developed for this thesis. Simplified code samples are provided throughout the chapter, aiming to show how the MIDlet is completed and the different approaches. Complete source code can be found in Appendix C. Section 5.1 describes the structure of the program, presenting the MVC model and showing the UML diagram of the general approach. Next, in section 5.2 a general description of the classes is presented. In section 5.3 the image analysis is explained, the implementation of the approaches include black areas, motion and skin color areas analysis. In section 5.4 a comparison of the implementation and experimental results are given. Finally a short description of the Robot Controller implementation is presented in section 5.5.

5.1 Structure of the program

5.1.1 MVC implementation

The MVC model design presented in section 4.2, is used for achieving a flexible and efficient structure. The classes are divided as shown in Figure 5-1.
The solid lines indicate a direct association, and the dashed lines indicate an indirect association.

In this implementation there are stationary classes, which are included in the Controller and View. The Model, on the other hand is changed according the approach. This design gives a wide flexibility for tuning to the needs of the program towards the different solutions.

To get a better explanation of the use of each class, section 5.2 will present a general description of the program.

5.1.2 UML diagram

The structure of the application implemented for this thesis, is shown in the UML diagram (Unified Modeling Language) of the program (Figure 5-2). The UML diagram contains the graphical representation of the classes and their connections. The name of the different classes and the methods implemented on
each of them are presented. The arrows point to the direct connection between the modules.

Figure 5-2 UML diagram
5.2 Class description

5.2.1 ProjectMIDlet

The ProjectMIDlet is the main controller of the program. As presented in section 3.2.4.1, this is the part of the program used to start, stop, pause and destroy the application. The ProjectMIDlet is the most important file within J2ME programming.

When the ProjectMIDlet is started, it generates all the necessary objects to run the program. This MIDlet creates the bridge between the CameraController and Camera Canvas. This part of the program also has an indirect feedback from the View by reading the key pushed by the user.

5.2.2 Graphical User Interface (GUI)

The GUI implementation contains two classes, CameraController and CameraCanvas. These classes are implemented in this project to control what will be shown on the display of the mobile phone. This is the interaction part between the application and the user.

CameraController contains the commands actions chosen by the user. The class CameraCanvas controls what is shown on the display. This of the GUI is necessary to be able to show online video of the camera. The CameraCanvas in general, controls what is shown in the display.
5.2.3 Image Processing

The Image Processing implementation is the most important part in this thesis. The ImageAnalyzer starts its functions when a picture is taken and sent to analyze. This class reads in the image and creates an object with the outer coordinates of the area of interest. For the reason that working with images is source consuming, from this point, it also generates a Boolean array with the same size as the image and map with “true” all the pixels that fulfill the requirements. Finally in a list of Vectors is saved the objects created. In section 5.3, the image analyzer is described.

5.2.4 Coordinate

The Coordinate will receive a vector of Objects created by the ImageAnalyzer. This class will compare the parameters established and decide which Object best accomplishes the requirements.

The best ranked Object or Objects, will generate a coordinate of its center. The Model section of the applications ends up when the coordinate is sent as (x, y) to the Robot Controller.

5.2.5 Robot controller

After the analysis of the picture is done, the coordinate is sent to the RobotController as (x, y).

This part of the program generates a connection with the external Bluetooth device blu2 and sends commands for the robot to move according with the position of the target.

Robot Controller gets the coordinate and generates the instructions to move it to the coordinate in the middle of the picture. In this case the entire
picture is 160x120 pixels. This will mean that the middle coordinate will have to be (80, 60)

The proposed implementation of the robot controller, uses Bluetooth communication and output stream. As shown in section 3.3.2.1, the development kit from EZURiO can be controlled with a R232 virtual port. And by using AT commands we can start and stop a signal on the circuit. The implementation is shown in section 5.5.

5.3 Image Analysis Implementation

The main focus of this thesis is the picture analysis or the Model part of the program (section 5.1) to achieve face detection on a mobile phone. A solution for reducing time during reading input data of the picture is presented by introducing the parameter Scan Resolution in section 5.3.1. The approaches to image analyzer I implemented and tested are:

- Black Areas (section 5.3.2)
- Motion (section 5.3.3)
- Skin color detection (section 5.3.4)

Finally, the results of the experiments are in section 5.4. The testes on the different image analysis are run with Eclipse and Wireless Toolkit from Sony Ericsson (3.2.6). Nevertheless, this tools use the mobile phone to run the analysis. That gives a better overview of the time it will take without the use of the utility tools.
5.3.1 Optimizing the Search

Reading the input image can be time consuming. During the early implementation of the algorithm, I found that when reading the entire image for analyzing, the program has to read $160 \times 120 = 19200$ pixels.

With the reduced capacity of the mobile phone, the scan and analysis of the image takes in average 10 seconds to be completed. The need of implementing a method to enhance the speed gave as a result the creation of the parameter called scan resolution.

Scan resolution is defined by the steps between each checked pixel in the image. In Figure 5-3 an example is presented of the scan resolution equal 2 and 4. Where the dark painted areas are the checked pixels and the light painted areas are the not checked pixels.

![Figure 5-3 Pixel check with scan resolutions of 2 and 4](image)

To compare the time and accuracy of the parameter scan resolution, it was created an example image with random dark elements in different sizes. The dark areas approach (section 5.3.2) was used as base for the tests. The same test picture was taken several times and run with the different scan resolution. The average time and results of accuracy are shown in Table 5-1.
Table 5-1 Evaluation of test results with different scan resolutions.

<table>
<thead>
<tr>
<th>Resolution</th>
<th>Checked pixels</th>
<th>Average Time (s)</th>
<th>Accuracy (items found)</th>
<th>Reduced speed (%)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 – All the pixels are checked</td>
<td>19200</td>
<td>10.52</td>
<td>100%</td>
<td>0%</td>
<td>All the elements are detected, is taking a long time</td>
</tr>
<tr>
<td>2 - each second pixel is checked</td>
<td>9600</td>
<td>6.18</td>
<td>100%</td>
<td>41.24%</td>
<td>All the elements are detected, but it still uses a long time to check the entire image</td>
</tr>
<tr>
<td>4 – every forth pixel</td>
<td>2400</td>
<td>3.27</td>
<td>83%</td>
<td>68.86%</td>
<td>Just elements smaller than 3x3 pixels are sometimes not detected. Speed improved but accuracy reduced</td>
</tr>
<tr>
<td>6 - every sixth pixel</td>
<td>1080</td>
<td>2.58</td>
<td>50%</td>
<td>75.50%</td>
<td>Elements of 5x5 are sometimes not detected, the improvement of the runtime drops</td>
</tr>
<tr>
<td>8 – every 8th pixel is checked</td>
<td>600</td>
<td>2.22</td>
<td>40%</td>
<td>78.90%</td>
<td>Elements of 7x7 are not detected, the improvement of the time is almost undetectable</td>
</tr>
</tbody>
</table>
After analyzing Table 5-1 and comparing the data with help of Figure 5-4, I propose to use the scan resolution of 4. This resolution gives both speed improvement and accuracy. The time improves by almost 70% and the accuracy still high in 83% of the cases. The implementation of the parameter scan resolution is shown in the code below.

```java
for(int x=0; x<image.getWidth(); x+=scanResolution/2){
    if (isOdd){
        initialValue = scanResolution/2;
        isOdd = false;
    } else {
        initialValue = 0;
        isOdd = true;
    }
    for(int y=initialValue;y<image.getHeight();y+=scanResolution){
        //This implementation reads the pixel according with
        //the resolution.
    }
}
```

5.3.2 Dark Areas Analysis

The first approach is defined as localization of dark areas on a white background. This is a simplified approach for image processing. The analysis
first gets a picture and read the pixels according with the scan resolution defined. To identify a dark pixel and prevent noise, a threshold of luminance is established. By using the formula of $Y'$ introduced in section 4.1.3 the luminance is calculated.

$$Y' = 0.257R + 0.504G + 0.098B + 16$$

Dark pixel defined as $Y' < 70$

All pixels with luminance less than 70 are considered as Dark Pixels. The code used for this implementation is shown below.

```java
public boolean isDark(int pixelValue){
    int red = (pixelValue & 0x00FF0000) >> 16;
    int green = (pixelValue & 0x0000FF00) >> 8;
    int blue = pixelValue & 0x000000FF;
    double lum = (0.257*red)+(0.504*green)+(0.098*blue)+16;
    return lum < 70;
}
```

5.3.2.1 Implementation of Search for Dark Areas

As explained in section 5.3.1, the program do not check all the pixels. When searching for dark pixels and when the program finds a group of pixels that fulfill the requirement, there is the need to connect these pixels to one or two areas. In Figure 5-5 it is presented a fragment of an image that locates the same amount of dark pixels but presets two cases. The pixels found are either belonging to one single dark area or they are divided in to two different dark areas.
To connect each of these pixels to a dark area, the implemented algorithm first finds a dark pixel, and after will check the neighbor pixels until locate the entire object.

In Figure 5-6, the graphical representation of the search is shown. By assuming that a dark pixel is found, the search will expand to the upper and downer edge and define the minimum and maximum value of $y$. After it will move to the left and right to find the minimum and maximum value of $x$.
When the search is completed, the ImageAnalyzer class will create a DarkArea object with the coordinates of the outer edges of that area \([\text{minX, minY}, \text{maxX, maxY}]\).

### 5.3.2.2 One Dark Area

The first case of implementation within DarkAreas approach is to find one single dark area on a white background (Figure 5-7). With the implementation shown above, it can be found any dark area within any background since luminance is the only parameter used.

![Figure 5-7 One dark area in figure](image)

The Coordinate class will give back the \((x, y)\) values of the center of the dark area.

### 5.3.2.3 Two dark areas

The second case for DarkAreas implementation is a simulation of the eyes of a person. In this case the algorithm will give back the coordinate of the middle point between the two areas.
For this implementation and to avoid noise, once found all the dark Areas and creating the list with all this elements found; this list is sent to Coordinate class to analyze each area to find two which are the same size.

![Figure 5-8 Two dark areas in figure](image)

In a real world application, looking for the eyeball or eyebrow of a person is an option. However, those two areas are not symmetrical when the person is turning to the side or when the lighting conditions changes. In addition the algorithm could also find dark spots by shadow of mouth or nose. Therefore, the algorithm measures the size of each dark object located and compare it to the other ones. When we find match greater than 80% between the two dark objects, the coordinate created will be the center of those two objects. For example in Figure 5-9 is presented that by searching for the dark areas in the image, such as eyebrow, mustache and beard a face could be found. The coordinate the implementation will give is the one between the eyebrows.


5.3.3 Motion Analysis

Motion analysis was introduced in section 2.2.1.4. This algorithm takes as reference two pictures or a sequence of pictures and checks for differences. By finding image displacement, it can be calculated where the face of the person is located.

Assuming we have two successive images of a person with a minimum change as shown in Figure 5-10, it can be calculated the differences and identify the edge of the figure.

Figure 5-9 Finding dark areas in face detection application

Figure 5-10 Motion implementation
In Figure 5-11 the edges of the person are marked with dashed line. The most of the situations the person taken in the picture will either move the *head and torso*, or the *entire body*. To get a close approach to the location of the face, the coordinate is calculated by the following equations:

\[
x = \frac{\text{Edge Width}}{2}
\]

\[
y = \frac{\text{Edge Height}}{3}
\]

The *x-coordinate* is given by the half of the moved image and *y-coordinate* by one third from the top. This *coordinate* is more likely to be closer to the *face of the tester*.

![Figure 5-11 Comparing two images](image)

The processing time is decreased since there is no value calculation for each pixel, we just compare them. However, the accuracy of finding faces can be reduced since other features are not relevant.

When implementing to the robot, the algorithms will take two successive images and analyze them. After it will enter to a waiting mode, calculated to the time the robot will use to turn and then take two other images. This prevents the motion of the robot to interfere with the approach.
5.3.4 Skin Color Analysis

Skin color algorithm (introduced section 2.2.1.1) is tested with the Y’CbCr color space (presented in section 4.1.2). The approach is defined as finding skin colored regions in a picture to identify faces.

As explained in section 4.1.3, Y’CbCr color space need the RGB values of each pixel. With the function getRGB() the value of each element is extracted and used for the implementation. The implementation is shown below.

```c
cb=(int) (0.148*red - 0.291*green + 0.439*blue + 128);
cr=(int) (0.439*red - 0.368*green + 0.071*blue + 128);

//new limits
if (145<cb && cb<189){
    if(145<cr && cr<196){
        return true;
    }else{
        return false;
    }
}else{
    return false;
}
```

To test the implementation it was used the skin sample from Figure 4-3. The limits did not change from the Matlab implementation shown in section 4.1.4. However to increase the accuracy the new limits defined are

145 < Cr < 196
145 < Cb < 189

I used the basis of the algorithm implemented for finding BlackAreas, with a modification for dropping some pixels inside the skin colored area when they are not skin color. As explained in section 5.3.2.1, the first thing to do is get a pixel that satisfies the criteria, in this case a skin colored pixel. After the neighbor pixels are checked, and as the implementation on black areas the limits of x and y are defined every time a new extreme value is found. The extreme
values are the edges of the skin colored area. The difference with the former approach is by searching the image as long as it is still inside the edges. If it finds a new edge, the extreme values will be redefined. The Figure 5-12 shows the new search method. This modification was done thus the eyes, noise or other shadows on the face can be excluded and the outer edge of the object can be found.

![Figure 5-12 Modification of the original algorithm](image)

The Coordinate class will give back the center coordinate to the biggest object found. This can either represent the biggest part of the face found or the closest face to the camera. By applying this solution the program dismisses other skin colored regions that can disturb the result, such as hands, arms and other not covered skin color regions.

### 5.3.4.1 Controlled Situation

The first testes were done under controlled situations of the picture. In other words, background is white and the face alone in the picture.
This first test was done for checking the ability of the algorithm to find the entire face dismissing shadows from nose, mouth and other areas as eyeball or eyebrow.

5.3.4.2 Not Controlled Situations

This section includes analysis of pictures in different backgrounds and other distracters for face analyzing.

5.3.4.2.1 Faces with glasses, mustache and beard

It is very common that the tester uses glasses, mustache or beard. Since the limits for chrominance are wide, the faces are found. In Figure 5-15 an example of face found in images with these distracters.
5.3.4.2.2 Skin colored areas close to faces

When skin colored areas are close to faces, the algorithm takes the entire area as one. In Figure 5-16 is shown that the located coordinate indicates the middle of the skin colored area. In the first and second picture from left it can be seen that their uncovered neck is read as a skin colored area. In the third picture, the hands close to the face makes the algorithm believe the face is longer and therefore sets the coordinate lower than to the center of the face.

In cases as the one in Figure 5-17 the two faces are consider as just one skin region. Therefore the middle coordinate is mist located.
5.3.4.2.3 Faces with disturbing lighting conditions

When faces are not looking directly to the camera, the shadows and angle modify the coordinate result. In the most of the cases the middle coordinate does not mean it will be the middle of the face.

In Figure 5-18 and Figure 5-19 the position and lighting condition disturb the result of the finding by not giving the center coordinate of the face. However, the face is found and the limitation is not a drawback since the face is still being found.
Shadows are another type of consideration generated by lighting conditions. When shadows around the eyes and nose can divide the face in different sections, the program just locates the biggest of these areas. In Figure 5-18 the cheek was the result of the search.

In section 4.1.4, it was mentioned that by narrowing the limits the accuracy on skin detection could be increased. In some of the tests carried out during the implementation of the algorithm, I found some images that gave a
wrong result. However, the limits of Cb and Cr where redefined and in most of the cases this helped to increase accuracy.

The following pictures show both analyses, with former and present limits. The new Cb and Cr values are

\[
155 < Cb < 185 \\
155 < Cr < 180
\]

In Figure 5-21, a part of the surrounding background was mistaken as skin colored. However when the limits were redefined, the face detection gave a better result.

![Figure 5-21 Implementation with new limits of Cr and Cb](image)

In Figure 5-22, the clothes were mistaken as skin colored area. As we can see in the picture to the right, this could be corrected by narrowing the limits of Cb and Cr.
The lighting condition of the case presented on Figure 5-23, lets almost all the pixels be detected as skin colored for their similarity to the color. However when narrowing the limits, the face is located correctly.

Nevertheless, not all the cases this modification is useful. In Figure 5-24 the surrounding yellow area has a similar value as the skin color. Therefore on the picture to the left side the mismatch consider parts of the yellow area. However, the picture to the right does not locate the face, but the shoulder. This case, the shadow areas of the faces are dismissed and therefore not located.
These values for Cb and Cr have proven to be more efficient than the first proposed. However the test bench used for this thesis was adequate to test the different situations a picture analysis can be done.

5.4 Comparing Experimental Results

Localization rates across different approaches are presented in Table 5-2. With these results I can say that probably the motion algorithm is the most efficient for this situation. However, the parameters of the motion algorithm are not created for finding faces but just motion elements.

The goal is to locate faces so combining the three methods could be a good solution. First identifying the motion area, and inside that area skin color areas. After that looking for dark areas on the skin colored areas to find features as eyes nose and mouth. That combination of methods may give a big improvement of the results.
Table 5-2 Benchmarking of System Implementation

<table>
<thead>
<tr>
<th>Type</th>
<th>Hits</th>
<th>Misses</th>
<th>False positive</th>
<th>Used time</th>
</tr>
</thead>
<tbody>
<tr>
<td>One darkArea</td>
<td>99%</td>
<td>1%</td>
<td>The dark area is found even with other background than white. Just elements smaller than the scan resolution step are not found.</td>
<td>3.5 sec</td>
</tr>
<tr>
<td>Two darkAreas</td>
<td>97%</td>
<td>3%</td>
<td>Sometimes mismatch of comparison of the two areas.</td>
<td>3.5 sec</td>
</tr>
<tr>
<td>Motion</td>
<td>100%</td>
<td>0%</td>
<td>When there are no faces in motion area it will give a false positive. But since the goal of the approach is just finding the edges of the object in action, the hits are 100%</td>
<td>2.3 sec</td>
</tr>
<tr>
<td>SkinColor</td>
<td>87%</td>
<td>13%</td>
<td>When lighting conditions interfere in the search, the false positive is higher. However, in section 5.3.4.2.4 I narrowed the limits of Cr and Cb and that gave a better result on the implementation</td>
<td>10.9 sec</td>
</tr>
</tbody>
</table>

5.5 Robot Controller Implementation

Along the development of the project we had some problems connecting with the EZURiO antenna. The RobotController class was created to generate commands to be sent from the mobile phone via Bluetooth to the robot. However, the command was not tested due to the failure of the hardware.

Once the first version of the image analyzer was tested, we implement the connection with the robot. As explained along the project, the analyzer generates a coordinate which gives the idea of where face is. This coordinate is sent to RobotController and opens a connection with the antenna from EZURiO.
In the beginning we were able to communicate with the hardware, but after some tests, the antenna blocked the connection and did not let us connect again. We deliberate that may be configured to be hidden. That is one of the features of Bluetooth. However, we did not manage to contact via serial port either. When the second antenna undergoes the same problem, we started searching for documentation about the problem.

The RobotController class is implemented but not tested. It gets the coordinate from the ImageAnalyzer and calculates the difference between the coordinate and the middle of the picture. To create a Bluetooth connection we use the code shown below.

```java
public RobotController() {
    try {
        sConnection = (StreamConnection) Connector.open("btspp://0080989897d8:1;authenticate=true;encrypt=false;master=false"); // 0080989897d8 is the address of Blu2i from Ezurio
        nOutStrm = sConnection.openOutputStream();
        // writes "esc" !!<cr> for Blu2i to go on AT command mode
        try {Thread.sleep(1100);} catch (InterruptedException e){}
        nOutStrm.write(33); // !
        try {Thread.sleep(1100);} catch (InterruptedException e){}
        nOutStrm.write(33); // !
        try {Thread.sleep(1100);} catch (InterruptedException e){}
        nOutStrm.write(13); // <cr>
        try {Thread.sleep(200);} catch (InterruptedException e){}
        catch (Exception e) {} } }
```

This code will open a stream connection to the antenna that can simulate serial connection protocol. AT commands can used for sending the signal to the hardware. In theory, the connection could be done and the robot will not take long to interact with the faces around its environment.
Chapter 6

Conclusion and Proposal for Further Work

6.1 Conclusion

A face detection algorithm that uses several features in the image to perform detection is proposed. The algorithm is able to detect skin colored areas or areas with certain luminosity and in this way try to locate the \( (x, y) \) coordinate of the center of the face. This coordinate is ready to be sent to the blu2 antenna to direct the robot towards the face. This may simulate a human-robot interaction and create the *face-to-face* contact between robots and humans.

The work done in this master thesis is divided into two parts. The first part and biggest is the image processing. The search space is reduced by 87.5% with the implementation of the parameter *scan resolution*. The time is improved by 68.86%. The image analysis for face detection has an accuracy of 87%. The second part of the thesis is the implementation of the connection to a mobile robot. Different statements on robotics and HRI are given in the thesis, but the connection between the algorithm and the machinery was problematic due to
the delay of production of the second version of the robot and the lack of documentation from EZURiO.

The work on this project has been challenging, but ultimately extremely educational and rewarding. I feel I have had many programming challenges, but in addition to the purely technical, topics such as face detection, Bluetooth communication and the troubles we had with the EZURiO antenna, have also been personal satisfying. Face detection has been a subject that not only I have found fascinating, but that has engaged others, both within and outside of the field of computer science.

6.2 Discussion

During the development of this thesis, I have found different methods of improving the search. One of the limitations I had was the limited resources to work within the mobile phone.

An overview of the J2ME technology has been included so that readers with little or no knowledge of J2ME could understand the architecture and investigate the technology further on their own. References were included to J2ME resources, suitable as starting points for further study.

All of the code was written from scratch. This was largely motivated by a desire to have complete control in making the system as efficient as possible. Code written in J2ME is limited to the implementation specified in the API’s of Sun (38). The MIDlet structure cannot be changed and the configurations for the mobile phone did not let a bigger resolution of the picture. Consequently, a lot of time was used designing, implementing and debugging the various components. Once a working system had been implemented, further time was spent on optimizing the code.
I would have chosen to get a course in Digital Image Processing before this project was started. In that way, I could understand concepts easier than what I did earlier in this project.

6.3 Proposal for further work

The combination of the three algorithms presented in this thesis will be the first proposal work I would implement in future work. Inspired by the simple implementation of algorithms to detect faces on images, I would like to pursue the task of using neural networks or Genetic Algorithms for better results. I believe that the feedback would yield more efficient results than those quantified in this thesis. The focus should be on creating algorithms that enhance the performance of the search.

There are some things that limited the performance of this project. The main was the capacity of the mobile phone and its camera. Another thing is the speed. I proposed an algorithm that is fast and at the same time compact. However, a mobile phone with better capacity could have let us explore more complicated solutions to increase the efficiency of the implementation. Nevertheless, the mobile phone is rapidly developing its capacity and function. I think in the not so far future the mobile phone may include the use of cutting edge technology as better cameras and higher capacities.

Mobile phones are becoming the primary personal gateway to access information. Face recognition on portable mobile phones may help to protect sensitive data. In a not so far future mobile phones may take over personal computers and credit cards. The need of creating a secure environment around them is then important.
function skinColor(testFile)
    % reads the image
    a = imread(testFile);
    % gets the size of the image
    d = size(a);
    % Gets RGB pr pixe
    for x = 1:d(1)
        for y = 1:d(2)
            R = double(a(x,y,1));
            G = double(a(x,y,2));
            B = double(a(x,y,3));
            Y(x,y) = 0.257*R + 0.504*G + 0.098*B + 16;
            Cb(x,y) = 0.148*R - 0.291*G + 0.439*B + 128;
            Cr(x,y) = 0.439*R - 0.368*G + 0.071*B + 128;
        end
    end
    % figure();
    axis([0 250 0 250]);
    grid on;
    hold on;
    xlabel('Cr value');
    ylabel('Cb value');
    plot(Cr,Cb,'b*');
Appendix B  **HSV values**

An alternative to threshold in the Y’CbCr space is to use the HSV domain (color hues, saturations and values). Here is presented threshold values based on the hue and saturation in a similar method to that used previously for the Y’CbCr space. The color values cannot be used due to their slowly varying distribution. When applying both the Y’CbCr and HSV technique, the same results were achieved, and thus the conclusion was drawn that there is no advantage in using both techniques in my image processing algorithm.

![Figure B-1 Color Hue, Color Saturation and Color Values of the faces used for this experiment.](image)
Appendix C  Source Code

Parts of code that did not change in during implementation of the different approaches are presented at first.

**ProjectMidlet.java**

```java
//import java.io.IOException;
import javax.microedition.lcdui.Canvas;
import javax.microedition.lcdui.Command;
import javax.microedition.lcdui.CommandListener;
import javax.microedition.lcdui.Display;
import javax.microedition.lcdui.Displayable;
import javax.microedition.lcdui.Image;
import javax.microedition.midlet.MIDlet;
import javax.microedition.midlet.MIDletStateChangeException;
public class ProjectMidlet extends MIDlet implements CommandListener{

private CameraController cameraController;

// For testing and checking results, this implementation was made for reading files from computer and analyzing
* them with the phone ImageAnalyzer class
protected void startApp() throws MIDletStateChangeException {
    //For reading file from computer
    try {
        Image image = Image.createImage("test1_1.PNG");
        ImageAnalyzer imageAnalyzer = new ImageAnalyzer(image);
        imageAnalyzer.analyzeImage();
        System.out.println("Founded areas: " +
                imageAnalyzer.getSkinColorAreas());
        Coordinate coordinate = new Coordinate(imageAnalyzer.getSkinColorAreas());
        destroyApp(true);
        notifyDestroyed();
        System.out.println("Coordinate" + coordinate);
    } catch(Exception e) {
        System.out.println(e.getMessage());
    }
}

//this method starts the application controling the display
protected void startApp() throws MIDletStateChangeException {
    cameraController = new CameraController();
    cameraController.nDisplay = Display.getDisplay(this);
    String supports = System.getProperty("video.snapshot.encodings");
    if(supports != null && supports.length()>0) {
        cameraController.nForm.append("This application is a part of my Master thesis. " +
                "\n" + "Creating a system for eye recognition and tracking");
        cameraController.nForm.addCommand(cameraController.nStart);
        if(capture) {
            cameraController.nForm.append("I'm sorry, this device is not supported");
        }
        cameraController.nForm.setCommandListener(this);
        cameraController.nForm.setDisplay(cameraController.nForm);
    }

    //to destroy application
    protected void destroyApp(final boolean unconditional) {};

    //to pause application
    protected void pauseApp() {};

    //to read the commands selected on the phone
    public void commandAction(final Command c, final Displayable s) { 
        if(c.getCommandType() == Command.EXIT){
            destroyApp(true);
            notifyDestroyed();
        } else if (c.getLabel() == "Start"){
            showCamera();
        } else if (c.getLabel()== "Capture"){
            capture();
        }
    }

    //shows the camera picture online on the display
    public void showCamera() {
        //cameraController.showCamera();
        Canvas canvas = new CameraCanvas(this, cameraController.nVideoControl);
        canvas.addCommand(cameraController.nCapture);
        canvas.addCommand(cameraController.nExit);
        canvas.addCommand(cameraController.nStart);
        canvas.setCommandListener(this);
        canvas.nDisplay.setCurrent(canvas);
    }

    //when button capture is pushed
    public void capture() {
        cameraController.capture();
    }
}
```

**CameraController.java**

```java
import java.io.IOException;
import javax.microedition.lcdui.Form;
import javax.microedition.lcdui.Image;
import javax.microedition.lcdui.Item;
import javax.microedition.media.Manager;
import javax.microedition.media.MediaException;
```
import javax.microedition.media.Player;
import javax.microedition.media.control.VideoControl;

public class CameraController{
    public Player nPlayer;
    public VideoControl nVideoControl;
    public Form nForm;
    public Command nCapture, nStart, nExit;
    private byte[] byteImage;
    private Image image;
    
    public CameraController(){
        nForm = new Form("testing");
        nExit = new Command("Exit", Command.EXIT, 0);
        nStart = new Command("Start", Command.SCREEN, 0);
        nCapture = new Command("Capture",Command.SCREEN,0);
        nForm.addCommand(nExit);
    }
    
    public void showCamera()  {
        try {
            nPlayer = Manager.createPlayer("capture://video");
            nPlayer.realize();
            nVideoControl = (VideoControl)nPlayer.getControl("VideoControl");
            nPlayer.start();
        } catch (IOException ioe) { handleException(ioe); }
        catch (MediaException me) { handleException(me); }
    }
    
    public void capture() {
        try {
            // Get the image.
            byteImage = nVideoControl.getSnapshot(null);
            //creating image of 160x120 pixels
            image = Image.createImage(byteImage, 0, byteImage.length);
            ImageAnalyzer imageAnalyzer = new ImageAnalyzer(image);
            imageAnalyzer.analyzeImage();
            //System.out.println("Dark Areas:\n" +
            //imageAnalyzer.getSkinColorAreas());
            if (nForm.size() > 0 && nForm.get(0) instanceof StringItem){
                nForm.delete(0);
                nDisplay.setCurrent(nForm);
            }
        }
    }
    
    private void handleException(Exception e) {
        Alert a = new Alert("Exception", e.toString(), null, null);
        nDisplay.setCurrent(a, nForm);
    }
    
    public void setDisplay(Form form){
        nDisplay.setCurrent(form);
    }
}
/* This class connects via bluetooth to the EZURiO antenna
   * The antenna has id: 0080989897d8
   * Its connected via StreamConnection and uses AT commands
   * to control the development kit */
import java.io.IOException;
import java.io.OutputStream;
import javax.microedition.io.Connector;
import javax.microedition.io.StreamConnection;

public class RobotController {
  public OutputStream nOutStrm = null;
  public StreamConnection sConnection = null;

  public RobotController() {
    try {
      sConnection = (StreamConnection)
        Connector.open("btspp://0080989897d8:1;authenticate=true;encrypt=false;master=false");
      nOutStrm = sConnection.openOutputStream();
      // writes "asc" !!!!<cr> for Blu2i to go on AT command mode
      try {Thread.sleep(1100);}
        catch (InterruptedException e) {
      nOutStrm.write(33); // !
      try {Thread.sleep(1100);}
        catch (InterruptedException e) {
      nOutStrm.write(33); // !
      try {Thread.sleep(1100);}
        catch (InterruptedException e) {
      nOutStrm.write(33); // !
      try {Thread.sleep(1100);}
        catch (InterruptedException e) {
      nOutStrm.write(33); // !
      try {Thread.sleep(1100);}
        catch (InterruptedException e) {
      nOutStrm.write(13); // <cr>
    } //TODO will get object Coorinate() and set the position required
    public void moveRight(boolean goRight) {
      try {
        if (goRight) { // ats624=1 <cr>
          nOutStrm.write(65); // A
          nOutStrm.write(84); // T
          nOutStrm.write(83); // S
          nOutStrm.write(54); // 6
          nOutStrm.write(50); // 2
          nOutStrm.write(52); // 4
          nOutStrm.write(61); // =
          nOutStrm.write(48); // 0
          nOutStrm.write(13); // <cr>
        }
      } //TODO will get object Coorinate() and set the position required
  }
  public void setDefault() {
    try {
      //ATS621=0<cr>
      nOutStrm.write(65); // A
      nOutStrm.write(84); // T
      nOutStrm.write(83); // S
      nOutStrm.write(54); // 6
      nOutStrm.write(50); // 2
      nOutStrm.write(49); // 1
      nOutStrm.write(61); // =
      nOutStrm.write(48); // 0
      nOutStrm.write(13); // <cr>
    } //ATS622=0<cr>
    nOutStrm.write(65); // A
    nOutStrm.write(84); // T
    nOutStrm.write(83); // S
    nOutStrm.write(54); // 6
    nOutStrm.write(50); // 2
    nOutStrm.write(49); // 1
    nOutStrm.write(61); // =
    nOutStrm.write(48); // 0
    nOutStrm.write(13); // <cr>
    //ATS624=0<cr>
    nOutStrm.write(65); // A
    nOutStrm.write(84); // T
    nOutStrm.write(83); // S
    nOutStrm.write(54); // 6
    nOutStrm.write(50); // 2
    nOutStrm.write(52); // 4
    nOutStrm.write(61); // =
    nOutStrm.write(48); // 0
    nOutStrm.write(13); // <cr>
    //ATS625=0<cr>
    nOutStrm.write(65); // A
    nOutStrm.write(84); // T
    nOutStrm.write(83); // S
    nOutStrm.write(54); // 6
    nOutStrm.write(50); // 2
    nOutStrm.write(53); // 5
    nOutStrm.write(61); // =
    nOutStrm.write(48); // 0
The areas of the code that changed with each implementation are the following tree classes.

"Dark areas" approach. Section 5.3.2

ImageAnalyzer.java

```java
/* This analyzer will get an image and give a x, y coordinate of the middle of the 2 darkest point of the picture. This will represent the eyes of a person in the second version */

import java.util.Vector;
import javax.microedition.lcdui.Image;

public class ImageAnalyzer {
    private int scanResolution = 4;
    private int red, green, blue;
    private int[] rgbData;
    private Image image;
    private Vector darkAreas;
    private boolean[][] darkAreasMap;

    public int minX, maxX, minX2;
    public int minY, maxY;
    public int midX, midY;

    public ImageAnalyzer(Image image) {
        this.image = image;
        darkAreas = new Vector();
        darkAreasMap = new boolean[image.getWidth()][image.getHeight];
    }

    public void analyzeImage() {
        boolean isOdd = false;
        int initialValue = 0;
        rgbData = new int[1];
        // i do a brief scan of image first to find dark spots, and then investigate each spot
        for(int x = 0; x < image.getWidth(); x+=scanResolution/2) {
            int initialvalue = scanResolution/2;
            if(isOdd) initialvalue = 0;
            if(!isOdd) initialvalue = scanResolution/2;
            isOdd = false;
            for(int y = initialValue; y < image.getHeight(); y+=scanResolution) {
                if(isDark(getPixel(image, x, y))) {
                    // i check if pixel is included in existing dark area
                    if(!darkAreasMap[x][y]) {
                        DarkArea darkArea = getExpandedDarkArea(image, x, y);
                        darkAreas.add(darkArea);
                    } else {
                        System.out.println("Was in map");
                    }
                }
            }
        }

        // i check the starting pixel is black or white
        if(isDark(getPixel(image, currentX, currentY))) {
            // i go up to first black on this line
            while(!isDark(getPixel(image, currentX, currentY)) && currentY != minY) {
                currentY += 1;
            }
            lightMinY = currentY;
        } else {
            // i go down to the first black (or maxY)
            while(!isDark(getPixel(image, currentX, currentY)) && currentY != maxY) {
                currentY = maxY;
            }
            lightMaxY = currentY;
        }
    }

    public Vector getDarkAreas() {
        return darkAreas;
    }

    public void addDarkArea(DarkArea darkArea) {
        darkAreas.addElement(darkArea);
        for(int x = darkArea.getMinX(); x<=darkArea.getMaxX(); x++) {
            for(int y = darkArea.getMinY(); y<=darkArea.getMaxY(); y++) {
                darkAreasMap[x][y] = true;
            }
        }
    }

    public DarkArea getExpandedDarkArea(Image image, int x, int y) {
        minX = x;
        minY = y;
        boolean moreToLeft = true;
        boolean moreToRight = true;
        int lastMinY = y;
        // i check everything left to start point
        while(moreToLeft) {
            // i check if the starting pixel is black or white
            if(isDark(getPixel(image, currentX, currentY))) {
                // i go up to first black on this line
                while(!isDark(getPixel(image, currentX, currentY)) && currentY != minY) {
                    currentY += 1;
                }
                lightMinY = currentY;
            } else {
                // i go down to the first black (or maxY)
                while(!isDark(getPixel(image, currentX, currentY)) && currentY != maxY) {
                    currentY += 1;
                }
                lightMaxY = currentY;
            }
        }
    }
}
```
```java
public class DarkArea {
    private int minX;
    private int maxX;
    private int minY;
    private int maxY;
    private int areaSize;
    public int centerX, centerY;

    public DarkArea(int minX, int maxX, int minY, int maxY) {
        this.minX = minX;
        this.maxX = maxX;
        this.minY = minY;
        this.maxY = maxY;
        calculateArea();
    }

    //calculates the area of the rectangular defined by the 2 coordinates.
    /\This is to be able to compare it
    public void calculateArea() {
        this.areaSize = (this.maxX-this.minX)* (this.maxY-
        this.minY);
    }

    public int getCenterX() {
        return centerX = (this.minX + this.maxX) * 0.5;
    }

    public int getCenterY() {
        return centerY = (this.minY + this.maxY) * 0.5;
    }

    public int getMaxX() {
        return maxX;
    }

    public int getMinX() {
        return minX;
    }

    public int getMaxY() {
        return maxY;
    }

    public int getMinY() {
        return minY;
    }

    public int getAreaSize() {
        return areaSize;
    }

    public String toString() {
        return "Dark area: (" + minX + "," + minY + "," + maxX + "," + maxY + ");
    }
}
```

```java
if (currentY == image.getHeight()) {
    maxX = currentX;
} else if (currentY > maxY) {
    maxY = currentY;
    currentX = lastMinX;
    currentY = lastMaxY -1;
}
```

```java
if (currentX < maxX) {
    maxX = currentX;
    currentY = lastMinY;
} else if (currentX > maxX) {
    lastMaxY = currentX;
    lastMinY = currentY;
    currentX = minX;
    currentY = minY;
    currentY = lastMaxY -1;
}
```
/* Sets coordinate to the center point of area of interest. If it is just one dark area on the picture, will set coordinate to the center of this one. If there is more than one, will find the two which are same size (with 80% threshold) and take the center of those two. */

import java.util.Vector;

public class Coordinate {
    private int x;
    private int y;
    public DarkArea da1, da2;
    public int biggestSize, secondBiggest;

    public Coordinate(int x, int y){
        this.x = x;
        this.y = y;
    }

    public Coordinate (Vector darkAreas){
        int i = darkAreas.size();
        // it will give the center point of the only object in the Vector.
        if(i==1){
            da1 = (DarkArea)darkAreas.elementAt(0);
            this.x = da1.getCenterX();
            this.y = da1.getCenterY();
        } else if(i==2){
            setCoordinateToCenterOfTheseTwoAreas((DarkArea)darkAreas.elementAt(i),
                                                (DarkArea)darkAreas.elementAt(j));
        } else {
            compareDarkAreas(darkAreas);
        }
    }

    // compares the areas and gives back the two which are the same size.
    private void compareDarkAreas(Vector darkAreas) {
        double bestMatch = 0;
        double percent;
        int numberOfElements = darkAreas.size();
        for(int i = 0; i<numberOfElements; i++){
            for(int j = i; j<numberOfElements; j++){
                if(i<j){
                    percent = matchDarkAreaInPercentage((DarkArea)darkAreas.elementAt(i),
                                                        (DarkArea)darkAreas.elementAt(j));
                    if(bestMatch < percent){
                        bestMatch = percent;
                        da1 = (DarkArea)darkAreas.elementAt(i);
                        da2 = (DarkArea)darkAreas.elementAt(j);
                    }
                }
            }
        }

        // gives back the match percentage of the area
        private double matchDarkAreaInPercentage(DarkArea area, DarkArea area2){
            double matchValue;
            int areaS1 = area.getAreaSize();
            int areaS2 = area2.getAreaSize();
            if(areaS1<areaS2){
                matchValue = (double)areaS1/areaS2;
            } else {
                matchValue = (double)areaS2/areaS1;
            }
            return matchValue;
        }

        // Sets coordinate to the center point of these 2 areas
        setCoordinateToCenterOfTheseTwoAreas((DarkArea)da1,
                                              (DarkArea)da2);
        this.x = (int)((da1.getCenterX() +
                        da2.getCenterX())*0.5);
        this.y = (int)((da1.getCenterY() +
                        da2.getCenterY())*0.5);
    }

    public String toString(){
        return "("+x+", "+y+")";
    }
}

ImageAnalyzer.java

/* This analyzer will get two images and compare the pixels. * Will return the coordinate of the area that contains motion */

import javax.microedition.lcdui.Image;

public class ImageAnalyzer {
    private int scanResolution = 4;
    private int[] rgbData;
    private Image image, image2;
    private boolean[][] movedObjectMap;

    public int minX, maxX, minY, maxY;
    public int midX, midY;

    public ImageAnalyzer(Image image, Image image2) {
        // I assume that both images are the same size.
        this.image = image;
        this.image2 = image2;
        movedObjectMap = new boolean[image.getWidth()][image.getHeight()];

        public void analyzeImage() {
            boolean isOdd = false;
            int initialValue = 0;
            rgbData = new int[1];
            minX = image.getWidth();
            minY = image.getHeight();
            maxX = 0;
            maxY = 0;

            for (int y = initialValue; y < image.getHeight(); y += scanResolution) {
                if (getPixel(image, x, y) != getPixel(image2, x, y)) {
                    if (x < minX) {
                        minX = x;
                    } else if (maxX < x) {
                        maxX = x;
                    } if (y < minY) {
                        minY = y;
                    } else if (maxY < y) {
                        maxY = y;
                    }
                    movedObjectMap[x][y] = true;
                }
            }

            System.out.println("min max (" + minX + ", " + minY + ") (" + maxX + ", " + maxY + ")");
            Coordinate coordinate = new Coordinate(minX, maxX, minY, maxY);
            System.out.println(coordinate);
        }

        public int getPixel(Image image, int x, int y) {
            image.getRGB(rgbData, 0, 1, x, y, 1, 1);
            return rgbData[0];
        }
    }
}

MovedArea.java

public class MovedArea {
    private int minX, maxX;
    private int minY, maxY;
    private int areaSize;
    private int centerX, centerY;

    public MovedArea(int minX, int maxX, int minY, int maxY) {
        this.minX = minX;
        this.maxX = maxX;
        this.minY = minY;
        this.maxY = maxY;
        calculateArea();
    }

    // calculates the area of the rectangular defined by the 2 coordinates. This is to be able to compare it
    public void calculateArea() {
        areaSize = ((maxX - minX) * (maxY - minY));
    }

    public int getCenterX() {
        this.centerX = (int) ((this.minX + this.maxX) * 0.5);
        return this.centerX;
    }

    public int getCenterY() {
        this.centerY = (int) ((this.minY + this.maxY) * 0.5);
        return this.centerY;
    }

    public int getMaxX() {
        return maxX;
    }

    public int getMaxY() {
        return maxY;
    }
}
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public class Coordinate {
    private int x;
    private int y;

    public Coordinate(int x, int y) {
        this.x = x;
        this.y = y;
    }

    public Coordinate(int minX, int minY, int maxX, int maxY) {
        this.x = (int) ((minX + maxX) * .5);
        this.y = (int) ((minY + maxY) * .3); //to 1/3 of the top, it will be the eyes or face
    }

    public String toString() {
        return "(" + x + ", " + y + ")";
    }
}

//Sets coordinates to turn to the center in x and 1/3 from top of y

Coordinate.java
"Skin Color" approach. Section 5.3.4

ImageAnalyzer.java

/* This analyzer will find the areas of color skin
 * create an object of type SkinColorArea for each of
 * The skin color localization is done by using color
 * space CbCr
 * and using thresholding
 * 141<Cr<181
 * 138<CbCr<181
 * Which gave better results. The biggest area will be
 * The face closest to the camera and generates with
 * Coordinate class
 * the center coordinate of this area.
 */

import java.util.Vector;
import javax.microedition.lcdui.Image;

public class ImageAnalyzer {
    private int scanResolution = 4;
    private int red, green, blue;
    private int[] rgbData;
    private Image image;
    private Vector skinColorAreas;
    private boolean[][] skinColorAreasMap;

    public int minX, maxX, minX2;
    public int minY, maxY, minY2;
    int crmin =1000;
    int crmax;
    int crmin=1000;
    int crmax;
    int pixel=0;

    public ImageAnalyzer(Image image){
        this.image = image;
        skinColorAreas = new Vector();
        skinColorAreasMap = new boolean[image.getWidth()][image.getHeight()];
    }

    public void analyzeImage(){
        boolean isOdd = false;
        int initialValue = 0;
        rgbData = new int[1];
        // I do a brief scan of image first to find skin
        // color spots, and then investigate each spot
        for(int x = 0; x < image.getWidth(); x++){
            scanResolution/2;
            if (isOdd){
                initialValue = scanResolution/2;
                isOdd = false;
            }else {
                initialValue = 0;
                isOdd = true;
            }
            for(int y = initialValue; y < image.getHeight(); y++){
                pixel;
                if(isSkinColor(getPixel(image, x, y))){
                    // I check if pixel is included in existing
                    dark area
                    if(!skinColorAreasMap[x][y]){
                        SkinColorArea skinColorArea =
                        getExpandedSkinColorArea(image, x, y);
                        addSkinColorArea(skinColorArea);
                    }else{
                        //System.out.println("Was in map");
                    }
                }
            }
        }
    }

    public Vector getSkinColorAreas() {
        return skinColorAreas;
    }

    public void addSkinColorAreas肌肤(SkinColorArea skinColorArea) {
        skinColorAreasMap.addElement(skinColorArea);
        for(int i=xSkinColorArea.getMinX(); i<=xSkinColorArea.getMaxX(); i++){
            for(int y=xSkinColorArea.getMinY(); y<=xSkinColorArea.getMaxY(); y++){
                skinColorAreasMap[x][y]=true;
            }
        }
    }

    public SkinColorArea getExpandedSkinColorArea(Image image, int x, int y) {
        minX = x;
        minY = y;
        maxX = x;
        maxY = y;
        int currentX = x;
        int currentY = y;
        boolean moreToRight = true;
        boolean moreToLeft = true;
        lastMinY = y;
        // I check everything left to start point
        while(moreToLeft){
            // I check if the starting pixel is black or
            white
            if(isSkinColor(getPixel(image, currentX, currentY)))
                // I go up to first black on this line
                while(isSkinColor(getPixel(image, currentX, currentY))){
                    if(currentY==0){
                        currentY = 1;
                    }else{
                        currentY++;
                    }
                    if(currentY+1<minY){
                        minY = currentY+1;
                    }else {
                        if(currentY>maxY-1){
                            // There was no black pixels on this row
                            moreToRight = false;
                            minX = currentX+1;
                        }else{
                            break;
                        }
                    }
                }
        }
        return skinColorAreasMap[x][y];
    }

    public void setSkinColorAreasMap(int x, int y, boolean value) {
        skinColorAreasMap[x][y] = value;
    }

    private boolean isSkinColor(int color){
        return true;
    }
}
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```java
if (moreToLeft) {
    // I go down to last black on this line
    while (isSkinColor(getPixel(image, currentX, currentY)) && currentY < image.getHeight()) {
        currentY += 1;
    }
    if (currentY == image.getHeight()) {
        maxX = currentY;
    } else if (currentY > maxY) {
        maxX = currentY-1;
    }
    currentX = 1;
    centerY = minY;
} else {
    // I check everything right to start point
    currentX = x;
    centerY = y;
    while (moreToRight) {
        // I check if the starting pixel is black or white
        if (isSkinColor(getPixel(image, currentX, currentY))) {
            // I go down to first black on this line
            if (isSkinColor(getPixel(image, currentX, currentY)) && currentY < image.getHeight()) {
                currentY += 1;
            }
            if (currentY < minY) {
                minY = currentY;
            } else if (currentY > maxY) {
                maxY = currentY - 1;
            }
            currentX += 1;
            lastMinY = currentY;
        } else if (isSkinColor(getPixel(image, currentX, currentY))) {
            // There was no black pixels on this row
            moreToRight = false;
        } else {
            // Go down to first black on this line
            while (isSkinColor(getPixel(image, currentX, currentY))) {
                if (currentY > maxY + 1) {
                    // No more pixels on this row
                    moreToRight = false;
                    break;
                }
                currentY += 1;
            }
            lastMinY = currentY;
        }
    }
}
```

---

**SkinColorArea.java**

```java
public class SkinColorArea {
    private int minX;
    private int maxX;
    private int minY;
    private int maxY;
    private int areaSize;

    public int centerX, centerY;

    public SkinColorArea(int minX, int maxX, int minY, int maxY) {
        this.minX = minX;
        this.maxX = maxX;
        this.minY = minY;
        this.maxY = maxY;
        calculateArea();
    }

    public void calculateArea() {
        this.areaSize = (this.maxX - this.minX) * (this.maxY - this.minY);
    }

    public int getCenterX() {
        this.centerX = (int) ((this.minY + this.maxY) * 0.5);
        return this.centerX;
    }

    public int getCenterY() {
        this.centerY = (int) ((this.minY + this.maxY) * 0.5);
        return this.centerY;
    }
}
```

---

```java
public int getMinX() {
    return minX;
}
```

```java
public int getMaxX() {
    return maxX;
}
```

```java
public void setMaxX(int max) {
    this.maxX = max;
}
```

```java
public int getMinY() {
    return minY;
}
```

```java
public int getMaxY() {
    return maxY;
}
```

```java
public void setMaxY(int maxY) {
    this.maxY = maxY;
}
```

```java
public void setMinX(int min) {
    this.minX = min;
}
```

```java
public void setMinY(int minY) {
    this.minY = minY;
}
```

---

```java
SkinColorArea.java
```
Coordinate.java

/* Sets coordinate to the center of the biggest skin area.
 * This will be the face (when other skin parts are shown)
 * or the closest face when there are more than one
 * element on the picture */
import java.util.Vector;
public class Coordinate {
  private int x;
  private int y;

  public SkinColorArea skinColorArea;

  //Constructor
  public Coordinate(int x, int y) {
    this.x = x;
    this.y = y;
  }

  //Second constructor when a Vector of skinColorAreas
  //is sent
  public Coordinate(Vector skinColorAreas) {
    int i = skinColorAreas.size();
    //it will give the center point of the only object
    //in the Vector.
    if (i==1) {
      setCoordinateToCenterOfThisArea((SkinColorArea) skinColorAreas.elementAt(0));
    } else {
      skinColorA = compareSkinColorAreas(skinColorAreas, i);
      setCoordinateToCenterOfThisArea(skinColorA);
    }
  }

  //set coordinate to the center of the area sent to this method
  private void setCoordinateToCenterOfThisArea(SkinColorArea skinColorA) {
    this.x = (int) skinColorA.getCenterX();
    this.y = (int) skinColorA.getCenterY();
  }

  //to print out in the screen of the compiler
  public String toString() {
    return "(" + x + "," + y + ")";
  }
}

//compare the SkinColorAreas Vector to give the
//biggest area back
private SkinColorArea compareSkinColorAreas(Vector skinColorAreas, int i) {
  int biggestElement = 0;
  for (int j = 1; j < i; j++) {
    if (isSecondAreaBigger((SkinColorArea) skinColorAreas.elementAt(biggestElement), (SkinColorArea) skinColorAreas.elementAt(j))) {
      biggestElement = j;
    }
  }
  return (SkinColorArea) skinColorAreas.elementAt(biggestElement);
}

//compares the area of two SkinColorAreas gives true
//when second is bigger than first
private boolean isSecondAreaBigger(SkinColorArea area, SkinColorArea area2) {
  int areaS1 = area.getAreaSize();
  int areaS2 = area2.getAreaSize();
  if (areaS1 < areaS2) {
    return true;
  } else {
    return false;
  }
}

//sets coordinate to the center of the biggest skin area
public void setMinY(int minY) {
  this.minY = minY;
}
public int getAreaSize() {
  return areaSize;
}

public String toString() {
  return "Skin colored area center: (" + getCenterX() + "," + getCenterY() + ")");
}
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