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Preface

This thesis has been written in Microsoft Word, and most of the figures have been drawn in
the CAD program DeltaCAD. For the calculations of the Feynman diagrams we have used the
analytical program FORM. A program example with some explanation of the program
structure is given in the appendix B. For a more detailed explanation of FORM’s possibilities
see ref. [9]. Most numerical calculations and graphs in the thesis have been calculated using
Maple.

In the calculations natural units (h = ¢ = 1) have been used, and this also applies for the most
part to the discussion of the general theory and models, as we have tried to keep ourselves to
the units used in original articles. Only occasionally does h # 1 and ¢ # 1 occur, but then it is
clear from the context what we mean.

The thesis is organized as follows: we start with a short introduction to some elementary
particle physics to refresh some of the concepts and language used, and then move on to a
discussion of the Standard model and problems connected with it. We then move into
effective field theory, describing Fermi theory, heavy quark effective field theory, chiral
perturbation theory and heavy light chiral perturbation theory, which are models either being
used directly or leading to models being used. In the next chapter we go through the chiral
quark models for light quarks, introduce the gluon condensate, and expand the chiral quark
model to also include the vector mesons. This is followed by the heavy light chiral quark
model, which includes both the heavy quark effective field theory and the chiral quark model,
and end up with the full heavy light chiral quark model Lagrangian. Our next chapter looks
into the Feynman rules for the process D — Vv, and gives the couplings and effective

propagators used in the calculations of the diagrams, and gives an introduction into how we
should calculate the diagrams. We then start on the calculations and uses first the Vacuum
Saturation Approach to split the diagram in two parts; one part where we have annihilation of
the D-meson and one where we have creation of the vector meson. Each of these diagrams are
then calculated including different configurations of photons and gluons attached to the loops.
Finally they are again combined to give the full diagrams. The results we get form these
calculations are then used to f. ex. calculate the decay widths, which we then compare to
experimental data.
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Abstract

From the time of its introduction, the standard model has become a very well established
model in particle physics. In fact, no experiment so far has shown any violation of this model.
Still, there are some unsatisfying aspects and open questions that this model cannot explain.
For instance, the standard model requires as many as 21 input parameters, depending on your
counting scheme [1]. Among these are the coefficients of the Cabibbo-Kobayashi-Maskawa
matrix. This is a 3x3 matrix, where the square of the absolute value of its matrix elements,

2
‘qu. , 1s proportional to the probability for a transition from a quark of flavour q to a quark of
flavour q’. We can get information about this matrix by comparing theoretical calculations of
decay probabilities to different final states with experimental data from decay of particles
containing a heavy quark, for example a D-meson.

What we have done in this thesis is to look at the decay process D — Vv, and calculated the

amplitudes and decay widths for the process, including the gluon condensate to first order. D
is here a heavy-light D-meson, containing a heavy c-quark and one light quark (u, d or s). y is
a photon and V is a vector meson consisting of only light quarks (i.e. V.= p, o, ¢ or K'). In
order to do these calculations we used the heavy light chiral quark model and the chiral quark
model for vector mesons. In these models we treated the c-quark as a heavy particle, and
disregarded terms including 1/m,, as these where considered being small in the theory. As the
mass of the c-quark is in the range 1,15 — 1,35 GeV and our energy cutoff was chosen to be A
=1 GeV, this could give rise to uncertainties and inaccuracies in the theory.

We then turned to a specific process; D’ — K™y . This process we approximated as a point

interaction using Fermi theory, and using Wilson coefficients to account for the effects of the
heavy particle. From this we found that the non-factorizable part of the decay process was
slightly dominating over the factorizable one. We next used the VSA factorization limit to

split the D’ — K™y process to two parts; one which annihilated the D-meson and one which

created the vector meson. We then calculated M =iL for these two types of diagrams
separately, with gluons and photons coupled to them when necessary. This gave nine
diagrams of the annihilation type and 26 of the creation type. Later these two types of
diagrams were combined into a total of 33 full diagrams, and from these we calculated the
amplitudes and decay widths, and compared them to experimental values.

What we found from these calculations was that our results for the decay widths where too
low (from a factor 137 to 30 times lower) compared to the experimental values. An attempt to
adjust any of the parameters used to gain a better value of the decay width, did only result in
unphysical values of the adjusted parameters for the process we were looking at. One reason
for this, that we discussed, was the value of the factor hy and how the decay width was
affected by the use of the formula for hy compared to using only the numerical value for it.
Apparently the decay width became very sensitive to the value of the gluon condensate when
using the equation for hy, and a slight change in the gluon condensate value (within its
uncertainty limits) gave the correct value for the specific process that we were looking at.
However, although it also gave clearly less deviation in the decay widths for the other

processes we studied (D’ — p’y and D’ — wY), it did not gave the correct values, probably

meaning that the problem is more complex. The same situation occurred when we looked
specifically at the decay width as a function of the constituent quark mass.
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An attempt to combine the two, i.e. finding the optimal values of the gluon condensate and
the constituent quark mass, by plotting the decay width as a function of these two, showed
that it was not possible. Using our data and numerical values of the other parameters, it
seemed that we were only able to adjust one of the parameters (condensate or quark mass)
once the other had been specified, if we wanted the correct value of the decay width when
using the formula for hy. These small adjustments in the gluon condensate or the mass to get
the experimentally correct decay width, was not possible to do when the value for hy was
explicitly put equal to 6.

We also looked at the Cabibbo-Kobayashi-Maskawa matrix elements, and tried in different
ways to extract their values from our results. One of these ways was to calculate the ratio
between different CKM matrix elements. This approach turned out to give results that agreed
quite well with experimental values. Unfortunately, lack of experimental data reduced the
number of ratios we could calculate.
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Chapter 1

Introduction

We will start this thesis with a quick summary of some of the elementary parts and concepts
used in particle physics and the standard model. The standard model will be studied more
closely in chapter 2.

We have 4 fundamental forces; the gravitational, the electromagnetic, the weak and the strong
force. Gravitation is usually neglected in particle physics, since its effect on the particles
involved is so small. However, theories that do contain the gravitational interactions are being
studied. One possible theory of this kind may be sting theory, which incorporates the so called
super symmetry (fermions and bosons are being super symmetric partners of the same
elementary particle). We will not go any further into that in this thesis, but just continue to
disregard gravitational effects.

All of these fundamental forces are mediated by exchange of vector bosons; gravitation by the
graviton (which has not yet been found), the electromagnetic force by the photon vy, the weak
force by the heavy particles W* and z° (depending on whether there is a change in charge in
the exchange or not) and the strong force by the gluons g. Table 1.1 [1] gives some of the
properties of these exchange bosons.

Table 1.1 Some of the properties of the strong, electromagnetic and weak interactions and
their exchange particles.

Interaction Couples to Exchange Mass (GeV/c”) | Spin and parity
particle(s) J P)
Strong Colour charge 8 gluons (g) 0 1
Electromagnetic | Electric charge Photon (y) 0 1
Weak Weak charge W* and Z" ~ 107 1

The photon is electrical neutral and has no mass. The electromagnetic force therefore has an
infinite range. The W* and Z° bosons on the other hand have a mass around 100 GCV/CZ, and
consequently have a much smaller range. Furthermore, the W* and Z° bosons also have a
weak charge, which also shortens the range of the weak force. The gluons are, like the
photons, massless, but have in addition a charge called colour. This means that the gluons can
couple not only to quarks (which also have colour charge), but also to them selves. This give
rise to the possibility of having self interaction diagrams like the ones shown in figure 1.1,
and it also limits the range of the strong force.




Figure 1.1 Gluon self interaction. Gluons carry colour charge and can therefore couple to
each other, as well as quarks.

In addition to the exchange bosons there also exists two other types of fundamental particles
according to the standard model, namely leptons and quarks. The reason for classifying
quarks and leptons as fundamental particles, comes from the fact that there is no experimental
evidence of compositeness (that the particles should be composed of smaller components),
such as exited states or form factors associated with an intrinsic structure for these particles.

The two types of particles are both fermions with spin V2. They are grouped in 3 types,
families or generations (or any other synonym that one can come up with) according to their
mass, and each has its own antiparticle with opposite electric charge, colour and third
component of the isospin (or isotopic spin), but with otherwise equal properties as their
counter particles. Isospin is a quantum number coming from the fact that certain groups, or
multiplets, of particles behave identically with respect to the strong or weak force. Particles
belonging to such a multiplet can be described as different states of the same particle. These
states are characterized by the quantum number isospin. Table 1.2 shows some of the quarks
and leptons properties [1].

Table 1.2 Properties of the quarks and leptons, and their grouping into families.

Fermions Family Electrical Colour Weak isospin, T Spin
1] 2| 3| charge (e) Left handed | Rigth handed P

Leotons ve | vu| vt 0 - 1/2 - 1/2
P el ul= 1 : 1/2 0 1/2
ulc|t +2/3 1/2 0 1/2

Quarks | (| O] /3 b, g 1/2 0 1/2

As one can see from the table above, unlike the leptons, quarks do not appear uncharged. The
different types of quarks (u, d, s, etc) are usually referred to as flavours.

As mentioned earlier quarks have colour charge, which is necessary for the Pauli principle to
be fulfilled. We can see this by looking at the A" resonance. The A" consists of 3 u-quarks
and has a total spin of 3/2 and positive parity, it is in fact the lightest baryon (particles
consisting of 3 quarks) with JP = 3/2". We can therefore assume that its orbital angular
momentum is 1 = 0, so its spatial wave function is symmetric. In order to get total spin J = 3/2
all the quarks spins must be parallel, and that gives a spin wave function which also is




symmetric. In addition, if we exchange two quarks the situation will not change, so the wave
function is symmetric under the interchange of two quarks, and the resultant total wave
function seem to be symmetric, in conflict with the Pauli principle. By including the colour
charge of the quarks, that is, giving each quark its own colour (usually called red (r), green (g)
and blue (b)) the Pauli principle can be fulfilled. For antiparticles we get same situation but
with anti-colours.

A weak interaction can transform a lepton into its family neutrino as well as transforming
quarks of one flavour into quarks of another flavour, f. ex. a d-quark transforming into a u-
quark, as is the case in B-decay. In all such processes the identity of the lepton or quark
changes, as well as its charge by +1e or -1e. Such reactions are described by the term charged
currents. This was for a long time the only known sort of weak interaction. We now know
that weak interactions also can proceed via the exchange of the electrical neutral Z° bosons. In
that case the leptons or quarks are not changed, and we refer to this as neutral currents.

When describing a process involving charged currents, one usually refers to it as being
leptonic, semi-leptonic or non-leptonic. A leptonic process is one where the W boson only
couples to leptons, a semi-leptonic process is one where it couples to both leptons and quarks,
and a non-leptonic process is one where the W boson couples only to quarks. The process we
will look at, D — Vv, is of this latter type. This does not mean, however, that processes
involving charged currents are the only type of processes we can have for D — Vy. We can
also have processes involving neutral currents. However, these are more exotic and will not
be studied in this thesis.




Chapter 2

The Standard Model

The standard model (SM) describes the fundamental particles in nature and their interactions,
and has become well established in particle physics. In fact, no experiment so far has shown
any violation of this model. However, there are some unsatisfying aspects and open questions
that this model cannot explain. We will mention some of these at the end of this chapter.

The SMis a SU3)xSU(2)xU(l) gauge theory which combines the electroweak theory and
quantum chromodynamics (QCD). The SU(3) is the colour symmetry group, while
SU2)xU()1s the weak isospin and weak hypercharge symmetry. The gauge groups
describes all possible local symmetry transformations that the theory can be exposed to and
still keep the Lagrangian invariant. Thereof the name “gauge”. The Lagrangian must also be
globally Lorentz invariant, in order to use relativistic mechanics in the description.

2.1 Electroweak theory

The electroweak theory is a combined theory for the electromagnetic and weak interactions,
as two sides of the same interaction. It was first introduced in the 1960’s by Sheldon
Glashow, Steven Weinberg and Abdus Salam, and is therefore also called the Glashow-
Weinberg-Salam (GWS) theory for weak interactions. It is the experimentally correct
spontaneous broken gauge theory that describes the weak interactions.

If we group the quarks into families according to mass and charge, and look specifically at
quark transitions in weak decays, we will see that transitions are mainly within the family,
and to a much lesser degree to other families.

&) ()

An explanation for this was first given by Nicola Cabibbo in 1963, before the introduction of
quarks. Cabibbo gave here an explanation of why we get a lower value of the coupling
constant in the process s — u (20 times lower) than in the process u — d, in semi-leptonic
hadron decays [1].

We look at Cabibbo’s explanation from a more modern point of view, and chose to define a

state |d'> , as a “partner” of the flavour eigenstate u>. This state |d'> is a linear combination

of the states |d> and |s> We also define a similar “partner” state for the c-quark as a linear




combination of |s> and |d> , orthogonal to |d'> , called |s'>. These states,

d'> and |s'>, are
actually quark states in the basis that diagonalize their Higgs coupling. This basis is also the

physical one, since it diagonalizes the mass matrix (a matrix whose eigenvalues gives the
physical mass of the quarks). But more on that later.

By looking at the quark eigenstates |d '> and |s '> of W exchange, we will see that these are

related to |d> and |s> of the strong interaction by a rotation through an angle 6., the Cabibbo

angle. Written as a matrix it becomes:

d' cos 0 sin d
4))_((cost sing ) (10 )
|s > —sin®. cos0. |s>

The experimental value of 0., which can be determined by comparing the lifetimes and

branching ratios of some leptonic and hadronic decays of different particles (see figure 2.1),
gives

sin@. = 0,22 and cos6. = 0,98 (2.3)

From these values we can see that for example the transitions ¢ <> d or s <> u (outside family)
compared to ¢ <= s or d <> u (inside family) are being suppressed by a factor of

sin6. 1
cos’ 0. 20 (24)
p p P
7 —— —
e ufd|u v o ufd|u m d
I ) il
P w-
L - - A
g -cost, g g-sind. g -cosd,
ujd|d uld|s
—_— .
n M, ~g*cosd, Y M, = g*cost. sind.
AO

Figure 2.1 Different leptonic and hadronic decay processes used in determining the Cabibbo
angle.

t
If we add a third generation of quarks (bj the 2x2 matrix in equation (2.2) is being replaced

by a 3x3 matrix. This matrix is called the Cabibbo-Kobayashi-Maskawa matrix or the CKM-
matrix, and has the following form




s%|=| Vo Vo Vi |-[]8) 2.5)

Vv 2, is proportional to the probability

qq’

The square of the absolute value of a matrix element,

for a transition from a quark of flavour q to a quark of flavour q’.

The matrix is unitary (meaning that VV' = 1) so all the matrix elements are correlated. By
allowing for a phase redefinition of the quark fields, the number of parameters is reduced
from nine to four. This convenient parameterization was proposed by Wolfenstein, and uses
the fact that Vs = A = 0,22 is small, to rewrite the CKM-matrix to order A> [6]

1—%7& A LVAp-in)
V= A 1—%7& AA (2.6)
VA(l-p-in) -AA 1

where A = 0,85 from experiments. The four parameters are now three angles and one
imaginary phase (proportional to 1). A picture called the unitary triangle is often used to show
the correlation between the parameters. From the fact that the CKM-matrix is unitary, one can
construct a rescaled relation from the first and third column

VudV:b + Vcdvcjb + VldVlT) —

P - - = 2.7)
VCd Vcb Vcd Vcb Vcd Vcb
If we insert Wolfenstein’s parameterization we get
(p+in)+(-D+A-p+in+OQA*)=0 (2.8)

This equation can then be represented as a triangle in the complex plane, as shown in figure
2.2 [2].




(pn)

(0,0) (1,0)

Figure 2.2 The unitary triangle.

The imaginary phase is an indication of a broken CP invariance. CP invariance means that
both charge and parity are conserved during a process or decay. Parity transforms a left
handed particle into a right handed one, and charge conjugation transforms a particle into an
anti-particle. The combination of these two gives the transformation of a left handed particle
into a right handed anti-particle. In 1964 it was shown [1] that the CP invariance was broken
in neutral kaon decay. Neutral kaons can decay to either two or three pions. The two pion’s
final state must have positive parity, while the three pions must have negative parity. That
means that a CP eigenstate only decays to two pions if and only if CP = +1, and only to three
pions if and only if CP = -1.

Experimentally two neutral K-mesons are observed in K° decays; K’ (for short, referring to
the particles short lifetime) and K’ (for long). (The lifetimes differ in fact by a factor of 580.)
K’ decays dominantly to two pions, while K’ decays to three pions. In 1964 it was shown
that K’ also decays to two pions, which means that the same state (CP = -1) decays both to
three and two pions. In other words CP invariance is not conserved! It has later been shown
that also K’ decays to three pions.

Numerical the CKM-matrix can be written [1]

0,9745..0,9760  0,217..0,224  0,0018...0,0045
([vi])=| 0.217..0,224  0,9737..0,9753  0,036...0,042 (2.9)
0,004..0,013  0,036..0,042  0,9991...0,9994

within 90%-confidence limits. The numbers along the diagonal are close to one, as these

u
numbers describe transitions within the family. As we can see, transitions from the first (dj

t
to the third (bj family are highly suppressed.

Weak quark decays, i.e. change of quark flavour (for example ¢ — u), does only proceed
through W exchange. Neutral flavour changing currents has never been observed.




According to the electroweak theory the particles or fields (from a quantum field theoretical
point of view) are being organized differently in SU(2), depending on if they are left- or right-
handed (having spins that are anti-parallel or parallel to the direction of the particles motion).
Left handed fermion fields are being organized in doublets, while right-handed fermions end
up as singlets. Also the value of Y (U(1) charge) and the third component of the weak isospin,
T, are different in the two cases. Right-handed fermions get T® = 0 and Y = the electrical
charge, while left-handed fermions gets T° = +V4. Since left- and right-handed fermions exists
in different representations of the same gauge group (SU(2)), we consider the components to
be different, distinct particles, but as being mixed due to the introduction of the fermion mass

fields.
ST
- ) k2R

(q,j e[q,j (@ (@)
q q ).

where | = e, , 1 for the leptons and q = u, c, t and q” = d, s, b for the quarks. As seen form eq.
(2.10) we have also included right-handed neutrinos. This is because studies of solar neutrinos
indicate that flavour oscillations take place [1]. This would then indicate that the neutrino
have a tiny, yet non-vanishing, mass.

(2.10)

2.2 Spontaneous Symmetry Breaking

Symmetries are in general a very important concept in the SM, since they, for example, can
be used to extract and organize physical predictions of the theory, and often makes the results
(even if the theory has been solved exactly) more comprehensible. In specific, the concept of
spontaneous symmetry breaking (SSB) is very important in GWS theory and we will
therefore have a closer look at what it means.

If we look at quantum field theory (QFT) and statistical mechanics we will find that there are
some analogies between them, for example a scalar field theory can be seen as a continuum
description of a system that allows second order phase transitions, for example a ferro-
magnet. If we continue this analogue, the QFT system, like the statistical system, might
therefore have a field that has non-zero global value (for the magnet it is the direction of the
magnetic field). As this global field might also have a direction, it will then violate the
symmetry of the Lagrangian. Look for example at the condensation of hot matter into a solid.
A collection of gaseous iron atoms will interact randomly because of collisions with no
preferred direction. As this iron gas is cooled and allowed to condense into a solid, magnetic
crystals will form, where each crystal has its north- and south-pole. This coupling of the
atoms introduces a preferred direction in space. In such a case the symmetry is said to be
broken or hidden.

As an example of SSB in QFT lets look at a ¢* theory, which has the Lagrangian




1 | A
=1 oV + 2o — ot 2.11
2( .9) W -0 (2.11)

where the usual m* has been replaced by —uz. Equation (2.11) has a discrete symmetry; it is
invariant under the exchange ¢ — -¢. The corresponding Hamiltonian is

_ 3 l 2 l 2_1 2 2 l 4
H—jdx[zn +2(V(p) S +4!(p} (2.12)

Classically, the configuration with minimal energy is one with a uniform field ¢(x) = @,
where @q is chosen in such a way that the following potential is minimized

_ I 5, A 4
V()= DL ATE (2.13)
The potential is shown in figure 2.3. The minimum occurs when

g =ty =2 (2.14)

v is usually called the expectation value of ¢.

Figure 2.3 The graph shows the shape of the potential V(). ,uz and A are set equal to 1 for
simplicity.




We now suppose that the system is close to its positive minimum. We then choose to write
®(x) =v+0(x) (2.15)

and rewrites the Lagrangian in terms of o(x). This gives

1 1 A A
c:a(auo)z—g(zw)cz—&u& ° (2.16)

when we disregard constants. This Lagrangian describes a simple scalar field with mass \/Eu

and o° and ¢ interactions. The symmetry @ — - is no longer apparent. Still, the symmetry is
there through the special combination of the two parameters v and ¢. This is what is called
spontaneous symmetry breaking. One can say that the potential hides the symmetry at low
energy.

If the symmetry that is broken is a continuous symmetry, then we will have an appearance of
massless particles. This is Goldstones theorem, and the massless particles that appear are
called Goldstone bosons. If this continuous symmetry is global, the Goldstone bosons will be
massless, but if it is a local symmetry, they will be “eaten” by the gaugebosons and become
heavy (W*, Z°). The fact that SSB generates a mass for the gauge bosons is called the Higgs
mechanism.

Now back to the GWS theory. If we start with a theory with SU(2) gauge symmetry (three
dimensional rotational symmetry) and introduce a scalar field to spontaneously break the
symmetry (a spinor representation of SU(2)), we will get a system without massless bosons,

but with three massive gauge bosons, as can be seen from the following.

We look at a SU(2) gauge field coupled to a scalar field ¢ that transforms as a spinor of
SU(2). The covariant derivative of this scalar is

D,0=(d, —igAit")¢ (2.17)

where t* =¢* / 2, and where c" are the usual Pauli matrices. If ¢ gets a vacuum expectation
value this can generally be written as

(o) :%@ (2.18)

The square of eq. (2.17) gives the field’s kinetic energy term, and the gauge boson masses
arises from this expression when ¢ = <(p>

0
\Dutp\z =%g2(0 V)tatb( jAﬁAb” +... (2.19)
A%

10



By interchanging a and b, and introducing {t*,t"} =1/28" we can symmetrize the matrix
product and get the mass terms

2.2

AL=E T Ata® (2.20)
8

All the three gauge bosons now get the same mass

m, == 2.21)

If we instead had transformed the field ¢ after a vector representation of SU(2), we would
have got two gauge bosons with the same mass (W bosons) and one with zero mass (the
photon) [7]. One might think that this is a combined model of weak and electromagnetic
interaction, but it is not the case since we are missing the Z-boson.

Instead we return to GWS theory. We now know that if we spontaneous break the symmetry
by introducing a scalar field that transforms as a spinor of SU(2), this leads to a system with
three massive gauge bosons, but with no massless bosons. We therefore introduce a U(1)

gauge symmetry in addition. The scalar field gets a charge Y = +1/2 under the U(1)
symmetry, and the complete gauge transformation is now

0 eioc“t“eiﬁ/z(p (2.22)

If the field ¢ once again has a vacuum expectation value

()= L(Oj (2.23)

2\v
then a gauge transformation with
o =0"=0,a =p (2.24)

will make <(p> invariant, i.e. the theory will contain a massless boson that correspond to this

special combination of generators. The other three bosons acquire mass from the Higgs
mechanism.

The covariant derivative of the field ¢ is
— a : aga : 1 '
Du(p_ n _lgAut _IEg Bu (p (225)

where A and B, are SU(2) and U(1) gauge bosons, respectively. The coupling constants are

called g and g'. The square of eq. (2.25) at the fields vacuum expectation value gives once
again the boson mass terms
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1v? 2 2 )
Aﬁ—;j[gz(AL) +2°(A])) +(-gA) +¢g Bu)z} (2.26)

where we have used t* =¢* / 2. There are three massive vector bosons

Wj = %(Ah iiAi) with masses m, = g%
(2.27)
1 v
0 _ 34 . — 2 2 YV
Z, _—W (gA, —g'B,) with massm, g +g 5
The fourth vector field remains massless
A —;(g'A3+gB )  withmassm, =0 (2.28)

We associate this field with the electromagnetic vector potential. The covariant derivative can
now be written in terms of these expressions, and gives us an expression for the electrical
charge and its quantum number.

£8 Q=T+Y (2.29)

We can also define the weak mixing angle, or the Weinberg angle, Oy, which appears in the
expression when we change basis from (A3 ,B)to (ZO, A), i.e. SSB introduces a mixing of the
neutral gauge bosons. In addition to give an expression for the coupling constants and the
mass relation between my and my, this angle also describes the coupling of all the weak
bosons using only e and Q.

2.2.1 Mass Terms of Fermion Fields and the CKM Matrix

Up to now, we have neglected the mass terms of the fermions. As the GWS theory treats left-
handed and right-handed fermion fields differently, we cannot simply put the usual mass
terms into the Lagrangian; the different (left-/right-handed) fields have different gauge
quantum numbers, so the gauge invariance is broken if we just put in the usual mass terms.
From equation (2.29) it follows that once we have specified the value of T°, the value of Y
will follow, meaning that the value of Y will be different for the left- and right-handed
components of the quarks and leptons. Also, only left-handed components of the fermion
fields couple to the W bosons in GWS theory. So how do we involve the mass terms? The
answer lies in SSB.

As we have seen, by assuming that a scalar field ¢ has a vacuum expectation value we got the
mass of the W and Z bosons. This field was a spinor under SU(2), with charge Y = +1/2.
Using these quantum numbers we can now link er, eg and ¢ in a gauge invariant coupling

12



AL, =\ ELQ-e, +... (2.30)

v
E. is here a doublet ( Lj and A, is a dimensionless coupling constant. All the U(1) charges Y
eL

sum to zero for the fields. If we now replace ¢ with ¢y we get

1
AL, =——=N\ Ve ey +... 2.31
N € € (2.31)
Where the mass term of the electron is
v
m, =4, N (2.32)

This is actually a general expression, and since the masses are dependent on v, we expect me

~ my. However, mgmw ~ 6-107°, and although the GWS theory allows a small m,, the
difference cannot be explained by this theory.

We can write the mass terms for the quark fields in the same manner. The terms are invariant
under SU(2) and have total Y = 0.

AL =N Qu-dy ~A P Q@ up +.. (2.33)
ith ¢ Lo t th
W1 =— we g€ € masses
V2\v
v v
m,=A,—&—, m,=A—F— .
NG N 239

Totally we now have the following expression for the mass terms
L =-AEL¢ e —A Ere®givi —1,Q, ¢ dy —A Q. ¢7u, (2.35)

where i = e, v, 1, and where the general expression for the mass is

m. =X

X xﬁ

If we now bring further generations of quarks into the picture, we can have further couplings
that mix the generations. Alternatively we can diagonalize the Higgs coupling by choosing a
new basis for the quark fields. Let

(2.36)

u, =(u,,c.,t), d;=(d,,s.,b,) (2.37)
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be up and down type quarks in their original basis, and u'; and d'; be quarks in the basis that

diagonalizes their Higgs coupling. This basis is the physical one since it diagonalizes the mass
matrix. The two bases are related through

u; =UY,  d) =UNdY (2.38)
In this new basis the W current gets the following form

i 1 =i i 1 i + i
W= = sul v (UU,) d} (2.39)

where (U:U d) =V, is the unitary CKM-matrix. In SU(2) this is a real rotation

ij ij

V. = cosO. sinB. (2.40)
Y {-sin®. cos6. )
ij

where the angle O¢ is the Cabibbo angle.

2.3 Quantum Chromodynamics

The most natural candidate for a model of strong interactions is the non-Abelian gauge theory
with gauge group SU(3) (an Abelian group is one where all its elements are commuting, in a
non-Abelian group they are not), coupled to fermions (quarks) in the fundamental
representation. This theory is known as quantum chromodynamics, QCD.

The theoretical picture of the strong interaction began with the identification of the
elementary quarks (u and d) making up the proton and neutron. As their properties became
better understood, the interactions between the fermions became constrained. This led to the
construction of a unique theory, describing the strong interaction between the quarks.

In 1963 Gell-Mann and Zweig presented a model that explained the spectrum of the strongly
interacting particles in terms of elementary constituents, the quarks. From this model the
mesons was described as a quark-antiquark system, and this was also confirmed to be the
case; mesons are spin 0 and spin 1 states with odd parity, as expected from fermion-
antifermion states. Baryons became states consisting of three quarks.

To be able to explain electric charge and other quantum numbers, Gell-Mann and Zweig
proposed three types of quarks; up (u), down (d) and strange (s). As additional hadrons have
been discovered, more types of quarks have been required. These are the charm (c), bottom
(b) and top (t) quarks (the last two are sometimes also called beauty and truth). The quark
types are referred to as quark flavours.

Since the baryons have integer charge, the quarks need to have fractions of the electric
charge; u, s, and t all have charge +2/3 e, while the quarks d, ¢ and b all have charge -1/3 e
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(where e equals the absolute value of the electron charge). The numerical values of the
charges for u and d, comes from the fact that the hadron with the largest positive charge is
A", having charge +2e, and consisting of three u-quarks, while the most negative charged
hadron is A’, having a charge of -1e, consisting of three d-quarks.

The theory presented by Gell-Mann and Zweig had great success in predicting new hadronic
states and in explaining the strengths of electromagnetic and weak-interaction transitions
among the hadrons. The quark model naturally incorporates the most important symmetry
relations among strongly interacting particles. If one assumes that the u- and d-quarks have
equal masses and interactions, then the SU(2) symmetry group that acts as a unitary rotation
of u- and d-states, should be a symmetry of the strong interactions. Indeed, both in nuclear
and elementary particle physics the quantum states form multiplets of this SU(2) symmetry,
called isotopic spin or isospin, as mentioned in the introduction. Since the s-quark is only a
little heavier than u- and d-quarks, it makes sense to consider the symmetry of unitary
transformations of the triplett (u, d, s). Gell-Mann and Ne’eman showed that the elementary
particles naturally fill out irridusible representations of this SU(3) symmetry.

Despite the phenomenological success of the original quark model, two major problems
remained: free particles with a fraction charge had not been found, and the total wavefunction
of the quark states was symmetric, in conflict with Paulis principle.

As explained also in the introduction, the problem with Pauli’s principle was solved by
introducing colour to the quarks, i.e. the quarks are assigned to a fundamental representation
of a new internal SU(3) global symmetry. If we now disregard spin and flavour, and
postulates that all hadron wavefunctions should be invariant under the SU(3) symmetry

transformation, the following allowed combinations of quarks appear: q'q;, €"q,q,q, and

£*q'q’q" . Here q is a quark, q is an antiquark and i, j, k runs over the colours. This gives
that the physical hadrons are singlets under colour, and the only possible light hadrons are
mesons, baryons and antibaryons. However, more exotic combinations are possible; for
example the pentaquark (qqqqq ) or the tetraquark (qqqq ). The reason that colour charges are

not seen in free particles is that the three (anti-)colour charges ((anti-)red, (anti-)green and
(anti-)blue), as well as a colour and its anti-colour, all sum up to zero colour charge.

But why should quarks have this colour property, and what makes the hadron wavefuntions
colour singlets? The answer comes partly from deep inelastic scattering and the discovery of
non-Abelian gauge theories having the property of asymptotic freedom (see further down). In
deep inelastic scattering no coloured states were observed, and yet we knew that the colour
charge had to exist in order for the Pauli principle to be fulfilled. The colour symmetry was
identified with the gauge group, and the colour with the gauge quantum numbers of the
quarks. This led to a model of the strong interaction as a system of quarks of different
flavours, each assigned to the fundamental representation of the local gauge group SU(3). The
quanta of this SU(3) gauge field are the gluons, and the theory is called quantum
chromodynamics (QCD).

QCD is a theory of strong interactions (the strong sector of the SM), much like QED being a
theory of electromagnetic interactions. Like QED, QCD have an effective coupling constant
that changes with energy. However, the running of this coupling constant in QCD is the direct
opposite of the running of the coupling constant in QED, i.e. while the photon sees more of
the change when the energy increases, the gluon sees less of the change.
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In QED the running of the coupling constant is due to an effect called screening. Here the
vacuum becomes polarized, i.e. real, virtual electron-positron pair creates a cloud of charged

pairs that screens the bare charge. The e’e” -pairs makes the vacuum behave like a dielectric
medium, making the bare charge look smaller than it is, at large distances. As the energy
increases, we move closer to the bare charge, penetrating the polarization cloud, and sees the
bare charge. The effective charge increases as the distance gets smaller. This gives a running
coupling constant, which can be shown graphically as a function of distance, as shown in
figure 2.4.

A
Oﬁeﬂf(ﬁ”)

I
137
; y — ].Og r
r=1/m
Figure 2.4 A sketch of the effective electromagnetic coupling constant as a function of

distance.

In QCD we have in a way the opposite effect, naturally called antiscreening. Like the
situation in QED we have virtual particle pairs screening the bare colour charge. In QCD
these pairs consists of quark-antiquark pairs. In addition, we have gluons that carry colour
charge themselves. The effect of these gluons is, in opposition to the situation in QED, to
amplify the field rather than to reduce it, at low energy. The effective colour charge decreases
as the distance gets smaller.

But one could ask: shouldn’t the qq -pairs screen the colour charge, like the case in QED?
Yes, but the contribution from the gluons dominates. In fact, the antiscreening effect due to
the gluons turns out be 12 times [7] as large as the screening effect due to the qq -pairs. At
high enough energy the decreasing of the coupling constant ag causes the quarks and gluons
to behave almost as non-interacting particles, giving the property called asymptotic freedom.

QCD exhibits colour confinement; i.e. the only finite-energy asymptotic states of the theory
are those that are singlets of the colour SU(3). This turns out to be a consequence of the non-
Abelian gauge theory coupling to colour. It is in a way an opposite property of asymptotic
freedom, because at low energy ag is large and increases with distance. This gives a potential
that increases with distance. Separation of colour singlets into colour components is therefore
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impossible. If we for example look at a meson and try to separate the two quarks, this will
generate a tube of a field between the quarks (see figure 2.5). In non-Abelian gauge theories
with strong enough coupling the tube has a fixed radius and energy density, giving an energy
cost proportional to the separation. This explains why no free quarks (or free colour charges)
are observed.

That does not mean, however, that quarks cannot be separated from each other. As the quarks
are pulled further apart the energy in the field is rising, giving, at large enough distance
(around 1-2 fm [1]) or energy, rise to the formation of two new quarks that couples to the old
ones, forming two new quark pairs or hadrons. This process belong to the type of processes
called hadronization.

Figure 2.5 The strong force field between two quarks.

The Lagrangian for QCD is of Yang-Mills type, as QCD is a non-Abelian gauge theory. It has
the following form

/. 1o
Loep = . q(iv,D* —mq)q—ZG“‘VG“’“ (2.41)

w

where the sum goes over quark flavours. D* is the covariant derivative
D" =9d" —ig t"A™" (2.42)

a

where t* are the colour matrices (t* = where A" are 3x3 Gell-Mann matrices) and A*"

are the gauge fields. The gluonic field tensor
a a a a b aAb
Guv = BHAV —BVAH + g I:'[ ,t :IAHAV (2.43)
gets a third term due to the non-Abelian property of QCD (in Yang-Mills theory this third
term comes from the fact that the commutator of, there, the Dirac matrices, are not equal to

zero). This is not the case in QED, which is an Abelian field theory, where the electro-
magnetic field tensor only has two terms

(2.44)
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E,=d,A -0 A,

From the third factor of the gluonic field tensor we also get terms in the Lagrangian that
correspond to the four gluon self-coupling vertex

-8 (FALAY ) (F'AAYY) (2.45)

and the three gluon self-coupling vertex
abc a b, c,v
~gsf* (9,A}) A™A (2.46)

as was mentioned and shown (figure 1.1) in the introduction.

Even though the SM has had great success in many aspects, it is still unsatisfactory in others.
We will just mention a few of these. The number of parameters required by the SM is quite
large; up to 21 parameters depending on your counting scheme. Some of these parameters are
the fermion and boson masses, the coupling constants for the interactions and the matrix
elements in the CKM-matrix. These are not given by the SM, but have to be experimentally
determined and incorporated ad hoc into the model. The SM also leaves a lot of open
questions, such as: why is it exactly three fermion families? Does the Higgs boson exists?
What is the origin of the masses of fermions and the Z- and W-bosons? What is the origin of
the CP violation? What is the origin of the mixing of quark families, as described by the
CKM-matrix? Why do we have just four interactions? These are questions that the SM
doesn’t answer, and shows that, although the SM gives a very good description of the
elementary particles and forces in Nature, it is not a complete model.
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Chapter 3

Effective Field Theory

In the case of processes where the energy scales are widely separated, such as in the case of a
heavy hadron decaying to lighter mesons, we can look at the low energy behaviour
independent of the high energy. We do this by putting large parameters (compared to a
relevant energy scale A for the theory) to infinity. Infinity means here very large compared to
the energy scale A. This gives an approximation that can be further corrected by use of small
perturbations. In the case where we are looking at the process D — Vv, we let the mass of the
heavy c-quark go to infinity, m. — o or 1/m, — 0.

In processes of the type above, several different scales are involved, f. ex. the mass of the
decaying D-meson (mp ~ 2 GeV/c?) and the mass of the exchange boson involved in the
process (my ~ 90 GeV/CZ). The different scales are also often well separated (mw >> mp).
This is the case in many hadronic decay processes, and leads to the fact that different
techniques to theoretically calculate the decays, enters at different energy scales.

Effective field theories are theories of the type just described, where low energy physics, i.e.
low compared to some characteristic energy scale or cutoff A, are being described by a
simplified model, rather than a complete theory. Also, we don’t even have to know the high
energy Lagrangian in order to calculate the low energy dynamics, which makes effective field
theories such a powerful tool.

In our calculations the cutoff or energy scale A will be 1 GeV, and only relevant degrees of
freedom (particles with mass below the cutoff A) will be important in these calculations. The
higher excitations or heavy scales (particles with mass above A, i.e. the c-quark) will be
integrated out and contained in the Wilson coefficients (see more about these coefficients in
the next paragraph). Using this we can get an effective field theory to describe the interactions
of the u-, d-, and s-quarks with the c-quark, which is exactly what we need to study the
process D — Vy.

We have to notice though, that all the heavy particle interactions are replaced with local
interactions between the relevant degrees of freedom (the light quarks), i.e. the heavy fields
are not included in the Lagrangian, but their virtual effects are represented by various
couplings between the light fields. The infrared behaviour is retained, but the ultraviolet
behaviour will be changed, as these high energy levels are unavailable to our theory. The
accuracy of the theory will depend on various parameters, like the energy level we are
working in and the mass of the heavy quarks involved.

Effective field theory is a very popular way to describe theories at certain energy levels and is
used widely, each being a valid representation of the full standard model in its relevant energy
level. One could in fact call older theories without quarks for effective field theories, as these
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gives a good description of the interactions at lower energy levels, but becomes less accurate
at higher energy levels.

This line of reasoning leads to a philosophical question, namely if it ever will be possible to
have a theory that is working on all scales. I will not discuss this question, but only quote a
statement made by professor Liitken during a lecture about the renormalization group:
“Quantum field theories without cutoff is nonsense.”, meaning that every theory has some
cutoff, beyond where it’s not valid any more, and to therefore think that we can get a theory
that works on all energy scales is perhaps a bit too optimistic. Look for example at Newtonian
mechanics. It is only valid as long as the velocity of the bodies involved are less then around
1/10 of the speed of light in vacuum. Above this limit, relativistic mechanics has to be applied
in order to get the correct results. The same situation occurs for gravitation; Newton’s
gravitational laws works fine for apples falling to the ground and other earthbound situations,
but when f. ex. calculating exact orbits of planets going around the sun, general theory of
relativity has to be applied. When dealing with even more massive phenomena like black
holes, and the physics beyond the horizon of the black hole, the general theory of relativity
has to be supplied with quantum mechanics in order to give correct results.

3.1 Operator Product Expansion

We continue to look at the general form of effective field theories. Any EFT can be written on
operator product expansion form [8]

L=)CO, 3.1

where O; are the operators constructed out of the light fields, and the couplings C; contains all
the heavy degrees of freedom (high energy effects above our A). These coefficients are
referred to as Wilson coefficients, from the physicist Kenneth G. Wilson, the man who’s
behind this way of formulating EFT’s and one of the men behind the renormalization group.

According to Wilson’s picture all the parameters in a renormalizible theory can be thought of
as being scale dependent quantities. (If one introduces a cut-off, which goes to infinity at the
end of the calculation, when calculating divergent integrals in a theory and the physical
observables given by the theory are independent of the cut-off, then the theory is called
renormalizible.) This dependence is described by simple differential equations called
renormalization group equations. Solutions of these equations leads, under certain
circumstances, to that the correlation functions of the quantum field having unusual, but
computable scaling laws as function of their coordinates.

This means that by introducing a cutoff in the theory we are looking at, we can rewrite the
correlation function using an efficient Lagrangian, L ¢ , instead of the full Lagrangian, £ ,
that we had before the introduction of the cutoff. We usually say that the terms in L . is a set
of local operators, O;, that can be added as perturbations to L .

Using a combination of integration over high-momentum degrees of freedom with a rescaling
of the parameters in L, the operation can be rewritten as a transformation of the Lagrangian.
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By continuing the procedure we can integrate further over another shell of momentum space
and transform the Lagrangian further. As the shells of momentum space become infinitesimal
(as we approach the cutoff), the transformation becomes continuous. The result of the
integrations over high-momentum degrees of freedom of a field theory can then be described
as a flow in space of all possible Lagrangians. This is of historical reasons referred to as the
renormalization group.

If the operators have coefficients that grow under the recursion we call the coefficients
relevant (operators with dimension d; < 4). Coefficients that die away are irrelevant (d; > 4),
while those not changing are marginal (d; = 4). The dimension d; of the operators O; then
determines the dimension of the couplings C;. This gives, and this is an important point, that
the irrelevant operators are also irrelevant for low energy EFT’s, while they are relevant at
higher energy scales (when energy >> A). Therefore one can neglect the contributions from
the irrelevant operators and only take relevant and marginal operators into account.

We therefore begin with a theory where the low energy dynamics are separated from the high
energy by a chosen energy scale. Depending on what scale we are working on we can use
different techniques for our calculations; at high energy we can put the low energy scales to
zero, and when working at low scales we put the heavy scales to infinity. The non-local heavy
interactions are then replaced with local non-renormalizable interactions. As mentioned
before, we still have the infrared behaviour at low scales, but the ultraviolet behaviour will be
changed as these levels are not available, and the high energy dynamics will be imbedded in
the low energy couplings.

3.2 Fermi theory

Let’s now look at an example of how this approach can be used. In the standard model weak
decays proceed via exchange of a heavy W* boson between two left-handed currents (one
incoming and one outgoing). In Fermi theory, on the other hand, the mass of the boson goes
to infinity which reduces the W* interaction to a point interaction between the particles
involved. This was actually the original description of the weak interaction before the idea of
W and Z bosons was introduced. In fact, it was first proposed by Fermi in 1934 to describe
the nuclear B-process

n—p+e+V, (3.2)

A standard weak decay in the SM is the process D — K. It is shown both in the full standard
model description and in low energy effective field theory in figure 3.1.

21



Full theory Low energy EFT

Cc S
c S
g u
W Gr d
g
d u

Figure 3.1 Same process both in the full standard model description and in low energy
effective field theory.

The strength of the coupling of this low energy interaction is described by the Fermi constant
Gg, which satisfies the relation

G, ¢ (3.3)

\/5 B 8mW2

We can use the contact interaction since the momentum transfer carried by W™ is much
smaller that the mass of the boson, q2 << mw2. In addition, we do not include the W field at
low energies (low compared to my) since W™ cannot be produced at such energies. The
propagator also changes because of this to

g+ m,,’
gpv - qpqv/2 w SN gu\/2 (34)

2 2
q —mw q- <<myy mw

and for an interaction of this type, the effective Lagrangian becomes

GF
ermi == JHJT 35
L N (3.5)

where the currents J, are the charged weak currents
J,=dy,(d-7v5u (3.6)
Here d and u are representatives for their families, i.e. u =u, sor t and d = d, c or b. We look

at the four particle process in figure 3.1, ¢ — sud . In the limit q* << my the propagator is
being changed to
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In a weak non-leptonic process the Lagrangian is written as

AL =&cosesin o(sy" (1=v5)e)(uy, (1-7v5)d) (3.8)

NG

But we know that the quarks with charge +2/3e (u, s, t) couples to the quarks with charge
—1/3 e (d, ¢, b) by a unitary rotation given by the CKM-matrix. This allows us to write the
following expression

G . _
AL = T;Vudv o Y (1=75)0)(ay, (1-v5)d) (3.9)

The amplitude now becomes

2
Ac—sud)=i&- V' v ——— Y A =y)o) @y (1-7v5)d)
8 p —my
: (3.10)
G

:iT;visvud@v“(l—vs>c><ﬁY”<1‘Ys)d)+O(rfwzj

As the mass of the W boson is approximately 80,4 GeV/c?, we see that the transferred
momentum has to be significant in order to give any contribution.

What about our process; D — Vy? This is also a non-leptonic process, but the decay is here
only to one massive particle and not two. If we look specifically at the process D’ (cu) —

K™ (sd) + v, we will get the following form for the effective Lagrangian

‘Ceff :_&V* \% [C101+C202] (311)

\/E cs ' ud

where the operators O; and O; has the following form

0, = (@y" (1 ;)e)(dy, (1—v5)s)

_ (3.12)
0, = (dy* (1=7¥5)e)(@y, A=75)s)

and C; and C, are the Wilson coefficients being of order 10" and 100, respectively. Also note
that while O; and O, are having dimension 6, the Lagrangian in eq. 3.11 has dimension 4
(since Gp has dimension -2). If we now perform a Fierz transformation, using the Fierz
identity

a La 1
60([36[)6 = Zt(xctpﬁ +N_8a68p[3 (3.13)
C
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on O,, which with indices will have the following form

0, 4500 = (A ¥ (1= ¥5)e)(@, ¥, (1= 7¥5)s,) (3.14)
we get
05 = 2(ut"y* (1-y5)o)(dt*y, (1-7,)s)
1 _ —
+N—(uv“ (1=7v5)c)(dy, (1=75)s) (3.15)
C
=20, + LO1
C
where
O, = @"y* (1 - y,)e)(dt"y, (1= 75)s) (3.16)

If we now insert the Fierz transformed operator O}” into the effective Lagrangian we get the
following expression
GF * Fierz
Ly ==V V[ CO,+C,05 ]

\/5 cs ' ud

_ Gy y Kcl +%j01—2C2C~)1}

\/5 cs " ud .

(3.17)

Using this expression, together with the expressions for the operators O; (eq. 3.12) and 61

(eq. 3.16), we can write the amplitude of the process D” — K™ +7 including the gluon
condensate

[(Kveg | (dy* 1=v9))[0) (0] @y, (1= 15)e)| D°)
+H{K @' (1-7.)9)]0) g @, 1= .)0)|D*)
+{K gg| @y (-7,))[0) (7| @y, (1= 19)0)|D°)
+(R (@ (1=7.9)[0) (vee| @y, (1= ¥5)e)|D°)]
+2C,[(K g (v (1-7,)5)[ 0) (g (Tit*y, (1= 7,)0)| D°)
+{Kg| @y (1-4,)9)[0) {ve| @'y, A-75)0) | D)1}

(K| L,

(3.18)

Here we have actually gone in advance of things a bit, by using the so called VSA factorized
limit, which more or less lets us split the total process D — Vy into an annihilation process of
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the D-meson and a creation process of the vector particle. We will look more into this in
chapter 6.

As one can see from eq. 3.18, the expression is separated in two parts; one factorizable part

. C, . . . :
with a factor C, +—= in front, and one non-factorizable with a factor 2C, in front. The non-

C
factorizable part is made quasi-factorizable with the use of the colour matrix t*. In order to
see which one of the two parts (the factorizable or the non-factorizable) that is dominant, we
have to know the values of the Wilson coefficients C; and C,. These are given from [8, 10] at
an energy level p =1 GeV, and gives us the following relation

C
Gy (0,06)+ L10

c - 320,139 (3.19)
2C, 2-1,10

Here we can see that the non-factorizable part is contributing mostly; about a factor seven
over the factorizable part. This domination of the non-factorizable part was also found for the
B-decay in [5], however, in that case the domination was much larger. The non-factorizable
part was dominating about 117 times over the factorizable part. Furthermore, in non-leptonic
D-decays (in the charmed sector) the coefficient C,’s dependence on renormalization scheme
is much stronger than in B-decays, and both C; and C, depends much more on
renormalization scheme and cutoff p = A, than the coefficients in the B-sector. This is due to
the larger QCD coupling involved.

However, if we look at the situation in figure 3.1 we see that Fermi theory gives only one
operator (see eq. 3.10). This then suggest that at tree level, where my — oo, one of the Wilson
coefficients will be equal to 1 and the other equal to 0. As we are working at lower energy
levels, we see that this fits reasonably the values of our Wilson coefficients above.

Also note that we cannot use the so called effective values for C; and C,, as one sometimes
sees in the literature, because in that case the non-factorizable effects are taken into account in
a phenomenological way, i.e. the effects are included in the coefficients. Since these are the
effects we are trying to calculate, the effective values for C; and C, cannot be used.

3.3 Heavy Quark Effective Field Theory

Heavy quark effective field theory (HQEFT) is an effective field theory describing processes
where a heavy quark interacts with light degrees of freedom (i.e. the light quarks u, d, s)
through low energy gluons, i.e. gluons within the energy range A < Ipl < mq, where p is the
gluon’s four-momentum and mq is the mass of the heavy quark. For us this means Ipl < m,
since the c-quark is the heavy quark in our process.

An important concept in this theory is heavy quark symmetry, which is a property that light
hadronic constituents in a system ignore the flavour and spin orientation of the heavy quark in
the system, since the heavy quark is surrounded by a cloud of light quarks and gluons. From

25



this, the properties of the heavy-light meson become independent of the mass and spin of the
heavy quark. This symmetry arises when the mass of the heavy quark mq goes to infinity, or
A/mg << 1. Using this we can write an effective field theory at low energies for the heavy
quark in inverse powers of mq (since 1/mg — 0 as mg — ).

A combination of chiral symmetry (myq — 0, where mq is the mass of the light quark) and the
heavy quark symmetry (1/mqg — 0), allows us to write an effective field theory which
combines the light and heavy quarks. The symmetries of these effective field theories will
then restrict the possible interactions between the quarks, giving a combined theory for the
heavy-light mesons. In this theory a heavy quark can be annihilated, but not created, as the
energy we are working in is too low for the heavy quark to be produced (Ipl < mg).

At low energies, as we are looking at now, and for very large quark masses (mg = m; — ),
the heavy quark’s momentum can be written as p = mqv + k, where v is the four-velocity of
the heavy quark (v = (1, 0, 0, 0)) and k << mq is the residual momentum. This phenomenon
(the rewriting of the momentum) is known as heavy quark velocity super-selection, and
basically means that the velocity of the (heavy-light) meson is unchanged by QCD
interactions. As the heavy quarks velocity always is equal to the velocity of the meson [5], the
heavy quarks velocity is also unchanged by QCD interactions. In addition we havev-v =1.

If we look at the usual propagator for the Dirac theory

S(p) = w (3.20)

we will get the following transformation in the heavy mass limit

Y-v+m, Y-myv+7y-k+m,
Swe(P)="—7—7 I
pr-mgy | k®+2m,v-k
P (3.21)
N Y-v+1 _ P (v)
k<<mg, 2V . k V- k
where the projection operators P, is defined as
1
P, :E(Iiy' V) (3.22)

From this one can see that the heavy quark projection operator is independent of flavour and
mass of the quark, and thus have the heavy quarks flavour symmetry, as mentioned earlier.
The spin symmetry can be seen from the following relation

P, y'P, =P Vv'P,_=V"'P, (3.23)

which in turn leads to the transformation of the quark-gluon vertex

a

vt (3.24)

A :
—i
Z'Yu g2

ig
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So the interaction is independent of the spin of the heavy quark.

Since the heavy quark field doesn’t have enough energy to create heavy quarks, we can split
the field Q in two parts, Q, and R,

Q(x)=(P, +P)Q(x)=e ""*(Q,(x) + R, (x)) (3.25)
where
Q,(x)=e¢™P,Q(x) and R, (x)=¢e"""P.Q(x) (3.26)

Qy is the part we gain from splitting of the large mass of the field. From the equation of
motion for the heavy quark field we have y-vQ, 6 =Q_ and y-vVR =-R_, orin terms of the

projection operators P,Q =Q_ and PR, =0. The term Q, is called the large component field

or the reduced field. This field annihilates a heavy quark with velocity v. The term R, is
called the small component field and creates a heavy anti-quark with the same velocity v. For
a heavy anti-quark we have

Q,(x)=e™""P.Q(x)
R, (x)=¢""P,Q(x)

(3.27)

Since heavy (on shell) quarks cannot be created at this level of energy, the R, field can be
integrated out. If we use the Euler-Lagrange equation

8,| 25 |-%£ _g
30,9 0" (3.28)

for the fields, we get the following equation of motion when we take ¢ = Q
(iy-D-m,)Q(x)=0 (3.29)

for the Dirac field Q. If we now only use the reduced quark field Q, instead, we end up with
the following equation of motion

v-DQ, =0 (3.30)

instead of eq. 3.29. Using this equation of motion and the energy propagators, we can express
the term R, as

v :ml(Y'DL)QV

:i(Y'Dl)(1+O(L]JQ (3'31)

ZmQ m,,
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where we have defined

D" =D" —v*(v-D) (3.32)
which is the part of the Dirac operator orthogonal to the velocity v.
In order to find the Lagrangian for the theory, we start with the heavy-quark Lagrangian
L, =Q(y-D-my)Q (3.33)
To this expression we insert the expression for Ry, and get the following Lagrangian
1
i(v-D)Q,+Q.,i(v-D —i v-D
Ly =Q,i(v-D)Q, +Q,i(v-D,) 2mg +i(v-D) (v-D)Q, (3.34)
We can further expand the Lagrangian in powers of D/ m,, by using
. . . 1. .
Pi(y-D,)i(y-D,)P, =P, {(1(7- D,))” +- [itr-D)icy: Dl)]}P+
g (3.35)
=P, {(i(y- D))’ +?SG“VGW}P+
where
;\‘a a a a
G, = 5 G, =t'G,, (3.36)

is the gluonic field tensor and the colour matrix, so that -G = G“VGthal . We now end up

with the heavy quark effective field theory Lagrangian, that satisfies both the heavy quark
spin and flavour symmetry

Lygerr = Qi(v-D)Q, +2—Q (iy-D,)’Q, +4 Q,0-GQ, +(9(—)
m,

Q mg,

~Qui(v-D)Q, + Oy +Opy +O(—) (3.37)

Mg

where

1 = . _
0, =—Q,(y-D,)*Q, and O, =-=-Q,6-GQ, (3.38)
2mQ 4mQ

are the kinetic and magnetic operators, respectively.
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We can now write the full heavy quark field Q(x) as a function of only the reduced field Q,
by eliminating R, using equation 3.31. This gives the full field

Q(x)=e ™" (Q,(x)+R(x))

=e ( ml(Y'DL)JQV(X)

_ e_imQV'x (14_@4—0( ! 2 ]JQV (X)
m,

2mQ 0

(3.39)

3.4 Chiral Perturbation Theory

Quarks are the fundamental building blocks for hadrons. However, these are not the particles
we observe in nature (due to confinement). We only observe the particles built out of the
quarks, namely baryons and mesons. In the sector of the lowest pseudoscalar mesons (K, 7, )
the interactions can be described in terms of an effective field theory, the chiral Lagrangian,
that only include these light states. The chiral Lagrangian and the chiral perturbation theory
provide a useful representation of this sector of the standard model, after the quark and gluon
degrees of freedom have been integrated out. The form of this effective field theory and all its
possible terms are determined by SU(3);, ® SU(3)g chiral invariance and Lorentz invariance.
Terms that explicitly break the chiral invariance are introduced in terms of the quarks mass
matrix, My. By using hadronic states to describe QCD dynamics instead of using quarks and
gluons, we can solve the difficulty of confinement of quarks and gluons at low energy levels,
although it brings in a number of undetermined constants. Figure 3.2 gives an illustration of
the different energy levels and their corresponding theories.
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A
Energy
My ~ 80 GeV QCD +EW
u,d,s,c,b,t
mp ~ 5 GeV quarks
HQEFT c,d
QCDu,d, s
SUB)L x SUB)r
A xQM + HLyQM mesons
PT + HLyPT v
SUG)y X X
K,n,=w B,D, ...

Figure 3.2 Different energy levels and their corresponding theories.

The chiral symmetry is a global SU3), ® SU(3)r symmetry, and it is the symmetry of QCD
when the quarks are massless. This is an approximate symmetry of strong interactions in the
light quark sector due to the relatively small mass of the quarks (u, d, s).

The term chirality can be explained as follows. A particle’s helicity is a quantity determined
by whether the particle’s spin is in the direction of its momentum, or if it is in the opposite
direction. It is defined as

h_5P (3.40)
IS1-1p1

This quantity can change depending on the position of the observer. The usual way to show
this is to say that the observer is located in an inertial system, having a velocity that is greater
than the velocity of the particle we are observing. As the observer passes the particle the
helicity changes, as the particle’s momentum reverses according to the observer. As the mass
of the particle goes to zero, f. ex. a photon, we can no longer find an inertial system that
moves faster than that particle. We refer to the helicity of this massless particle as chirality,
which is either left or right.

If we now neglect the quark masses of the light sector, we will get a QCD Lagrangian of the
form

1 a a,uv = =
Loco :_ZG“VG * +iq v'D,q, +iq,¥"D,qy (3.41)

where we now have left- and right-handed components of the quark field behaving as
independent fields, and without the Dirac massterm from the Dirac equation 2.41
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(1 1 a a,uv
Loe = 240D, —m)g =7 GG (3.42)

This £ gcp is then invariant under global SU(3);, ® SU(3)g transformation, with the following
transformation of the left- and right-handed components of the quark fields

q.—>gq, and g > gyqg (3.43)

where

g r €SUM;) x (3.44)
Here n¢ represents the number of quarks flavours, in this case three (u, d, s).

The approximate chiral symmetry (m, 4, s — 0) is not seen in the hadronic sector. While
hadrons are classified in SU(3)y representations (a subgroup of SU(3), ® SU(3)r where g =
gr), opposite parity multiplets (as should exist if they transformed under SU(3)., ® SU3)r)
are not observed experimentally. The octet of pseudoscalar mesons (k, © and ng) is also much
lighter than other hadrons (such as vector mesons), but they are not massless, suggesting that
the ground state of the theory should not be symmetric under the chiral group.

This means that the SU(3). ® SU(3)r symmetry is spontaneously broken down to SU(3)..r
symmetry, and from Goldstone’s theorem an octet of massless (approximate massless
compared to other hadronic states) pseudoscalar bosons appear, namely

7', ©°, K°, K*, K°, K* and 1. That there are 8 and not 16 bosons arises from the fact that

the number of generators is reduced form 16 to 8 (n” -1 from each SU(n)Lr group). The eight
pseudo-Goldstone bosons (or would-be Goldstone bosons) coming from the symmetry
breaking appears encoded in the exponential representation of the SU(3)., ® SU(3)g field X

T=E-E= 2/t (3.45)
or
E=e""" (3.46)
where II is pseudoscalar octet
L 1° +Ln8 ot K*

I= n ——1"+—1n, K (3.47)

1
V2

K~ K’ -

\/gns

and f is, to lowest order, equal to the pion decay constant f; = 93 MeV.
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The most general Lagrangian, both respecting chiral symmetry and taken into account the fact
that there are strong constrains on the interactions of the would-be Goldstone bosons, has the
following form [3]

2
y 17
trong — 4

2
Tr(D,ZD'E") + % B Tr(ME" +ZM)) (3.48)

to order (1DH) . Dy is the usual covariant derivative D, =d, —ieA  containing the photon

field Ay, and M_ is the quark mass matrix containing the chiral symmetry breaking quark

mass terms
m, 0 O
M= 0 my 0 (3.49)
0 m

The quantity By, from eq. 3.48, is defined through the quark condensate <§q> by
<qiqj> = _szOSij (3.50)

where

2

(m, +m,)(qq) =—fgmg , (m, +m,)(qq)=—f m; (3.51)

The field X is the same as we had before (eq. 3.45), and it is also unitary (XX =1).

As mentioned in the start of this chapter we get a number of undetermined constants by using
hadronic states to describe QCD dynamics instead of using quarks and gluons. To order

(iDu )4 we get a Lagrangian £ * [2] that contains ten additional coupling constants L; plus two

constants that do not correspond to any physical quantities. These higher order terms of the
Lagrangian are those consistent with chiral symmetry.

3.5 Heavy Light Chiral Perturbation Theory

Heavy light chiral perturbation theory (HLyPT) is an application of chiral perturbation theory
studied in the last section, to mesons consisting of one light and one heavy quark. This
effective field theory is then in turn based on HQEFT.

We start by introducing a meson field, that is, a field that describes the light and heavy quarks
in the heavy-light meson in the theory. Let H and H represent the mesons in the vertices of
the Feynman diagrams. We introduce a ground state vector P,** and pseudoscalar P;** fields
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that annihilates mesons with a heavy quark of flavour A and a light quark of flavour a. The
4x4 bispinor field that annihilates such a meson can now be written

. : (PAy* —iP{ ;) (3.52)

and is containing a spin zero pseudoscalar boson P (J " =0) and a spin one vector boson
Pf (J¥ = 1"). The bispinor field that creates a meson with the same flavour configuration as

above is

'H | _ Aa s pAaNT (1+YV) 3.53
i =7'Hy" =[ B —iB™)y, == — (3.53)

Here (P;"*)" represents a spin one vector meson and (P;*)" a spin zero pseudoscalar meson.

By using these two equations (eq. 3.52 and 3.53) one can describe the heavy-light mesons in
loop vertices in Feynman diagrams. For anti-particles the degrees of freedom have been
integrated out in the HQEFT, so these fields has to be included wherever they might appear.

Fields that destroy or create anti-mesons with the flavour configuration Aa are Pfa for vector
(spin 1) mesons and Pf"‘ for scalar (spin 0) mesons. This gives the following bispinors
Aa -pAa (1 +7v- V)
H, -(p ey, ) U0

1+ Aa . DA
H,, =7"HLY’ o YY) g V)[(Pﬁ )"y —i(Py )Ws]

(3.54)

In the process we are looking at, D — Vy, we will get a very simple expression since we only
have an annihilation of a D-meson, which is a pseudoscalar meson. This gives an expression

1+Y-V) (. cg (1+y-v)
- =(TY(—1P§‘*YS )= _I(TYPSYS (3.55)

where =1, dor s . For the creation of the vector particle V, we will not use any of these

expressions since it only contains light quarks. The vector particle creation will be discussed
in chapter 4 and 5.

With the meson fields now in place, we can write the chiral Lagrangian to lowest order (taken
into account heavy quark and chiral symmetry)

Lypong = +Tr[ HY (iv-D, H |
_gATrI:H(Jr)H(h Yu75AEk] (3.56)
20, Tr| HYHG (MY),, |

fTr[H“)H“)G F(Q3)y |+
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We have used H® here to refer to both particles (+) and antiparticles (-). k and h are SU(3).
triplet indices and v is the four-velocity of the meson. g4 is the strong axial coupling, while A,

and B are unknowns in HLyPT, but can be determined in HLyQM. QE and 1\7[: are quantities
that we will study later, while V* and A" are vector and axial fields. F is the electromagnetic
field tensor.

In addition to the terms above there also exists 1/mq terms like

ALY —ﬁTr[ﬁchHv%}m (3.57)
m

trong
Q

coming from the chromo-magnetic operator (i.e. a spin-spin interaction due to the quark
colour charges). However, to our calculations these terms are irrelevant as we will only look
at leading order terms.
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Chapter 4

Chiral Quark Models

We start by looking at the chiral quark model, and then continue with the gluon condensate
that the heavy light chiral quark model (HLyQM) includes in the description of a process like
D — Vy. We will then study the chiral quark model where we include vector mesons, which
is an essential part of out process.

4.1 The Chiral Quark Model in the Light Sector

The chiral quark model (YQM) is a mean field approximation of the Nambu-Jona-Lasinio
(NJL) quark model, which is a low energy quark model for the light sector, where the light
quarks couple to the would-be Goldstone bosons (K, =, 1g) in such a way that the resulting
theory is chiral invariant. In this model, a four-quark interaction Lagrangian is added to the
QCD Lagrangian. As it works on scales A << mgq, we can replace the heavy quark field
Lagrangian with a kinetic term from HQEFT, giving a Lagrangian of the form

Ly =qG(y*D, ~M,)q+Q,(iv-D)Q, + L, 4.1

where
K— }1 a e d
L, = S VT LYYLY (4.2)

is the four-interaction Lagrangian. By use of various Fierz transformations this interaction can
be altered into combinations of scalar, pseudo-scalar, vector or pseudo-vector operators. This
is done by introducing auxiliary fields (i.e. fields with no kinetic terms), which are identified
as Goldstone bosons, heavy-light mesons, vector and axial vector mesons of QCD, which
enable us to integrate out the quarks. When this is done, kinetic and interaction terms appear
between the mesons. In this way the interaction can be altered to include combinations of
scalars, pseudo-scalars, vectors or pseudo-vectors, depending on what’s needed.

Chiral invariance of the chiral quark model means that SU(3);x SU(3)r symmetry of the light
quark sector (u, d, s) still holds in this model. This symmetry makes sure that there still are a
small number of parameters in this model, and that we only need the quarks condensate,
gluon condensate and the light constituent quark mass to calculate couplings and other terms
in the model.

35



In the Lagrangian of the yQM we will find the usual QCD term q(iy"D, —M,)q as well as an

additional term describing the interaction between chiral quarks and the Goldstone bosons.
The quarks q (u, d, s) are now also in the form of two separate components q;. and gg,
transforming under SU(3)., and SU(3)g, respectively. The resulting Lagrangian has the
following form [3]

‘CxQM =q, (i'YHDH)qL +4g (i’Y”DH )k _QLquR _qRMJqL

s _ 4.3)
_m(qRZ; q. +q,.2qz)

M, is the quark mass matrix, as in eq. 3.49, m is the constituent light quark mass we use for
the light quark sector (of order 10" GeV) and X is the 3x3 matrix in eq 3.45.

We can also get the Lagrangian of the chiral quark model in a more transparent way within
the “rotated version” of the QM. Here we have flavour rotated quark fields y given by

L= &TqL and Ar = &qR 4.4)
and where
E-E=X, E=e"f 4.5)

as before. The constituent quark fields y; and yg now transforms in the following way under
SU@B)v

X = Ux, X = UXg (4.6)
instead of transforming as
q. —~gd.  and gy —>gpdg (4.7)
where
gLr €SUM,) (4.8)

U is defined from the SU(3).x SU(3)g chiral transformation
£ —>LEU = UER' 4.9)
We now get the following Lagrangian
Lyowg =X ¥ (D, + +¥,A)—m [y XM (4.10)

which is invariant under SU(3)y. The unknown terms are here the vector field 1)
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A

%(é"’aué -€9,&) (4.11)

and the axial vector field A}l
A= —%(é"’aué -£9,8" (4.12)

Ali can also found to be of the form

Auz%aun+0(fi2j (4.13)
where f = f;. The term Mq has the following form

M, =M," + M M, (4.14)
and is the rotated current quark matrix, where

Y =2 EME +EME)
) . (4.15)
WP =2 EME -EMP)

where M, is again the same quark matrix as we had before (eq 3.49).

By comparing the Lagrangians, the rotated (eq 4.10) and the original one (eq 4.3), we see that
the chiral interactions in the original Lagrangian (terms three and four) are incorporated into

the term Xqu , while interaction terms proportional to m (last term in the original

Lagrangian) become a pure constituent mass term.

4.1.1 The Gluon Condensate

We now introduce the gluon condensate

<9G2>=<0|%G*‘ G:
T

[T A TY
T

0) (4.16)

where |0> = vacuum state and a is a colour octet index. This gluon condensate was along with

the quark condensate

(qq)=(0|qq|0) 4.17)
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introduced as parameters in QCD sum rules as a way of parametrizing the vacuum effects
effecting the process. However, the exact structure of the fluctuating vacuum fields are
irrelevant to us since everything is parametrized by the gluon and quark condensates that
describe the vacuum characteristics. So why do we introduce the gluon condensate now? The
reason is that we need to estimate the long distance (low energy) gluon interactions in the
non-leptonic decay, which are parametrized by the gluon condensate. As we are only
interested in the effects at lowest order to estimate non-factorizable effects, we neglect higher
order gluon condensate. That is, we truncate the gluon condensate expansion at the first order

gluon condensate < g52G2> and disregard all higher gluon condensate contributions, <gS3G3> ,

<gS4G4> , etc.

As we take the first order gluon condensate into account in the process, we will get two
gluons in the Feynman diagrams to represent it. The reason for this can be seen from the
expression for the gluon condensate, which contains two gluonic field tensors. The gluons
couple only to the light quarks in the meson, since the long distance gluon couplings of the
heavy quark are suppressed by a factor 1/mq, where as before mg is the mass of the heavy
quark. In YQM the hard gluons are being integrated out, leaving us only with the degrees of
freedom coming from the low energy gluons. The effect of these gluons coupling to the light
quarks is then parametrized by the gluon condensate in the model.

. o . . .
We introduce the gluon condensate, <—G2> , into the calculations of the Feynman diagrams
o

by making the following replacement in the diagrams for the soft gluon couplings [4]

2:G4, Gl — 4—7525de< G2>(gg ) 4.1
S uv (ch_l) 12 nadvp updSvo ( . 8)
This expression simplifies to
a a 1 a
G, G, —>4NZE<EG2>(gWgVB—guggm) (4.19)

when a = b and we sum over a (as the Kronecker delta becomes equal N -1.) We will use
these expressions later in our diagram calculations.

We have two important divergent loop integrals, I; (quadratic divergent) and I, (logarithmic
divergent)

o dp 1
=] o’ pz_mz (4.20)
L=] G 2n (p° m) “4:21)
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which we will use throughout the calculations for the diagrams later on. In the light sector
these are related to the gluon condensate and the quark condensate through the following
expressions

1 o
f2 =—4im’N_I, +——(—G’
n T A <TC 4.22)
_ ) 1 o
(qq) =—4imN_], ——<—G2> (4.23)
12m\7

These relations are obtained from calculations of various simple Feynman diagrams. Using
these relations, combined with other (I3, for example), we can determine the value of many of
the parameters within the heavy light chiral quark model using only a few input parameters.

The vacuum effects are, as we can see, not only of the form of external gluon lines coupled to
the light quarks, but also in the divergent loop integrals themselves.

4.1.2 Chiral Quark Model Including Vector Mesons

We now wish to include vector mesons, and not only pseudoscalar mesons, in the chiral
perturbation theory. An important difference compared to the chiral quark model for
pseudoscalar mesons, besides the spin, is the mass of the vector mesons, which are now in the
range 0,8 to 1 GeV. Our starting point is the following Lagrangian [2]

L=L o+ Lo + Lva (4.24)
where

L = MyTI[V, V* ]+ m} Tr[A A"] (4.25)
is the bare mass term. V is here given as Il in eq. 3.47, but with & replaced by p etc. We get a
similar exchange for the axial vector field A. (These vector and axial vector fields should not
be confused with the fields V and A ineq. 4.11 and 4.12, as they are now having a much
greater mass than these pseudoscalar fields we looked at earlier.) After integrating out the
quarks, the masses are modified and identified as the physical ones. Then we can also find a
kinetic term

1 vi 1 v
£kin :_E[vavu :I_EI:A;WAH :I (426)
where
Xuv = VuXv _VVXH 4.27)

with X =V or A. Here V is a covariant derivative including the Goldstone bosons.

(4.28)
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VX, = BHXV +i[X,, X, ]
Now, for the left-handed current for the process vac — X, we find the SU(3) octet current

n 1 n
Jy(vac > X) = EkXTr[A X,] (4.29)

where A" is given from bosonization of the weak currents by

QYA =AY AKL (4.30)
A" =ETAE
For our process we have
n 1 n
Ju(vac —>V) =5var[A VH] 4.31)

The Lagrangian L ,, is the usual chiral quark model Lagrangian, namely

Lygw =X[ V(D +V, +7,A,)—m |1 =XM% 4.32)

The important term in eq. 4.24 is, however, the last one; £, . This is the interaction

Lagrangian between the quarks and the vectors and axial vectors, and it has the following
form in this model

Liya ZZ[h HVH +hA'Yu'YSAp}X (4.33)

From this expression we can later determine the vertex factor when quarks are coupled to a
vector particle. Normalization of the kinetic energy terms gives

£2h2 1 /o
3m; {1_ 15m>f2 <7SG2>} - 34

where h = hy before chiral corrections. This is an implicit expression for the coefficient hy.
For the currents, we get the relation for the vector case

k, =1hv(—@+f2—L<ﬁGz>j (4.35)

2 m 8m’ \ 1

and in the same way for the axial case

K, =—h, (—@—q>—%2+%<%62>j (4.36)

2 m 8m° \ &
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4.2 Heavy Light Chiral Quark Model

The heavy light chiral quark model (HLyQM) is a quark model that combines both the heavy
quark effective field theory (where 1/mqg — 0) and the chiral quark model (where mq — 0) to
a theory that includes elements from both of these theories. In other words, the chiral quark
model is extended from the light to the heavy sector where we use the HQEFT to describe the
particles. The resulting theory is a theory for the combined particles consisting of both a
heavy quark and a light quark. These are the so called heavy-light mesons. They are any
meson with one heavy quark of flavour c, b or t, and one light quark of flavour u, d or s. In
our process HLYQM will play an important role in the annihilation of the D-meson. By
combining the spin-flavour heavy quark symmetry and chiral quark symmetry, the HLYQM
will describe the low energy strong interactions between the heavy-light mesons and the
would-be Goldstone bosons, and also include the coupling to the electromagnetic field.

Just like in the heavy quark effective field theory, the heavy quark field in the HLyQM will be
replaced by a reduced field Q, (for quarks) and R, (for anti-quarks), just like in section 3.3.

We now introduce the Lagrangian containing both quark fields and mesonic fields
LHLXQM = Lygerr + ‘CxQM + L, (4.37)

Both Lo and L, we have seen before in sections 3.3 and 4.1, but the Lagrangian £ is

new. It is a generalization of the interactions of the £,

between heavy meson field and heavy quarks, and has the following form [4]

in eq. 4.10 to the interactions

£, =—Gy[ X H:Q,+ QvHixa]+%Tr[ﬁiHi] (4.38)

3

Gy is here the effective coupling for the vertices, and can be expressed as a function of f;, m,

ga and the gluon condensate <%G2>

T
G2 = m(1+3g,)
oo ’N 4.39
o2 M Ne T [0s 50 (4.39)
T 4t 32m’*\ &

Gy has to be of this form since it is the only way to keep the HLyQM consistent with
obtaining the first two terms in the Lagrangian in eq. 3.56. H. and H. represents, as in the
section on chiral perturbation effective field theory, meson fields; creation and annihilation,

) 1 — e . . . ) ) .
respectively. The term ETr[H;‘H;‘] of the interaction Lagrangian is a self interaction with
3

Gs as the coupling constant.

As we see, the Lagrangian in eq 4.37 is divided in three parts; the chiral quark model

Lagrangian L,,, , describing the light sector, the heavy quark effective field theory
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Lagrangian L , describing the heavy sector, and finally the interaction Lagrangian £

int °
describing the mesons and the heavy/light quarks or meson vertices. The Lagrangian then
covers both the heavy and light sector as well as the mesons, like the D-meson in our case.
The c-quark is treated as a heavy quark by this model, though its mass is only 1,15 — 1,35
GeV. This is close to the cutoff scale A =1 GeV, and could lead to inaccuracies when the
1/mq corrections are neglected, as we will do.

If we recall the constant A; from eq. 3.56, we said that it could not be determined in the
HLyPT, but within the HLYQM it can, and will have the following form

1 _ On-16)ug

A =—Q3g, +1 4.40
| 4(gA ) 768m,m’ (4.40)

where the gy is the strong axial coupling, m is the constituent light quark mass and g is the
chromo-magnetic operator having the following form

1 — 1
o (H)= C H|Q,-0c-GQ,|H

Mg (H) M. (I IQV2 Q, [H) (4.41)

If we put p= A we get
Uo=M,—(—G (4.42)

m \ T
with
(t+2)
= Cy (A .

2 % u(A) (4.43)

The constant Cy(pt) contains high energy effects down to the energy scale p, and has been
calculated to Cj,(A)=1,15 in the D-sector [4].

4.3 The Full HLyQM Lagrangian

Let us now collect all the relevant Lagrangians to see the shape of the full Lagrangian Ly, oy -
From eq 4.10 we had the rotated chiral quark model Lagrangian

Lyowg =X ¥ (D, +Y +¥,A) —m [x XMy (4.44)

and from eq 3.37 we had the heavy quark effective field theory Lagrangian that had the
following form
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.+ (9(—) (4.45)
My My My

LHQEFT 1( \A

We also had the interaction Lagrangian in eq 4.38 of the form
L, ==Gy | THIQ, +QHX, |+ —Tr[ HH ] (4.46)

Figure 4.1 shows a heavy-light meson loop described within the HLyQM. From the
interaction Lagrangian one can see that the vertex factor to the left in this diagram is iG,H;,
where the i-factor comes from the relation £ =—-iM, and where what we call the vertex factor
is what we use in M =1L . The upper double line in the diagram is the heavy quark Q, with

velocity v, and the lower single line is the light quark y,, where a is the light quark flavour.
The solid and dashed double line to the left represents the meson field, while x is the weak

vertex and has the form 'L for “annihilation” diagrams like the one in figure 4.1.

Figure 4.1 A heavy-light meson loop diagram described within the HLyQM.

For non-factorizable diagrams, i.e. diagrams with one single gluon coupling to it, we will add
a colour matrix t* to the weak vertex in order to make the full diagrams quasi-factorizable.

We now have the three Lagrangians and putting them together will give the full Lagrangian to
first order

Luryou =X 7 GD, +, +7,A) —m | XM

+Q,i(v-D)Q, +2—Q (iy-D,)’Q, +4 Q,0-GQ, (4.47)

-G, (LA, +6VH3xa]+§Tr[ﬁiHi]

3

43



This Lagrangian now includes light chiral quarks, heavy quarks and mesons. The first line of
this Lagrangian describes the light sector (n, K and 1), the second line the heavy quark sector,
and the third line is a bridge between the two, describing the heavy-light sector, like the
heavy-light meson D. In addition we have the Lagrangian for the vector mesons given in eq.
4.24.
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Chapter 5

Feynman Rules for D — Vy

Up until now we have been studying the different quark models being valid at different
energy levels, and has come to a model describing heavy and light quarks and their
interactions; the HLyQM. We started with a general description of the standard model, then
moved on to low energy effective field theories, i.e. approximations of the standard model,
and finally ended up with the chiral quark model, including the chiral quark model with
vector mesons, thereby reducing the generality and the energy region we work in. What is left
for us to do now before we start with the calculations of the Feynman diagrams describing the
process D — Vv, is to find the couplings and the so called effective propagators. These
effective propagators are expressions for propagators of the light quarks in the meson loops
that includes any external particles (photon or gluons) that they may couple to. If we for
example wish to describe an external photon line coupled to the light quark, it will not be
necessary for us to first include the light quark propagator, then a photon coupling and then
again the light quark propagator after the photon coupling. Instead we insert the correct
effective propagator into a Feynman diagram. These effective propagators will be used in
both the calculation of the annihilation of the D-meson and the creation of a vector particle.

The path-integral method, or functional method (since it is based on generating functionals),
is a very useful method for calculating propagators. This is since it is based on the
Lagrangian, rather then the Hamiltonian, which gives us the possibility to read off the vertex
factors right out of the Lagrangian of the field theory. An example of this is the rotated chiral
Lagrangian in eq 4.10, where we have a term of the following form

XY YsAX (5.1

This describes the interaction of an axial vector A, coupling to a chiral quark y, and this

gives a vertex contribution iy"y, to the Feynman diagram. The i comes from M =i, where
M is what we calculate from the diagrams. Another example is the interaction Lagrangian (eq
4.38) which gives a vertex factor —iG,H; . This is shown in figure 5.1.
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Figure 5.1 The vertex factor in the HLyQM.

5.1 Couplings and Effective Propagators

Now we would like to express the external gauge field A, in powers of the gluon field
strength tensor G. We can then use this to calculate the vertex factors for processes like qg —
g, or emission of a photon (but then using the electromagnetic field strength tensor instead).
By expressing the gluons using the gluon field strength tensor G instead of the field A, we
can use the expression we had in eq 4.18

2~a b 4m* w L /0 )
gsGquaB%ms E ;G (gpocgv[i_guﬁgvoc) (52)

to go from gluons to the gluon condensate.

We can do this by imposing a gauge condition on the field. This makes no difference as the
correlation function (which can be calculated using the path-integral method) is gauge
invariant. We use here the Fock-Schwinger gauge to simplify the calculations. The gauge
condition is

(x" —Xg)Aﬁ(X) =0 (5.3)

As xo will cancel out of the calculations, we can simply put xo = 0 without loss of generality.
The reason for this is that the Fock-Schwinger gauge condition expressly breaks translational
invariance, (breaking of translational invariance means that S(x,0) # S(0,-x), where

Sep(X,y) = <O|TJ- lpa(x)\TIB(y)| 0>) and the symmetry would restore itself naturally. Doing so

will leave us with the condition x*A, =0. Nevertheless, in the Fock-Schwinger gauge it is

important to include all the diagrams in order to get the correct answer. Leaving a diagram
out, will most likely lead to infinities or zero.

To get the external field expressed by the gluon field tensors, we use the derivative identity
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d
A, (x) =a%(AV (X)XV)_XVBTAV (x) (5.4)

i i

and the Fock-Schwinger gauge condition. The last term in eq. 5.4 can be written

0 0
—X, gAV (x) > —=x,G,, =X, gAu(X) (5.5)

n v

where we used G, =d A, —d,A . By substituting x — ox and integrating we get the

following expression
‘ 1 1
AL (x)= jdxocGi (ox) = 5 x'Gy, (0)+ 3 xPx" (DyGy, (0) +... (5.6)
0
Fourier transforming this expression to first order gives

1 .
a ikz A a 1 a a
A (k) = [ dze™ Aj (z) = —5 MG 0) 5 =80 +... (5.7)
0 p
This gives the first-order vertex factor for the coupling of a gluon to a quark

: a a 1 a a a
-7t A= —Et 'Y”GHV (O)BT |kv:0 +... (5.8)

v

This is shown in figure 5.2.

Figure 5.2 The first-order vertex factor for the coupling of a gluon to a quark.

In the same way we can get the vertex factor for a process qy — q, where a photon couples to
a light quark, as shown in figure 5.3.
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Figure 5.3 The coupling of a photon to a light quark.

The electromagnetic coupling to light quarks is eégy”Aim, and we get the electromagnetic
field

e __ ey 9 amts@
A= 2Fw(0) ™ (2m)* 8" (k) (5.9)

v

using the same procedure as with the gluon vertex. The vertex factor, to first order, is then

1, = J
E,Yung/F;w (O)X Ikv =0 +... (5 10)

v

The term in used above is related to the SU(3) quark charge matrix Q

Q! =%(§TQ§+§Q§T) (5.11)
2/3 0 0
Q= 0 -13 0 (5.12)
0 0 -13

The full electromagnetic current is of the form
1 =7QI v X+ XQEY, Ysx (5.13)

But as the photon is a vector boson, we only use the first term. The term QQ would have the

form

Qs =%<&*Q&—&Q&*) (5.14)
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For a reverse process, i.e. q — qy, we simply reverse the momentum of the photon k, — -k, .
If we use the identity

%S(p +Kk)l _o==S(p)¥'S(p) (5.15)

v
also for the reverse process, we get

J v
gs(p =K1 =S(p)¥'S(p) (5.16)

v

If we now include the quark propagators in the process shown in figure 5.2, we get an
expression of the form

iS(p) B V'eQ{E, i}ism +K) b = —%eéz E,S(P)Y'S(p)Y'S(p)

ok,
| | (5.17)
=—eQYF RW ——
) Qi Hv (p2 —m? )3
where we have defined
R¥ =(y-p+m)¥* (y-p+m)y’(y-p+m) (5.18)

If we use the gamma matrix anti-commutator {'y“ , y"} =2g"" and the identity

Yy =g" —ic", where ¢" = %[y”, yV] , we can get an expression of the following form

2R =2(y-p+m)[ p*y’ +7'p" |(y-p+m)
—(m* —p*)[ g (y-p+m) —ic™ (y-p+m)+ (y-p+m)g” - (y-p+m)ic" |

(5.19)

We only look at the anti-symmetric part of this expression, since the process must be anti-
symmetric in @ and v. We are then left with the term

Rigm =%(m2 —p){c".(y-p+m)} (5.20)

We now end up with an “effective” propagator S; for one photon emitted from a light quark,
qQv—4q

(5.21)
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In the same manner we can arrive at an “effective” propagator for one gluon emitted from a
light quark qg — q.

oG 1 b
ls1 _ngt Guv

1 v
oy P
i

1
—ng@z_—mz)z{G'G’(Y'P"‘m)}

(5.22)

where 6-G =06""t"G,, .

We can also construct effective propagators for the processes ggq — q, g — q — qy and qgg
— q — qy. These processes are shown in figure 5.4.

oo

ggq —q gq—q—qy qgg —>q—qy
Figure 5.4 Gluons and photons coupling to light quarks.

We look at the first process and uses the soft gluon g as an incoming particle. For this process
we have

152" = {isq)) {_%gstawGa ? }S(P—ql){—%gstbv“GZs 5 ?

v :|ls(p_ql _qz) (5.23)
aquv qu q;=q,=0

By using eq. 5.2 we get

)
1899 = % t*t® <g G2> (2SRSRS —2SY"SRSY,S) (5.24)
T
where S is the propagator S = Y;p * nzl and R is defined R =y"Sy, . We find that

p —m
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2SRSRS-2SY*SRSY,S = 2%{(7- p)(p*—5p°m’ +8m*) + m(—p* +p’m’ +4m*)}
p-—m’)

4
_2(p2_—m2)5{(y' p)(p' —2p’m’ +5m*)+2m(p* —p'm’ +2m")}  (5.25)

24m )
= —m[m(Y'P)+P ]

giving finally the effective propagator for two gluons coupling to a light quark

.qGG _ sn2,a.a] O 2 m 2
182 =127t t <;G >(p2_—mz)4[m(YP)+P } (526)

The other two propagators, S;¢ and S5", can be written

iS1° = Leg QI (' GyR " 5.27)
: i a a VO
N :ZengFoth G, R" P (5.28)
where
R*™ = S(p)Y*S(p)Y'S(p)¥*S(p)Y*S(p)
+S(P)Y'S(P)Y’S(P)YS(P)Y*S(p) (5.29)
+S(p)Y'S(PY*S(PY’S(P)Y*S(p)
As for the propagators S;°°, ST and S we have
T’ o
i1 =2 QB 1" { G ) (2up0 ~ Bantipo) T (5.30)
24 I
. T a0 vagor
lsg}FG =—CQF(XI3'[ yaret (gupgvc _gmgvp)Tu Bop (5.31)
24 I
.SGGF :n_z F t*t* EGZ _ Tuvothp (532)
155 24 eQ uct t T (gu(xgvﬁ gpﬁgvoc)

where T"V**" is a huge expression, still in simplified form,
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T = SY°SYPSY'SY*SY*SY’S + SYPSY°S Y ST ST*SY’S
+SYPSY ST SY'SY*SY’S + SYPSY' SY'SY°SY*SY°S
+SYPSY ST ST SYST’S + SY° ST STPSY*SY*SY°S
+SY' SY°SYSY'SY*SY’S + ST 'SY*SY Sy SY*SY°S (5.33)
+SY' SYPST*SY°SY*SY’S + SY ' SYPSY*SY*ST°SY°S
+SY°SY' SY*SYSY*ST’S + SY'SY°ST*STPSY*SY°S
+SY' SYSY’SYSY*SY’S + SY'SY*SY*SY°SY*SY°S
+SY' SYSYPSYSY°SY’S

'Y- P +m
2

p’—m’

where S =

is simplified to S. Although it is not very easy to see at first glimpse,

T can be divided into three parts, each having five terms, where ¢ moves from left to the
second last on the right in each part, while the other indices are unchanged.

5.2 The Couplings for the Vector Particles

The diagrams with the creation of a vector particle consist of a loop with two light quarks, i.e.
a quark and an anti-quark. The difference between these diagrams and the annihilation
diagrams of a D-meson, is that here we can have couplings of photons and gluons to both
light quarks, and not only to one of them. While the coupling to one quark line give nine
different diagrams for the D-annihilation loop, it gives 26 possible diagrams to calculate for
the V-creation loop, when we have the possibility of coupling up to one photon and two
gluons to the light quarks. Luckily, we can use the same effective propagators for the
diagrams where we have a creation of a vector particle as for the diagrams where we had an
annihilation of a D-meson.

What we need to find, however, are the vertex couplings. This can be quite easily done since
we have the Lagrangian from eq. 4.33. As in the first section of this chapter, the vertex factor
can now be read right out of this Lagrangian. This gives us

ih,y, V¥, (5.34)

hy is here a coupling constant, and can be expressed through eq. 4.34. Eq. 5.34 is the meson
vertex coupling between the vector particle, i.e. the light vector meson and the light quarks, as
shown in figure 5.5.
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ih,y, V¥

Figure 5.5 The vertex factor for the meson vertex in the creation of a vector particle.

For the vertex factor shown in figure 5.6, we get the following expression [3]
A™'L (5.35)

where A" is given in eq. 4.30 and L equals (1-v;)/2.

AL~

Figure 5.6 The weak vertex factor for the creation of a light quark/anti-quark loop.
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Chapter 6

Calculations of D — Vy

We are now going to do the calculations for the process D — Vy, where D may be D* (¢d ),
D (cd), D’ (cu), D’ (cu), D" (¢s) or Dy (¢s). V is a vector meson consisting of only light
quarks (u, d, s), giving the nine possibilities p*, p~, p°, @, ¢, K™*, K™, K” or K™, and y is
a photon as usual. We will here calculate the expression M =iL for those diagrams where a
heavy-light meson is annihilated, and those where a vector particle is created. That is, we will
split the process in two; one part where a heavy-light meson is annihilated, and one part
where a light meson is created, with photons and gluons coupling to the diagrams where
necessary. We will call the two types of diagrams for annihilation and creation diagrams,
respectively, which points to the annihilation process of the D-meson and the creation process
of the vector particle, when looking at the total decay process D — Vy. The annihilation

diagrams will be<0| Q.. 7.qc | D> with photons and gluons coupling to it, and the creation
Jn,L
0

it. As mentioned before, external (photon or gluon) lines will only couple to the light quarks
in the meson loops, since the contributions for a connection to a heavy quark is suppressed by
a factor my,.

diagrams will be <V 0> = <V|§1!L?»“yuq2'L | 0> , also with photons and gluons coupling to

In order for us to split the full diagram into two parts, we use the Vacuum Saturation
Approach (VSA) factorized limit (as was mentioned in chapter 3) for the weak vertices, where
we insert a vacuum state between the D-annihilation and the V-creation. The diagrams can
then be bosonized, i.e. we integrate out the quark fields, separately and multiply the two
diagrams afterwards. We can say that the annihilation and creation occurs at the same point.
The VSA factorization limit is valid in the limit 1/ N. — 0. As we have only N, = 3, this
becomes a very naive factorization, and we will therefore not put N, = 3 explicitly in the
calculations (until the calculations of the final results). The approximation neglects short
distance QCD effects and long distance hadronic effects, and it is also very sensitive to
vacuum effects such as those parametrized by the gluon condensate. The gluon contribution
has therefore to be taken into consideration.

Using the VSA factorization limit for our process we get

(v

£eff

D> - <V|ﬁl,L7vnYqu,L |0> <O| ch YuﬁL | D> (6.1)

where we have ignored the numerical factors coming from the Fermi theory for the moment.
We will include these in the numerical calculations in chapter 7. If we also take the photon
into consideration we get the following two separate permutations
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(v
(v

‘Ceff
‘Ceff

D) = (V¥]@,.A"Y,4.[0)(0/Q, v,d.|D)
D) = (V[q,,A"7,4,.[0)(¥|Q. 7,4, |D)

depending on which meson loop the photon couples to. Using the Fierz transformation and
the Fermi theory, this then gives us the expressions in eq. 3.18.

Parametrizing the vacuum effects with the gluon condensate to first order gives two gluons in
the diagrams, in addition to the photon. This, together with the diagrams without any external
lines, gives 33 different diagrams for the full D — Vy process. The full diagrams with gluon
condensate to first order are shown in figure 6.1, where the diagrams on the right hand side
are the diagrams that can be combined with the diagrams on the left hand side. The numbers
to the left are the number of possible complete diagrams in each row.

12 o | G B B o O D G O G- G

4 o QW@“

2 HQW@W

oW W W | O

30

Figure 6.1 All the possible full diagrams for the process D — Vy, with gluon condensate to
first order.

As mentioned before, we get nine possible annihilation diagrams and 26 possible creation
diagrams to calculate. These are sketched in figure 6.2 and figure 6.3. We then have to glue
together those diagrams that belong together (as shown in figure 6.1). For us, this means that
the full diagram must have one external photon line, and if it has external gluon lines, then the
full diagram must have two of these.
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Figure 6.2 Sketch of all the possible annihilation diagrams for the process D — V7.

1 diagram

ww@@
O O o G O
G 8o B B B -
e Y oy

Figure 6.3 Sketch of all the possible creation diagrams for the process D — V.

9 diagrams
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6.1 Partial Diagram Calculations

We will now calculate all partial diagrams, that is, nine of annihilation type <0| Q. 7.qu | D>

and 26 of creation type <V|ﬁLL7»“yuq2,L |O> , with photons and gluons coupled to them when

necessary. These are the diagrams sketched in the figures 6.2 and 6.3, and arise in the VSA
factorization limit when the full Feynman diagram is split in two parts.

In the calculations of the diagrams we will use the effective propagators from section 5.2 for
external photon and gluon lines. We will also use the heavy quark propagator

iP,
vep (6.3)
where v is the velocity of the heavy c-quark. In addition, we get a factor
-G, H (6.4)

for the meson vertex for the annihilation diagrams, and the weak vertices will give a factor
E'T", where the factor &' comes from the rotation q, =%&'. The form of ' turns out to be

' =y'L (6.5)
as the factors Cy and C, in the general expression for I'* =C_(W)y"L+C, (Wv°R in

perturbative QCD, are close to one and zero, respectively. Another simplification that we will
sometimes use is

T(p)=v-p+m 6.6)
to simplify the expressions.
For the creation diagrams we will use the factor
ih, 'V, (6.7)
for the meson vertex, where we have two light quarks and the vector particle, and the factor
A"y,L (6.8)

for the vertex where the quarks couple to the weak current. We will also be using some tricks
and rules for calculating gamma matrices. These are summarized below
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7'y, = (2-D)y’ (6.9)

V.0 p pG AY
Yp.YYPs — (2-D)—"“g. ¥ (6.10)

Integration over p
Ry"y-py'y-po®  — —( —D) p’Ry*y'c™ (6.11)
Integration over p D
v _of

RY'y py'o®yp - v pRy'y-py'c”®

Integration over p

=Ly -py"y-py'c*

(2 DD) 2L,Y|J,,YVGOLB (612)
Tr[odd number of 'y]l - 0 (6.13)
ntegration over p
1 1
Y.L=Ry,, WhereLzz(l—'ys) andR=§(1+'ys) (6.14)
In addition, we will use the general expression I,,
j (6.15)
2m)* (p* —m?)"
where n =1, 2, 3, ..., in the partial diagram calculations. It is, however, only when n = 1 or 2

that we get integrals that are divergent. For n > 3 we get integrals that can be calculated, as is
done in the appendix.

6.1.1 Calculations of the Annihilation Diagrams

In this section we will do the calculations of the annihilation diagrams <0| Q. 7.au | D>, which

are the diagrams for the annihilation of a D-meson. It turns out that these are the same
diagrams as the ones that have already been calculated in [5]. We will, however, not only
write down the results from these calculations, but also give some explanation to them, as
much of the same procedure will be used in the calculation of the creation diagrams (and
since some errors have been found in the calculations done in [5]).

We start with the simplest diagram for this process. This is shown in figure 6.4.
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Figure 6.4 (0|qy'LQ,_

D> - The simplest D-meson annihilation diagram with no photons or

gluons coupling to it.

This is a very strait forward diagram, as it doesn’t contain any external photon or gluon lines
coupled to it. To get an expression for the diagram we simply use the Feynman rules. First of
all we note that this diagram contains a loop, giving us a minus sign, as well as the trace of a
product of Dirac matrices. Since we are dealing with quarks, that have the property colour, we

also have to multiply with the trace of the colour unit matrix, Tr 1., which is equal to N.. In
4

.. X d
addition we have to integrate over the loop momenta p: J. 2 p ;
T

. Looking at our diagram in

figure 6.4, we see that we have a weak vertex factor E'T*, where I* =y"L , as well as a
meson vertex factor —iG,H, which contains the annihilation operator for the heavy-light

meson. Together with the heavy quark propagator and the effective propagator for this
diagram we end up with the following expression

d*p i e 1P .
M" =-N_[—5 Trl§V'L—(- 6.16
N, o Tr(S' 'L V'p( iG,H)iS(p)] (6.16)

. . . ‘Pt .
The propagator S(p) is here just the simple propagator sz nzl , since we don’t have any

external photon or gluon lines. We can calculate this expression, that is, do the integration
using dimensional regularization. This procedure is described in the appendix, section A.2.
We get

M* =-N j (;I)’ Tr {&W”L = (-G H)IS(p)}

1 v p+m]

:—lN G TI‘[& Y”LHJ- (275) vop p ., (6.17)

=—iN G, Tr{&' Y LH((y- V)], +ml, )]
=—iN Gy[ml,, -1, ITH[E y"LH]
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We can now in principle follow the same procedure for all annihilation diagrams, only
changing the effective propagator and adding a colour matrix t* in the weak vertex when an

external gluon line is added.

D> - An annihilation diagram for the D-meson with a photon coupled

to it.

Figure 6.5 (y|qy'LQ,

In the second diagram, shown in figure 6.5, we have a photon coupling to the light quark in
the loop. This is the only difference between this diagram and the one we had in figure 6.4.
Instead of writing down the vertex factor for the electromagnetic interaction vertex and the
quark propagators before and after the interaction, we simply use the effective propagator
from section 5.2, iS,", where the subscript 1 means that one particle is coupling to the quark,
and the superscript F indicates a photon. We now get the following expression

4 .
M* =-N, d—I;T{g"'y“L%p(—iGHH)isf }

(2m
=-NG j d’p Tr a*y“LLHx —ieQVF ;{T(p) o}
© Y 2ny vp 4P (p—m?) ’ (6.18)
CiINGue [ e aave ¢ dp 1 1 o "
Tr{éyLHQiFaBI(Zn)4 V-p(pz—mz)zx({y p,6%}+2mo )}

N.G, . ~v, 1 ~v
=°TeTr[§Ty”LH(1IZ{y- v,0-FQ; }+§G-FQ& ﬂ
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Figure 6.6 <g|ﬁy”Ltanc |D> - An annihilation diagram for the D-meson with a gluon coupled
fo it.

The third of the annihilation diagrams is one with a gluon coupled to the light quark on the
loop. This is a non-factoriable diagram (having one external gluon line coupled to the loop)
and has to be connected to another non-factorizable partial diagram also with a colour matrix
t". By inserting this colour matrix in the weak vertex (together with the coloured current
qy'Lt"Q from the Fierz transformation) the full Feynman diagrams made up of partial
diagrams like this one, becomes quasi-factorizable. This can be done since we only include
the gluon condensate to lowest order with only two gluons coupling to the light quarks in the
process. Here we also have to note that the trace of the colour unit matrix disappears; a
consequence of including the colour matrix t* in the weak vertex.

H_ p M T+ G
j(z o T{gth —+ (-G H)iS }

_ d4p Tl 1 1 af
- GHI(zn) Tr[& ke pHX(4th°‘“( PO }ﬂ 6.19)

1
2n)* v-p (p*—m*)’

IGZgS T{& PLHE't'G j >x({y-p,c”}+2mo* )}

_Gug, Tr {&W‘LH (ilz{y- v,0-G} +LG : GH
8 8T

where we have used the identity Trt"t"] = % .
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Figure 6.7 <gg|§y“Lch |D> - An annihilation diagram for the D-meson with two gluons
coupled to it.

Our next diagram will be the one shown in figure 6.7, where two gluons are coupled to the
light quark in the loop. In the calculation of this diagram we use the expression for the quark
condensate expansion (eq. 4.18) as well as the effective propagator for two external gluon
lines.

T d4P iopy AP, . - QGG

M =—[ o T{g y L—V‘p( iGH)iSS }
> 1

(2m) T (p* —m’)

2t'mG,, /o, ., : d'p 1 p’+m(y-p)
=i W (& G2 V| gL
i < : > {& YLH[ ' v o —m) (6.20)

o T -1
=G, (—G*)Tr| E'y*LH +
H<n > {éy (128m2 96m> ﬂ
=~ G,(—G*)Tr| £y"LH
384m’ H<n > [éy ]

4
= —Gde—ﬂTr &*y“LLszinztata % g2 - (m(Y-p)+p°)
v-p

In the diagrams that follow, we have not integrated out the momentum. This will be done later
when annihilation and creation diagrams are multiplied to give the full Feynman diagrams.
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Figure 6.8 <yg|§y“Ltanc |D> - An annihilation diagram for the D-meson with one photon

and one gluon coupled to it.

We look at the diagram in figure 6.8. This is a diagram with one external photon line and one
external gluon line coupled to the loop. With the replacement iS}° instead of iS7¢ that we
had in the last calculation and with only one colour matrix, we get

- j P T{g‘yku —* (-G H)ISFGj|

m)’
d P Ty 1 a uvop
I(z . Tr{& Lt* pG Hx(4 ,QE,t*G:R H (6.21)
o GHegs d p Ta b 1 a nvop
=imtE j(z o {g L pHxQF ,GiR }

where we have used the term

R =S(p)¥'S(p)Y'S(P)Y'S(P)Y*S(p)
+S(PYS(PYS(PIY'S(P)IY*S(p) (6.22)
+S(P)Y'S(PY'S(P)Y'S(P)Y*S(p)

This expression will also be used in the next calculation. Note also that we have here changed

the index in the superscript of M to A. This is just so that we can keep the indices used in the
effective propagator.
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Figure 6.9 <gy|§y“Ltanc |D> - An annihilation diagram for the D-meson with one gluon and

one photon coupled to it.
The diagram in figure 6.9 is almost the same as the one we had in figure 6.8, only that the

photon and gluon lines has switched places. In fact, the only difference will be that the indices
in the gluonic and electromagnetic field tensors are changed. We get

- j d p —Tr {aw*u —* (AG H)ISGF}

d 1 a a VO
= o I; Tr {é‘ykLt PG Hx(4 eg,t'G*, QF,,R" BH (6.23)
. GHeg d p oA a vaﬁ
=1—= L—HXxG F .R"
8 '[(2 ) |:E.> Y vp }LVQ op
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Figure 6.10 (ygg|qy'LQ,
photon line and two external gluon lines coupled to it.

D> - An annihilation diagram for the D-meson with one external

For the last three diagrams we will get the same situation as for the two diagrams just
calculated, namely that the only difference between them will be a change in indices, coming
from the different effective propagators. In figure 6.10 we have a diagram with one external
photon line and two external gluon lines coupling to the loop. This gives

- j o {g y“L (—1G H)iS; }

d Fash 1 nz aca (X‘s 2 uvopop
= o T{é’; L— - GHHxaeQFwt t <?G (20856 — LaoZpp) T (6.24)
eG, /o d* p i Voo,
=—H—G" )| —TIr L—HXQF - THYReP
48 < P >I (2 ) |:§ Y p Q uv (gaprc g(xchp)

where T**** is the same as the expression given in eq. 5.33. This expression we will use in
the next two calculations as well.
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Figure 6.11 <gyg|ﬁy”Lch D> - An annihilation diagram for the D-meson with one external

photon line and two external gluon lines coupled to it.

The next diagram, shown in figure 6.11, differs from the one we had only by a change of
effective propagator; iS5 instead of iS;°° . Since we don’t do the integrations, the only
difference in the result of the calculation will be a change in indices.

A d4 ioay 1P, _ GFG
M_j(zn) {F, B (1GH)1S }

{g y“L—pG H>< eQF Lt <?t G2>(gupgw—gwgvp)Tmﬁﬂ (6.25)

(2 )
eC'H o 2 d4P t 1 B
= — G Tr L HxOF _ THveBop
48 < 0L >J- (275)4 & 'Yx vep Q off (gupgvc gucgvp)
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Figure 6.12 <ggy|ﬁy”Lch D> - An annihilation diagram for the D-meson with one external

photon line and two external gluon lines coupled to it.

Finally, the last annihilation diagram as shown in figure 6.12. Here we use the effective
propagator iS5 and it gives us

- j o {g y“L (—1G H)iS; }

d'p R | T ana ] O 2 waBop
J-(2 . T{& L pGHHxaeQFtht <FG (gwgvﬁ—guﬁgw)T (6.26)
eGH o d p Tt vopo
=—H—=G")|—7TIr L—HXQE - THvoBop
48 <n >j (2m)* {é Y vp Qb6 (2108 ~ 21581

As we can see, the only difference between the last three diagrams are the indices, similar to
the two diagrams with one external photon line and one external gluon line, as mentioned
before. These last three diagrams must couple to the same type of diagram, so we do not
expect much variation between them.

6.1.2 Calculations of the Creation Diagrams

We start with the simplest diagram, namely the one shown in figure 6.13. Here we have a
loop with two light quarks, and no external photon or gluon lines.
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Figure 6.13 <V|ZA“yuLx| O> - A creation diagram for a vector particle with no external
photon- or gluon-lines.
Since this is the first creation diagram, we will do a more extensive calculation than we have
done earlier. As the diagrams become more and more complex, however, we will sketch the

procedure and write down the final results.

Since the diagram do not contain any external lines, the quark propagators will just be the
ordinary S(p), and we get the following expression

M* =-N,[ ipDTr[(A“y”L)iS(p) (ihy7,V")isp) |

(2m)
=iNch, Tr, [ A"V ] éTfDTr[Ry*‘S(p)yVS(p)] (6.27)
=iNch, Tr [ A"VY [T,

Here Trr is the trace over flavour matrices and Tr without any subscript is the trace over Dirac
matrices. We have also used the general space-time dimension D here, but we will put this
equal to four in the final result.
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de 1
= 2 (p ] [Ry*(y-p+m)y, (y-p+m) ]
d°p 1

= - 2Tr[R\(““y- pY,Y p+m’Ry"y, ], since Tr{odd number of y] =0

_ (4% L Ry“(2—D)p—zy +m2Ry Y
(2m)° (pz—mz)2 D" Y (6.28)
. o _
_.[ d PD ! 5 2 Dp2+m2 Tr[R’Y”YVJ
Cm° (p—m?)’L D _
. o _
_r4 pD ! ; 2 Dp2+m2 28,
em° (p—m?)’L D _

Here we use a small trick to remove p” in the numerator

D 22 2 2
j(27t) (p*-m )2 i (P =) empem }2g,w
-5
(2n) )2_ D

2-D (. 2-D

where I; and I, are the divergent integrals given in the appendix. This trick we will use
frequently in the calculations that follows. If we put this result into our expression for M, we
get the final result

M* =iN_h,Tr. [A“VV}H%}I +m’ (1+ 2_DDJIZ}2gW

Dj4 iNch, Tr, [AHVV :I [mzlz -1 :I B

D , 5, »f,,2-D
(p"—m’)+m (1+ = ﬂ2gw (6.29)

(6.30)

In the same manner we can continue to calculate the other creation diagrams.

The next type of diagrams are the ones where we have a coupling of one photon or one gluon
to one of the quarks. We have four of these, as shown in figure 6.3. We start with the one
shown in figure 6.14, where we have a photon coupled to the upper light quark.
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Figure 6.14 <VY|ZA“YHLX|O> - A creation diagram for a vector particle with one external

photon line.

The calculation of this diagram will be like the calculation we had above, but with the change
of one the propagators into the effective propagator iS; . The calculation will, however, be
much longer then the calculation above, but we will still go through it in some detail as some

of the diagrams coming after will be similar. We get

P=_N j on Tr[(A“y L)iS; (ih YVVV)IS(P)J

)
=iNh, Tr,[A"V" ] j d’p Tr[y”LSFva(p)]
A"

=iN,h, Tr, [ A"V']T,,
where
_.d%p e 1 5y vprm
Tuv _I(Zn)D Tr| Ry —Z(pz_—mz)z{Qg(YF, (Yp+m)} Tv pz —m?
:——I (2n) (p*-m ) s Tr| Ry {Qio- F.(v-p+m)}y, (v-p+m) |
== j A
(275) p -m )
where

(6.31)

(6.32)
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A=Tr| Ry {Qio-F,(y-p+m)} v, (y-p+m)]

=Tr :R'y“ (ng~F('y~p+m)+ (y'p+m)QgG'F) Yy ('Y'P"‘m)]

=Tr :Ry“ (QgG-FY-p+Zngs-F+’Y-p(~2g6-F)Y\,(Y-p+m)}

=Tr[Ry" (Qio - Fy-py,y-p+2mQ;c-Fy,y-p+7-pQic-Fy,y-p+

mQ;o-Fy-py, +2m°Qc-Fy, + my-pQ;c-Fy,)]

=Tr| Ry (Qio Fy-pr,y p+7-pQic Fy,y p+2m’Qic-Fy, )}

=Tr| (Ry'Q{o- P)Y-py,v-p+Ry'v-p(Qio-Fy, )y-p+2m’Ry' Qo Fy, |

i 2-D -~ ~ s

= )szv“ngFvv+v'pva'p<ng~Fvv)+2m2Rv“Q§o'Fvv} (6.33)

(2-D) ,
D

(2
D

=Tr

=Tr

p’Ry*Qo-Fy, + Ly-py*y-pQ;o-Fy, + 2m°Ry*Q}c- Fyv}

=Tr D) p’Ry*Qo-Fy, + (2I_DD) p’Ly*Qic-Fy, + 2m2Ry“Qgc-Fyv}

. (QDD) 2(R+L)+2m2RjY Qo FYV}

=Tr

(2 _DD) p’+ 2m2Rj e Qgc -Fy, }

2-D) ,

=Tr +2m2%(1+ys)jy“(~)go.Fyv}

=Tr

(2-D)
D

p’ +m2(1+ys)jy“égc-l?yv}

Putting this expression into T,, we get

e 2-D) , LAY
= I(Zn) )ﬁ{( 5 p+m(1+’YS)j'YQ§G Fyv}

_ e |(@2-D) 2 2-D)); Joav
= 4TrH D I, +m (1+ys+ D leyQp Fyv}

But I is not a divergent integral, so we can insert its calculated value (given in the in the
appendix). This gives the final result

MH:—iel\Lchv rF[A“VV]TrK(ZI_)D)12+m2(1+75+(2;)D)j( ! ZDY”QEGFYV}

32nt'm
ieN h, - -
Dj4_ 8 rF I:A V ]Tr|:((32

) j(zys +1)_IZJ’Y“Q£G'FY\/}

(6.34)

(6.35)
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As one can see, the calculations can be rather long, and we will therefore try to just sketch the
calculations for diagram calculations that give similar results.

We now look at the diagram in figure 6.15, which is the same type of diagram that we had,
only with the external photon line moved to the lower quark line in the loop.

Figure 6.15 <VY|ZA“YHLX| 0> - Also a creation diagram for a vector particle with one

external photon line.

For our calculations this simply means that the two propagators switch place in the expression
for M above (eq. 6.35), and we expect that the calculation of this diagram should not differ
very much from the one we had above.

M =— j 5 Tr[(A“ Y*L)iS(p)(h, 'YVVV)ISF}

)"

—1NhTr[ ]J-

ieN h w1 d” : 1 A
= Ta[AY ]f—( o RY“(IZ—{;T)% _i(pz_mZ)z{Qéc'F’(Y‘PJFm)} (©39)

ieN_h, v (2—-D) (2-D) —i i Y
T, rF[AV]TrH D Iz+m2(1+%+ D j&znzmznymic‘lﬁ}

1eNchV - —i o A
s AV ]T{(&znzj(zy“ﬂ)_lzjy YVQ&G'F}

5T Lsevs ]

We see here that the only change from eq 6.35 is the order of the Dirac matrices in the trace.

Our next calculation will be of the diagram in figure 6.16, where we have an external gluon
line instead of a photon line. This simply means that we exchange the propagator iS; with the
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propagator with one external gluon line, iS{ . However, we also have to include a colour
matrix t* in the weak vertex factor, in order to make the diagram quasi-factorizable.

Figure 6.16 <Vg|%A“yut“Lx| O> - A creation diagram for a vector particle with one external
gluon line coupled to the upper quark.

We get
M¥ =—j oy Tr[(A“y Lt")iSy (ih, v, V*)iS(p) |
=in, Tr,[ A" ]I e LSSy, S(p) (6.37)
=ih Tr,[ A"VY|T,,
where
T =J- d’p Tr| Ry*t"t"G2 &—{G“B (v p+m)} Y. yptm
uv (27'C)D of 4 (pz_m ) v _m2
_g 1 d% 1 . .
J-(zn) ( o )3 Tr[R'Y Gy {G B’('Y‘P‘|'I11)}'Y\,('Y'p+m)} (6.38)
d” 1 2-D , , . )
=5 j(ZTEf (P il )3Tr{ D pZYuG BGQBYV +m’ (1+YS)Y”G BGaBYv}

=%T{(%Iz +m’ (lﬂ(5 -

Which gives the final result

_D o
jlgjv“c ﬁGaﬁvv}
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VRS UV 2_—D12+m2(1+75+2_Dj( = j 7'6%G 41,
g D ; D 32n°'m
6.39)
ih i I — o
N [A"V ]T{((WJ(%H)—IZJY“G BGarﬂv}

For the diagram in figure 6.17 we will get, in the same way as with the photon coupled to the
quark, almost the same result.

Figure 6.17 <Vg|)_(A“yutaLx| 0> - Another creation diagram for a vector particle with one

external gluon line coupled to the lower quark.

D
M¥ =—[ dp Tr| (AP Lt)iS(p)Gih, v, V)i |

(2m)°
D ~
=ih, Tr, [ A"V" | (;;D Tr| v LtaS(p)yvs?]
. v dD a : a~a 1 0 .
=i, T [ AV ][5 Tr] Ry (ZZP_LTJW Gip| 5 e {orprm} || 40

_ih g, N 2-D s 2-D —i in B
_TTrF[A \% }TrHTIﬁm (l+ys+ 5 j(32n2m2]jy Y,6 GQB}

lhvgs nysv —i " (v
— =X Tr [ A™V }Tr{((32n2j(275+1)—12jy Y,0 BGQJ

D4 16

The only difference compared to eq. 6.39 is the position of the Dirac matrix Y, , just like in the
case of the photon.
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Now we move on to the diagrams with two external lines, i.e. either one photon line and one
gluon line, or two gluon lines. As seen from figure 6.3, we have here nine diagrams of this
type. These diagrams are also more complicated, as we have to deal with two effective
propagators.

We will, however, start with the ones that only contain one effective propagator, and our first
diagram will be the one shown in figure 6.18. This diagram contains one photon- and one
gluon-line coupled to the upper quark. As in the case of the annihilation diagrams, we will not
do the momentum integrations for the following four diagrams, but wait until we combine the
annihilation and creation diagrams.

Figure 6.18 <Vyg|ZA”yutaLx| O> - A creation diagram for a vector particle with one external

photon line and one external gluon line coupled to the upper quark.

We get the following expression for this diagram

de N a . ve
M = ST At LeisTinyy, Vis(p)]

. ny7v d” o] 2
=ih, Tr, [A \Y } J' (2n§DTr[Y Lt SSFYVS(p)] 6.41)

=ih, Tr, [A"V" ][ P 1| Ryt %85 QG Ry, S(p)
- v F (zn)D ’Y 4 of cp YV p

- ih\llzgs T [AHVV } j (;1:59 Tr [(1 +795) Y QFaBGGpRGpaBY"S(p)J

where
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R =S(p)¥*S(p)¥’S(p)Y’S(P)¥*S(p)
+S(p)Y*S(P)Y*S(P)Y°S(P)¥*S(p) (6.42)
+S(p)Y’S(P)Y’S(P)Y’S(P)¥*S(p)

as before. We will use this expression in the following three diagrams.

The next diagram we will be looking at is the one in figure 6.19, where the photon- and
gluon-line just switched places compared to the last diagram in figure 6.18.

Figure 6.19 <ng|ZA“yutaLx| 0> - A creation diagram for a vector particle with one external

gluon line and one external photon line coupled to the upper quark.

For this diagram we get
M¥ =— p Tr[A“'y Lt 1SFGthyVVV1$(p)]

. nx v dDP aQFG
=ih,Tr, [A il WTr[yuu S, |

T (6.43)
=ih, Tr, [A"V"] P 1| Ry s gs %S5 QF, ¢G4, R*y,S(p)
— AV EFE (2R)D Y Yv p

D

- ih\I/ng Tt [AHVV]I (gnfDTr[(1+Ys)Y“QFchaBRmBYVS(p)]

Next diagram in line is the one in figure 6.20.
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Figure 6.20 <V'yg|%A“'yutaLx| O> - A creation diagram for a vector particle with one external

photon line and one external gluon line coupled to the lower quark.

Compared to eq. 6.43 the only difference is the order of propagators. We get the following

dD n a: : Ve
M* =—[ (27;’,) Tr[ A"y LE'iS(pih, v, VViS{" |

=ih, Tr,[ A"V" ] j %Tr [v“ Lt"‘S(p)YVSSF}

=ih, Tr,[A"V"] | &p RY*t°S(p)Y, <25 QF_£°G*, R
V*F (2TC)D Y 4 op of

(6.44)

. D
- s, [ [ ] 11 071,08, G

The last of the diagrams with one photon- and one gluon-line connected to one of the light
quarks is the one in figure 6.21.
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Figure 6.21 <Vg'y|ZA“yutaLx| 0> - A creation diagram for a vector particle with one external

gluon line and one external photon line coupled to the lower quark.

Once again only the order of the propagators has to be changed in order to get an expression
for this diagram.

d’p BT gRtQerN
M" = —.[ 2P Tr[A v Lt*iS(p)ih, 7y, V 1556]

=ih, Tr,[ A"V' ]| (;:;D Tr [Y“ LtaS(p)sziG}

(6.45)

=1ih,Tr I:A“VV}.[ de Tr[RyutdS(p)Y %QF taGa RGpaB}

v iF D y ol Gop
(2m) 4

_ lh eg oy de u .

- [Av][ (2R)DTr[(l+ys)y S(p)Y,QF,;G,,R™ ]

In some of the following calculations of the diagrams we can integrate out the momentum.
This will give us a bit simpler final results than the last four above, but with a bit longer
calculations. Our first diagram will be the one in figure 6.22.
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Figure 6.22 <Vgg|%A“yuLx| 0> - A creation diagram for a vector particle with two external

gluon lines coupled to the upper quark.

The calculation goes as follows

_ dDP Nt : QGG: v
M= o Tr| A"y LiS{%ih, v, V'iS(p) |

=ih, Tr. [ A"V ] (;1:513 Tr| Ry'So7,S(p) |
D
p

_ nyrv d mn 2.a .a o 2 m 2 Yp+m
=ih, Tr,[ A"V ]j(sz T{Ry 2 <EG >(p2_—mz)4[m(y-p)+p I, e mz} (6.46)

i, (56 (3 [ kpalmtr 02T ]
=i, <%G2>Trp [A"V*]T,,

where
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IS (m = m) STe[Ry'm[m(y-p)+p’ |y, (y-p+m)]

I (27c) 0’ m) - Tr| Ry [m’y-py,y-p+m’p™y, ||

I (275) o m) Tr}Y”Hl{?ﬁYﬁf%ﬂ (6.47)
[y — r:RYumZY“{(PZ_mz)(z_D”jmz(ng“m

2-D
=( = +1j (I, +m’L, )Tr[Rywv]

Putting this into the expression for M gives

2-D i i
M = lihom? (2G> ) Tr. [ A"V® +1 + Tr[ Ry*
v <7c > F[ ]( D j(%nzm“ 384n2m4j [ ”V]
—2mih,m* (3G Tr [A“VV] 2D )L g 6.48
VIR F D 12872m* )& (6.48)

h 2 nyrsv
D TR <nG >TrF[A \AIEN

We now turn to the diagram in figure 6.23, which is the same as we had above only with the
gluons now connected to the lower quark.

Figure 6.23 <Vgg|%A“yuLx| 0> - A creation diagram for a vector particle with two external

gluon lines coupled to the lower quark.

The calculations for this diagram turn out to be
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_ dDP DT s . v: oGG
M= —J- (0P Tr [A v'LiS(p)ih, Y, V'iS; ]

=ih Tr, [A"V" ] (SZPD Tr

| Ry'S(p)7,S5° |

=ih,Tr, [A“VV]j(g ;’ Tr {Ry“ L8 i . Dy 2w <RG2>(I)2_Lm2)4[m('y'p)+p2ﬂ (6.49)

2: 2 nysv dD 1 2
=n’ih, <%G >TrF [A"V ]j(2n§D o Tr[Ry“ (y-p+m)y,m| m(y-p)+p ﬂ

= n%ih, <%G2>TrF [A"V']T,

where

I(Zm ®’ m) [ Ry (y-p+myy,m[m(y-p)+p* ]|
I(m ®’ m) S Tr| Ry [y-pr,m™y-p+m’y, (P —m”) +m") ||
.[ Tr RY“mZYV [z__DPZ_‘_(pZ_mz)_i_mz}} (6'50)
(275) (p° m) I D
_ ’ *—m’ 2-D »(2-D
.[(275) 0 m) r_Rymv{(p m)( - +1j+m( - Hm

2-D
- mz( - +1j (I, +m’L)Tr| Ry, |

which is exactly what we got in the last calculation (eq. 6.48)! The result is therefore

2-D i i
M =mihom® (2G> ) Tr. [ A"V ( +1)( + jTr Ry
Y <n > F[ ] D 96n’m*  384n’m* [MJ

h n v
b 128m> <RG2>Tr [A v }guv

(6.51)

Next, we look at the situation where we have one gluon coupling to each of the upper and
lower quarks. This is shown in figure 6.24.
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Figure 6.24 <Vgg|%A“yuLx| 0> - A creation diagram for a vector particle with two external

gluon lines coupled both to the upper and lower quarks.

The calculation for this diagram goes as follows
m* :_I d’p Tr[ (A"Y'L)IS] (ih, v, V*)iSY |
2m)"° '

_: s (4P G, QG
=ih, Tr,[ A"V ] o Tr[ Y'LS/Y,S! |

D
=ih, Tr,[ A"V®] J‘(;T])DDTr[Ryk %gstaG;B {o.(y-p+m)} |v5x

(p*—m?)’
1
T, o 2)2 {O'GP’(rY.p+m)} ] (6.52)

_irh, s ¢ dPp 1
s "LV G (p*-m?)’

Te| (1+%) 7 (¥ ¥ ]G (v p+ m)} 1, {QF [, ¥ ] B (- p+ m)}

iTCth (O ' de :
768 <?G2>(gwgsp—gapgsc)TfF[A vl @0° (p—m?)

Tr[(lws)y* (v Jvebv vy v-p}+4m® [Y“’YB]%[YG’M)J

Now, finally the last two diagrams of the type with two external lines. These are diagrams
with one photon line coupled to one quark and one gluon line coupled to the other quark, and
their calculations are very similar to the one we just calculated (eq. 6.52). We start with the
diagram in figure 6.25.
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Figure 6.25 <ng|ZA“tayuLx| 0> - A creation diagram for a vector particle with one external

gluon line and one external photon line coupled both to the upper and lower quarks.

The calculation will be

D

m* =_J' d’p Tr[(A"y*Lta)is?(ihvyavﬁ)isf]

(2m)°
=ih, Tr,[A"V® ][ P rirye| Leras ;{c“ﬁ( -p+m)} |y;x
=1h Ty 21 IRy 4gs op pz—mz)z AY-p+m)r|Vs

1 A% 1 op

_ZeQéFGp - 2{0 Ay p+m)} ]
(p*-m
(6.53)
D

Tr[(lﬂsw({[v“,vﬁ}Gaﬁ,v-p}% Qv ¥ JB,vpf+4m’ [ |G 1 QY [v",v"]F@ﬂ

We get almost the same result for the diagram in figure 6.26.
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Figure 6.26 <Vyg|ZA”tayuLx| O> - A creation diagram for a vector particle with one external

photon line and one external gluon line coupled both to the upper and lower quarks.

Calculations for this diagram will be as follows

D

m* =_I d’p Tr[(A"y*Lta)isf(ihvyav‘"’)is?]

2m)°
=ih, Tr,[A"V® ][ P rrryie| - LedyE ;{c‘m( p+m)} |y;x 6.54)
=1n, 11 (ZE)D Ry 46 & op (pz_mz 2 (Y- p+m YS ( .
1 t*G? 1 of
e “ Z_mz)z{c (v-prm)} ]

ih, eg, \ d® 1
=—12VSe6gSTrF[A Ve[

Tr[(lws)y*({éz (7 By D} {[ V¥ |G v B} +4m QY [v",v"]Fcpvs[v“,vB]Gaﬁﬂ

Lastly we have the diagrams with two gluon lines and one photon line coupled to the loop.
From figure 6.3 we can see that there are twelve of these, and, as suspected, in only a few of
them can we do the integration over the momentum. Except in these few cases, we will be
very sketchy in the calculations of the diagrams.

We start with the diagram in figure 6.27.
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Figure 6.27 <V'ygg|ZA“'yuLx|0> - A creation diagram for a vector particle with one external

photon line and two external gluon lines coupled to the upper quark.

Here the calculation will be the following

D

M = TP Te[ AT LISIih v, ViiS(p)

(2m)®
) d® .
=h,Tr,[A"V? ][ #Tr[Ryklsg’GFySS(p)J 6.55)
n dD nz aga (X VAP O
= hV’TrF |:A VS:II (2751);)]) ’1—‘r|:]R’Y)L aeQcht t <;G2>(guagvﬁ _g;,L[}gvot)’TH P pYBS(p):|

2h dD
B n96ve <%G2>Tr‘° [AHVSM (zn])pD Tr |:(1+’YS)’YAQFPG (- —guggw)TMBGp%S(P)}

Here T is the same as we had in chapter 5, section 5.2, but with p and v replaced with A
and n.

TP = Sy SYPSY'SY' SY*SY’S + SY*SY°SY"SY' SY*SY°S
+SYPSY'SY°SY' SY*SY°S + SYPSY"SY*SY°SY“SY'S
+SYPSY'SY SY ST SY’S + ST SY'SY*ST"ST“SY'S
+SY"SY°SYPSY' SY*SY°S + SY'SYPSY°S Y SY“SY'S (6.56)
+SY'SY’ SV SYSY*SY°S + SY'STPSY* SY*SY°SY'S
+SY°SY"SY" ST SY*SY°S + SY'ST°SY SY*ST“SY'S
+SY"SY*SY°STPSY*SY°S + SY'ST*SYPSY°SY“SY'S
+SY"SY*SY*SY*SY°SY°S

The next diagram is the one shown in figure 6.28.
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Figure 6.28 <ngg|ZA”yuLx| 0> - A creation diagram for a vector particle with one external

photon line and two external gluon lines coupled to the upper quark.

It is calculated as follows

D

M = S T A LS VS

(2m)®
nys9 dDP - QGFG
=h,Tr,[ A"V WTr[RyﬁSB sS(p) | 657)
n dD nz aga a VOPO
=h,Tr, [A VSJJ.(%;)D Tr[RY)L aeQF(th t <EG2>(gu9gvc _gucsgvp)TH g WSS(P)}

TCZh a n —dD LVOLPO|
- 96ve <EG2>TrF [A"V®] j (27;’]) Tr[(1+yj)y*QFaB(gupgw — g8, ) T p’YSS(p)]

The diagram in figure 6.29,
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Figure 6.29 <Vgg'y|ZA“yuLx|0> - A creation diagram for a vector particle with one external

photon line and two external gluon lines coupled to the upper quark.

becomes

dDP n 3 1 1
w0 aepLisin s

=h,Tr,[ A"V (;th]) Tr[ RYiS}°°Y,S(p) |

(6.58)

n de Tcz aga a’ VOLPO|
:hVTrF[A Va]j(Zn)D Tr{Ryx aeQFwt t <;G2>(gapggc _gaong)Tu B "yBS(p)}

Zh a n dD VPO
= 7t96ve <;G2>TrF [A VBM (27;]) Tr |:(1+’YS)'Y7LQF;W (gapgﬁs _gachP)Tu B pYSS(p)]

The next three diagrams are the same as the three above, but with the external lines coupled to
the lower quark instead. For the first of these diagram, as shown in figure 6.30,
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Figure 6.30 <V'ygg|ZA“'yuLx|0> - A creation diagram for a vector particle with one external

photon line and two external gluon lines coupled to the lower quark.

we get

D

M* = _I (S;S)D Tr I:AH,YKLiS(p)ihV,YSVSiS?GF:I
D

=h,Tr; [AHVSJI (;nfD Tr[Ry’\S(p),YSngcF] o5

n dD Tcz agca a’ LVOPO
=h,Tr, [A VBJJ#T{R’Y%S@)’YBQCQFPJ t <;G2>(gmgv5 _gpﬁgvoc)Tu B p}

*hee [ o \ d” vobo
B 7t96VG<EGZ>TYF [Ave]f #Tr[(”%)ﬁsw)%@ps(gwgvﬁ — g2 ) T |

The next diagram, shown in figure 6.31,
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Figure 6.31 <Vg'yg|ZA“'yuLx|0> - A creation diagram for a vector particle with one external

photon line and two external gluon lines coupled to the lower quark.

gives

D
M* = _I (S;S)D Tr I:AH,YKLiS(p)ihV,YSVSiS?FG:I
=0T [AHV8 ],[ (ithD Tr[R'Y)LS(p)'YsissGFG ] (6.60)

n dD Tcz aga a‘ VOO
=h,Tr,[A"V®] j #T{R%S(p)%ae@mt t <;G2>(gupgw— 2,08, ) TP p}

hee o \ d” vopo
B n%ve <¥G2>TYF [Arve ]| #Tr[(“%)\(@(p)v@%ﬁ(gupgvo 2,02 ) T |

Finally, the third of these diagrams, shown in figure 6.32,
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Figure 6.32 <Vgg'y|ZA“yuLx|0> - A creation diagram for a vector particle with one external

photon line and two external gluon lines coupled to the lower quark.

gives

D
M* = _I (S;S)D Tr I:AH,YKLiS(p)ihV,YSVSngGGJ
=h, T [A"V*][ (;th[’ T RY'S(pYY,iS ] 6.61)

n dD Tcz agca a VOPO|
=h,Tr, [A VBJJ#T{R’Y%S@)’YBQCQF}M t <;G2>(gapgﬁc _gwgﬁp)Tu B p}

*hye /o n d® vore
) n96ve<EG2>TfF [Av]f #Tr[(lws)v*sm)v&m(gapgﬁc—gwgﬁp)"f” ]

The last six diagrams have external lines coupled to both quarks, and the first of these that we
will look at is the one shown in figure 6.33.
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Figure 6.33 <Vgg'y|ZA“yuLx|0> - A creation diagram for a vector particle with two external

gluon lines coupled to the upper quark and one external photon line coupled to the lower
quark.

This diagram has two gluons coupled to the upper quark and one photon coupled to the lower
quark. This is also a diagram in which we can do the integration over the momenta, and it
gives us

d” n
M = I(z f Tr[A y’\LlngthysV?slSF]

=ih, Tr,[A"V? ][ %Tr[RWSS%Sﬂ

: ny79 de 2.a.a ] O ~2
=ih, Tr,[ A"V M(z " TrRy 22 (-G

— [ myp)+p |7, x
(pz —m?®)* s (6.62)

(——Qg Gpj ——{o™. (v p+m]
(p*—m?)’

ih,, en’m

=- < )1 AV [0 L Ry [+ rQUE {07, (r-p e )

> (271) (p*>—m?)
:_1h en m< 2>Tr

F

Calculating T, gives
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%
-

(2“) (p* m) Ry [m(y-p)+p* | 1,QUE,, {0 (v-p+ m)}

-

(275) (p> m) :RY}(m(Y'P)""pz)YngFcp(ch(Y'P+m)+(Y-p+m)G“p)J

H
-

RY" (m(y-p)+p) ,QUE,, (6% (v-p) +2m6™ + (y-p)o” |

—

5=V
I
I(27t) (p*—m?)°
I

(2n) 0’ m) RY' (m(y-p)7,Q{ - F(y-p)+ m(y-p)1,QY F, (v-p)o™ +2mp*y, QYo F)

_ (4% 1 2-D) L, Ay Ay
‘mf 2n° (p —m)’ TrH ~ jp V1:Q; 0 F+2p RYKY;,ngF} 6.63)

:mj dp P’ Tr{(ngﬂRjy”yﬁégo.F}

2m® (p*-m?*)°

=m(I, + m?I,)Tr H 2 _DD + 2Rj Y7:Q - F}

And the final result becomes

. 2 2 _. . _ B
MAZ_M<2G2>T¥[AHV8J( L, JTr[(z D+2RJMQ§G.F}
4 T 384nt°'m” 1920 m D (6.64)

ihyen’m’ /o, - i
;’4_T<EG Tr. [ A"V? ] W Tr __+(1+Ys Y1,Q{0 F

h,e

= 3840m’ < G2>Tr [AV]Te (27 +1) 77 Qo F

The next diagram is the following, shown in figure 6.34.
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Figure 6.34 <V'ygg|ZA“'yuLx|0> - A creation diagram for a vector particle with one external

photon line coupled to the upper quark and two external gluon lines coupled to the lower
quark.

The calculation for this diagram will be like the one above, but where the effective
propagators have switched places. This gives

dp DoAY s F: .
M =—[ oy Tr[ A"y *LiSfih, v, V?iS5° |

D

=ih, Tr, [ A"V ]| ((21 P TrRy* [—%ég Fopj

m) ﬁ{ﬁcp’w‘ﬁm)}w

(p*~m

a.a | O m
Attt (=G ) 2 (6.65)
et <n >(p2_ 2)4[m(\( p)+p” |l

. 2 2 _ .
= —mve%<%(32>m [A"ve]a, +m216)TrK2TD+2Rjth§VG-F75}

hye /a ., nysd LAV
26 [V vy

We will not be able to integrate out the momentum in the last four diagrams, and the only
difference between them will be in the indices. We start with the diagram shown in figure
6.35.
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Figure 6.35 <Vg'yg|ZA“'yuLx|0> - A creation diagram for a vector particle with one external

gluon line and one external photon line coupled to the upper quark and one external gluon
line coupled to the lower quark.

Calculation of this diagram gives

d’p DAY s <FG: .
M =—[ o Tr[ A™Y'LiS}ih, v, V3iSY |

: n dD e a a VO a a 1 Of
=ih, Tr,[A"V? ][ #Tr[mﬂ (%Qﬁwt G',R" Bjya (%St ch(pz_—mz)z{(s P,(y.p+m)}ﬂ

h 2 . dD 1 y )
= 1 \?/);gs_ TrF I:A VS:II (27;13 (p2 - )2 Tr |:R'Y}LQI:“WG%RPL BYSGgp {G e (Y p+ m)}:| (666)

hoem® /o n
- _;T?<?G2>(gucgﬁp _guprG)TI'F [A VB:IX

J. (;;5) (p’ —1In2)2 Tr[(l s )Y)LQFMVRWQISYS {[ch Y :| (Y- p+ m)}}

The next diagram is the one in figure 6.36.
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Figure 6.36 <Vg'yg|ZA“'yuLx|0> - A creation diagram for a vector particle with one external

gluon line coupled to the upper quark, and one external gluon line and one external photon
line coupled to the lower quark.

The calculation will not differ much from the one above, as the only change is a switch of the
two effective propagators as usual.

D

M*=—f P Tr[ A"Y'LiSfih, v, V'iS}° |

2m)P°
=ih,Tr, [ A“VBJ I %Tr[mﬂ (%S t'Ge, m{ch (y-p+ m)}j s (%s QF,t"GR™ ﬂ
- ih;—‘;géTrF [Ave]] (g;fn = _1m2 T [RY'G,, {0, (v-p+m)}1,QF, G ,R" | (6.67)
= —%% G’ > (8o ~Zappu ) Tre [ A"V° [

‘[ ((21:25) (p2 _1m2)2 Tr|:(1 s )’Y}\ {['YG, 0 :I (v p+ m)} 'YaQvaRMv(xB:|

The next diagram will be the one shown in figure 6.37.
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Figure 6.37 <Vygg|ZA”yuLx| 0> - A creation diagram for a vector particle with one external

photon line and one external gluon coupled to the upper quark, and one external gluon line
coupled to the lower quark.

A calculation for this diagram gives

d"p P .
M =—[ oo Tr[ A"y *LiSS"ih, v, V'S |

: . d’p eg At Ve g5 apa 1 .
=1hVTrF[A VBJ j WTr[Ry* (TSQFaﬁt G:,R* B)ys (ft ch(pz_—mz)z{c P.(y-p+m)}

h 2 . dD 1 . )
= 1 \:;ng TrF I:A VS:IJ. (ZTC;)D (p2 — )2 Tr [RYLQFuBGuvRH BYach {(5 P’ (ry p+ m)}:| (668)

hyen® /o n
= —%<;ﬂ G2>(gwgvp — 20200 ) T A"V |x

I ((21]7)55) (p’ —lmz)2 Tr[(l +75) Y QERM {[YG, Y ] (Y p+ m)}}

And finally the last of the creation type diagrams, shown in figure 6.38.

96



Figure 6.38 <Vggy|ZA“yuLx| 0> - A creation diagram for a vector particle with one external

gluon line coupled to the upper quark, and one external photon line and one external gluon
line coupled to the lower quark.

The calculation for this diagram will be as follows

D

M = [- L2 Te[ A"y LiSCin, v, VoisS" |

(2m)
=ih, Tr,[A"V]] (j f Tr [RT (gs "G, (—{G"p (Y p+m)}j%~,( "85 QR ,t'G" R“V“ﬁﬂ
hV S dD 1 O] VO
=! 3Zg Tr, [ A"V?] | (2;}) e Tr[RY'G,, {07, (v-p+ m)}1,QF, G, R* | (6.69)

heer’ /o "
=_%<?§G2>(gcpgpv _gcvgpp)TrF |:A Va:lx

'[ ((217]1§)D (p2 —11'1'12)2 TI‘|:(1 + YS )’Y}\ {[’YG, 'Yp :I . (’Y p + m)} ’YsQFaﬁRwuB}

This was all the 26 creation diagrams, where we have a creation of a vector particle with the
possibility of having one photon and/or one/two gluons coupled to the quark loop. It now
remains to combine the annihilation and creation diagrams to get the total or complete
diagrams for the process D — Vy.
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6.2 The Total Diagrams

Here we will combine our annihilation and creation diagram calculations from the last two
paragraphs into complete diagrams describing the full process D — Vy. We will use the
analytical program FORM to do the multiplication and integration of the traces. An example
of such a program is given in the appendix B. Also, in this section we will look specifically at

the process D” — K™y, when doing the calculations.

A general matrix element for an electromagnetic current from a pseudoscalar state (like the D-
meson) to a vector state (like the vector particle), is described by the Lorentz invariant form
factor of the form [5, and references therein]

(p.e'|7"(0)|p) =-ig(q)e" e, p', py (6.70)

For a weak decay with emission of a photon (a 0" — 1" + y process) the parity conserving
amplitude will have the same form as above, but with a polarization vector for the photon,
€(Y), in addition. For our process the term q will be equal to (p- p) = k, which is the photon’s

4-momentum. €' is the vector particle’s polarization vector, p' its 4-momentum and p the 4-
momentum of the D-meson. p will be replaced by v, as this is what is used in the calculations.

Looking at an on-shell decay, that is k> =0, we have g(q° =k* =0) =ep . In addition, the
spin 1 photon has the transverse polarisation vector €(7y), and the vector particle has the
polarization vector €'(V). Neglecting coefficients, the general form factor for on-shell decay
including the photon emission gets the following form

vop ' '

"% (M, (V)p', vg (6.71)

By using the following equation relating the momentums in the process
p'=mpv-k (6.72)

we can write the general form factor as

e"Pe, (Y)e', (V)K, vy (6.73)
Some juggling with indices gives further

Vv g, (V)k,g5(Y) (6.74)

The parity conserving terms will be proportional to this result, and the way FORM writes this
expression is through e_(v,y,z,V). (Actually e_(v,y,z,V) = ie""* v, (V)k & (Y) , but since
we have neglected coefficients above, we don’t write the i-factor. It will however be

important in the final results.) y and z are here the momentum and polarization vector of the
photon as they appear in the electromagnetic tensor
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E, =k, (1) —k.&, (1) = yz(v)—y(V)z(w) (6.75)

As weak decays break the parity, also the parity violating terms must be included in the result.
These are proportional to E, v*V", and will in FORM’s notation be terms of the type v.y*z.V

and v.z*y.V. This we can see from

E V'VY = (y(Wz(v) = z(W)y(W)v* V"

(6.76)
=(y-v)(z-V)=(z-v)(y-V)

However, in many of the calculations these terms will cancel when the total diagram
calculations are summed.

It would be useful to get all the answers on a general form, especially later when we are going
to do a summation over the diagrams. We expect the general result to be of the form

L=A"ig"PP v e (VK g4(7)+ATDE V'V (6.77)

where @ is the pseudoscalar part of the D-meson field. The factors A® may be expressed

through the decay width
) 4
2| My
af) { ) }
4 8 2
E 1+ &
T M,

where the factor 4 under A” is a normalization factor, Mp is the mass of the D-meson and my
is the mass of the vector meson. We will look more into this in the last chapter.

2,
+

(D — Vy) ~ \A“)

(6.78)

In order to save some space, we will use the expression on the left side of eq. 6.76 (E,,v*V")

together with the FORM expression e_(v,y,z,V) in the results. This may look inconsistent, but
since these terms will not be part of the A® factors, and therefore will not be part of the
numerical calculations in the final chapter, we will write the results like this.

6.2.1 Calculation of the Total Diagrams

We start with the simplest of the combined diagrams, namely the ones without vacuum effects
on the form of external gluon lines. These diagrams have only an external photon line, which
can couple to either of the light quarks. We therefore get three diagrams of this type.

Our first total diagram will be the one in figure 6.39, which consists of the two partial
diagrams from figure 6.5 and figure 6.13.
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Figure 6.39 A combined diagram for the process <V|ZA“yuLx|0> <y|§’y”LQVC D>.
These two partial diagrams has the following expressions for M
N ~ ~
M* = %T{&W‘LH (ilz{y- v,6-FQ;} +SLG-FQ§ ﬂ (6.79)
T
and
M =iNch, Tr, [ A"V" || m’L -1, |g,, (6.80)

Multiplying these two expressions will give us

— iNCZGHhVe I: 2

DfV m’L, -1, | g, Tt [A“VV}T{&WLH(iIZ{y- v,o.FQ§}+Sio-FQ§ ﬂ
T
iN_’G,h,eQ,/M
:1 c YH :\3/2Qd D[mzlz_ll}ngrF[Aan:lx (6.81)
. c 1 c
Tr{v“(l—vs)(lw'v)vs (llz{Y'V’I:'Y ,v"]-FGpHg[Y ,v"]-Fcpﬂ

where we have used that £" =1 and substituted Ps in the momentum space with the square
root of the mass of the D-meson. Since &' =1 (since we’re not dealing with pseudo-scalar

mesons, see eq. 3.46), A" simply becomes equal to A". When then taking the trace over A"V",
we will get a vector field, containing a polarization vector of the spin one vector particle. We
will continue to call this field for V in the calculations. So, in eq 6.81 there is more or less just
one trace to calculate, and using FORM we get the following answer

DFV = iN,’G,h,eQ, M,
32

[T, -1, |x (6.82)

(g*v-y*z-V—E*V-z*y-V—%*e_(V,y,z,V)+3Zi-Iz*e_(v,y,z,V)j
T T T
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If we now use eq. 6.76, we can rewrite this expression on a more universal and shorter form

DFV iN_’G,h,eQ /M,
16

[szz — Il]x(l E VviVY +(16i -1, —lje_(v, y, Z,V)j (6.83)
T T

The notion DfV in eq. 6.81 and the following is a short hand notation for the process just
described, that is <V|ZA“YHL)(|O> <y|ﬁy”Lch D>, where f stands for photon. A g would

indicate a gluon. In this notation everything standing before V is coupled to the light quark in
the D-meson loop and everything after is coupled to the V-loop. In the simple diagrams
without gluon condensate it is usually clear where the external line is coupled, but this may
not the case when the gluon condensate is included. This is because in the creation type
diagrams we have the possibility of having external lines coupled to both the upper and lower
quark in the loop, so it has to be specified in the notation to which quark the line is connected.
We will do this by putting a subscript d (for down) or u (for up) on the f (photon) or g (gluon).

F. ex. the notion DgVf,gq is a short hand notation for the process <Vyg|ZA“yutbe| O>

(glay'LrQ,
particle loop with a photon coupled to the upper light quark and a gluon coupled to the lower
light quark in the loop. This is now indicated by the subscript u (up) on the f and the subscript
d (down) on the g.

D> , 1.e. a D-meson loop with a gluon coupled to the light quark, and a vector

The next full diagram that we will look at is the one in figure 6.40 below. The only difference
between this diagram and the one we just calculated is the position of the external photon line,
which now is connected to the lower quark in the loop in the creation diagram.

Figure 6.40 A combined diagram for the process <V|ZA“YHL)(| y> <O|§7”LQVC

D).
The expression for M for the creation diagram is given from eq. 6.36

_ieN;h

cty nysv _i " AV
M* = . Tr,[ A"V ]Trmwj(zysﬂ)—lzjv YVQ&F} (6.84)

while eq. 6.16 gives us the expression for M for the annihilation diagram.
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M" = =N Gy [ml,, -, ITr{§"y'LH] (6.85)
Multiplying these two expressions gives us

2 .
pvf, = NeCule gy [A“V“]Tr[&*v“LH]Tr[((ﬁj(% +1) —IZJY“YVQQGOF}

2
_ Nc GHh;ZQu\/M_D [mI3/2 _ II]TI'F [AHVV]X

= (6.86)

—i
Trly" (= v;)(A+7- V)7 ]Trm@j(% +1)-1, ] V'Y,0° F}
Using FORM to calculate the product of the traces we end up with the following result
N.’Gyh eQ,M
DVf, = Ne Gult.eQuyM, [ml,, —1,1x
64
(64*v-y*z-V*], +6*V-y>"z-\7”‘#—64”‘v-z*y-V*I2 (6.87)

i i
—6*v.-z*y-V *? —-64*e_(v,y,z,V)*I, - 6* e_(V,y,Z,V)*F)

Using again eq. 6.76, this can be rewritten to

N.’G,heQ, /M 3i v
DVf, = H > D [ml,, —Il](3212 +Fj(_F“VVHV +e_(v,y,z,V)) (6.88)

Following the same procedure for the full diagram in figure 6.41,

Figure 6.41 A combined diagram for the process <V|ZA“YHLX| 'Y> <O|§'Y”LQVC

D).

which has the following expression for M for the creation diagram
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cv LAVAS ! “Qy
M* = TTTF[A v :|Tr|:((32nzj(275+1)_12jy QEG'FYV:| (689)

-1,] (3212 + %) (FWV“Vv + e_(V,y,Z,V)) (6.90)

As we can see, the parity violating terms from this expression will cancel the parity violating
terms from eq. 6.88, when the diagrams are summed over.

We now move on to the diagrams that include the gluon condensate to first order, by having
one external photon line and two external gluon lines in the full diagram. As we saw in figure
6.1 there are a total of 30 diagrams of this type, however, six of these diagrams do not require
integration by the FORM program, as the integration is already done in the partial diagram
calculations, and we will therefore start with these.

Our first diagram with gluon condensate will be the one shown in figure 6.42.

Figure 6.42 A combined diagram for the process <V|ZA“YHL)(| y> <gg|ﬁy”Lch

D).

This diagram has two gluon lines coupled to the D-meson loop and one photon line coupled to
the lower quark in the vector particle loop. The equations for the two partial diagrams are

3t—4 o
M'=—"—""G,(—=G*)Tr| E'y'LH 6.91
384m? “<n > [F’Y ] (€D
and
M = SNl [A"VY]Tr [_ij@y +1)-1, |y'Y,Qc-F (6.92)
g  F 3m )V A '

respectively. Multiplying these expressions gives us the following
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3n—4 iN.h Ge /o, oy —i =
DegVfy =0 cSV i <?G2>Tr[§TYHLH}XTrF[AV ]Trﬁ(ﬁj(m@+1)—Izjyuva&<5.F}

3n—4 iN.h G,eQ, M o
Ty ” <7t G >Tr[v (1=75) (147 V) 5 |x (6.93)

ny7sv —i " o
Tr,[ A"V ]TTH(E)(Q% +1)—Iij | ,YB]FG;;}
Using FORM to calculate the product of the two traces we get

3n—4 iN:h GLeQ, M <SG2>

384m’ 64

DggVf, =—
(64>"V-y>"z-V*Iz+6*V~y*Z~V*%—64>’<V~z>"y~V>"I2
T (6.94)

—6*v.z*y- V"< S —64%e_(v,y,z,V)*I, —6*¢ (V,y,ZV)*—)

iN.h G,eQ, /M,
_3n-41 uQ, < y G2> (3212 +3_;j(_FquuVV te_ (V’y’Z’V))
~384m’ 32 T

Looking now at the diagram in figure 6.43,

D).

Figure 6.43 A combined diagram for the process <V|ZA“yuLx| y> <gg|ﬁy”Lch

we have the following expression for M for the creation type diagram
ieN hv - —i e
M* =— . Tr, [A \% ]Trmwj(zysﬂ)—g]y QEG-F’YV} (6.95)

Giving us almost the same result as we had in eq. 6.94
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iN.h G JM
DggVf, =— i 4 ' ueQ, %67 )x
384m 64 T

(—64*v-y"‘z'V"‘Iz—6*v'y"‘Z~V*L2+64"‘V-Z*y~V*I2
n (6.96)

i i
+6*v-z*y.-V *? —-64*e_(v,y,z,V)*I, —6* e_(v,y,z,V)*?)

iN_h,G,eQ,\/M, '
375 41 eQ < ) G2> (3212 +3_ZJ(F;WVHVV +e—(V’y’Z’V))
T

© 384m’ 32

Also here the parity breaking terms will cancel when the diagrams are summed over.

Our next diagram in line is shown in figure 6.44.

Figure 6.44 A combined diagram for the process <V|ZA“YHL)(| gg> <y|ﬁy”Lch

D).
Here the annihilation diagram has the following expression for M

N.G,e

M" = Tr{&fy“LH (ilz{y- v,0-FQ!} +810-FQ§V H (6.97)
T

while M for the creation diagram is given by

h,

— 2 v
M= < G >TrF [A"VY g, (6.98)

Multiplying and using FORM as usual gives us the result
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.2 2 .
itm°N.h,G.e /o 1
PiVe,g, = PR <EG2>(128n2m4jx

T

_ i’ m’Nh, GyeQu /My, <g G2>( i jx (6.99)

32 o 1287 m*

2 2 2
(—*V-y*z-V——*V-z*y-V+32i-Iz*e_(V,x,y,V)——*e_(V,x,y,V)j
T T T

Nch,GueQ M
__NchyGyeQ, D<EG2>(1FWV”V”+(16i-12—lje_(v,x,y,\’)j
T

T

2048m? T

For the diagram in figure 6.45,

Figure 6.45 A combined diagram for the process <V|ZA“'YHL)(| gg> <y|§’y”LQVC

D).

where the gluon lines now are couples to the upper light quark, we get the same answer as in
the diagram above, since the expression for the creation diagram with two gluon lines coupled
to the lower quark is the same as the one with two gluons coupled to the upper quark.

h
M=——1v <EGZ>TI~F[A“VV]gle (6.100)

128m* \

So the Feynman diagram calculation for the diagram in figure 6.45 is simply

N .h,G JM
DfVg g =- clly HeQd2 D ng lFWV”V"+(16i-12—lje_(v,x,y,\7) (6.101)
2048m T i o

Next we look at the diagram in figure 6.46.
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Figure 6.46 A combined diagram for the process <V|)_(A“yuLx| ggy> <

D).
This total diagram has no external lines coupled to the D-meson loop, but two gluon lines

coupled to the upper quark and one photon coupled to the lower quark. The expressions for M
are here

M" = —iN,Gy[ml,, -, JTr[§y*LH] (6.102)
for the annihilation diagram, and

M =— 38}4110€r:r1< G2> [ ATV Tr| (27, +1)V7,QY0 ] (6.103)

for the creation diagram. Further calculation gives

DVg g f, = %< - 2>[m13/2 —1, | THE Y LHIXTr, [ A"V ] Tr[ (27, +1) ¥1,Ql o F]
_ NchGeQ, /M, /ot
- 15360m* < >[ml3/2_11]><

Tr[ v (1-7,) (1+7- v)yszrF [A"VY ] Tr[ (2, +1)v'v,0-F]

1N h,G,eQ M
30720m* G* )iy, -1, Jx
(—64*V-y z-V+64*y.z* y-V+128*e_(V,y,z,V))

_iNchyGyeQ, M, /o

480m*

(6.104)

< G2>[ ml,, - 1](—vauVV+Ze_(v,y,Z,V))
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The next diagram, as shown in figure 6.47, is equal to the one we just calculated, except that
the external lines now have switched places, i.e. we have one photon line coupled to the upper
quark and two gluons coupled to the lower quark.

Figure 6.47 A combined diagram for the process <V|)_(A“yuLx|ggy> <0|ﬁy“LQVC D>.
The creation diagram has the following expression for M
A h v€ n A
M* =— 840 < G2>TrF [A \Y ]Tr[(Z\(5 +1)YAQ§VG-F75} (6.105)
So the total expression for the diagram in figure 6.47 becomes
DVg,g,f, = M@ G )[mly, =T, |XTr[ EYLH | Tr, [ A"VY | Tr| (27, +1) QYo Fy, |
©3840m* \m / : S
_ NchG JM
= neQ, < >[mI3/2 —IJX
15360m"*
Tr[\(‘L (1—v,)(1+y- v)ySJTrF [A“VVJTr[(Z\(5 +1)y”G-FyV] 6.106

lN e \/—< G2>[m13/2 1]X

30720m*
(64*V-y*z-V—64*v-Z*y~V+128*e_(v,y,Z,V))

1NhGeQ\/_

480m*

< >[ml3/2 —IJ(FWV”VV +2e_(v,y, Z,V))

These were the six total diagrams which did not require integration by FORM. What we have
left now are the last 24 diagrams where the trace product has to be integrated in FORM, and
therefore requires larger and a bit more complicated programs.

We start by looking at the total diagram shown in figure 6.48.
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Figure 6.48 A combined diagram for the process <Vg|XA“'YthLx|O> < D>.
This is the combination of the annihilation diagram in figure 6.8, having one photon and one
gluon coupled to the light quark, and the creation diagram in figure 6.17, having one gluon
coupled to the lower quark. The expression for M for each of these diagrams where calculated
to be

MX —j—H™Ss GHegs

. j oy {é y“L HxQFWG;BR“V“B} (6.107)

and

M =8, Tr,[ A"V | Tr ( —
16 32n

- j(zys +1) —Izjy“cyV“BGaB} (6.108)

respectively. The total M for the diagram in figure 6.48 is as usual a multiplication of these
two expressions, i.e. mainly a multiplication of two traces.

2 4
DrgVe, =~ 18 [P T{&W”L L HXQF, G R“V“B}
v-p

128 3 n
T [A"V? ]Tr| (0 (27, +1)- L) Y707 Gy (6.109)
__hVGHeQd\/M_DTEZ o d'p 1 -
- 3072 <n >J-(2 ) Soalr {Y}L(l Ys) p(1+'Y V)’Y5 R X

Tr, [A“VS}T{H&] (2v;+1)- Izjv”vs Rad ]} (2u088p ~ Lap830)

Using FORM to calculate the product of the traces, this expression becomes
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h.G JM,
ngvgd:_ v HeQd D <EG2>X

3072 T
_12132 4*v'y*z'V+4 32 3*V'y*Z'V+:Ol'I§*v.y*z,V—Sl'zIz *y.y*¥z.V
m’n m’7 m'm m’T
40i -1 B
12m2n4*V-z*y-V*—4m2n3*V-z*y-V—sgllzn;*V-z*y-V+SI;2;*V.Z*y.V
16i-1 2i-1
S e vy V) S sre (vy.z V) Ifllzn; *e (v,y,2,V)+ 33;2; *e _(v,y,2,V))

h .G M, & i-
_ hG,eQ/M, <gG2>X(( 13 3 40i Iz_Si.IszWVHVV

- + 6.110
3072m? T 121 4’ 3n ( )
2 11 16i-1, 32i-1,
+ - + + e_(v,y,z,V
( T 12n T 3 j -v-y.2V))

The next diagram that we will look at, figure 6.49, will give almost the same result, as the
only difference from this diagram and the one in figure 6.48 is the position of the gluon line in
the V-loop.

Figure 6.49 A combined diagram for the process <Vg|%A“yutbe|O> <yg|§y”Ltanc D>.
The creation diagram had the following expression for M
no_ ihvgs ny7v —i _ w 0B
M¥ = =T, [A"V ]TrK(nnz j(zys +1) Izjy c Gaﬁyv} (6.111)

which gives the result
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hVG egsz a Vo,
DfeVe, === I ) {g YAL 5Ok’ ﬁ}(
) - o

__hVGHest/MDTEZ g d*p o o

- 3072 <TC >J-(2 ) TI‘{Y)‘(] Ys) p(1+'Y V)’Y5 R X
ny7so

Try [A \% ]Tr{((?ﬁn

j(Z’YS‘Fl) jYA[Y Y ]Ys:|(gacgﬁp_gapg50)
Using FORM we get

h,G,eQuM, T
DfgVg, =—— He:%;z 2 <5G2>><
T
1 40i-1 8i-1
- *y.y*z-V+ *y.y*z. V- SEvy*zV+—2*v.y*z.V
( P P T men
40i-1, fy.zky Ve 8- IZ*VZ £y V
m’z m’z

*V,Z*ygv*_

¥y.z¥y-V+
4m’r’ 4m*1’

m *e_(v,y,z,V)—

1 161-1 32i-1
2n3 *e—(v’ Y.z, V)_ mznzz *e—(v’ y, Z’V)_3—

: - *e_(v,y,2,V))
mT mT

_ hGeQd«/ n< >><(( 41 N 1 40i-1
T

2 +8i-12ijv“VV

3072m’ o 4r’ 31 (6.113)
11 161, 32i-1,
—|—+ + + e (v,y,z,V
(Tﬁ 4r? T 3 j -3,z V)

The diagram in figure 6.50 is also of the same type as the two total diagrams above, only that
here the photon and gluon lines in the annihilation diagram have switched places.

Figure 6.50 A combined diagram for the process <Vg|ZA“yutbe| O> <gy|ﬁy

D).

Here the annihilation diagram has been calculated to be
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.G d* iy 1 . v
M" = I%I#Tr{g‘y“Lv—pHxG;VQFQBR“ f‘} 6.114)

while we have already seen the expression for M for the creation diagram (eq. 6.108). A
multiplication and calculation by FORM gives

h G.eg’ ¢ d'p 1
DgfVg, = ———H"Ss Tr| E'Y"L— HxQF..G* R |x
g gd 128 '[(27'C)4 g’y vp Q af v

Tr, [A“VS]T{(&;Z j(zys +1)—Izjy”y§,0“"GGp}
__h,G,eQ/M,7 <3G2>x

3072 T

(6.115)

1 88i-1 16i-1
(—4m27t4 >"V-y*z-\7—6mzﬂ:3 >"V-y"‘z-V+3mZﬂ:22 *yy*z.V+ 3m27§ *ky.y*z.-V

fy.zky Vg 88i-1 161-

T am 6n1127c3 Rty NS ety Ve 3611121; vty
16i-1,

8i-1
+ ———=*e_(v,y,z,V)——**e_(v,y,2,V
3m’m’ m’m? vy ) 3m’n (v.y )

hVGHede/MDn a ., 1 1 88i-1, 16i-1,
=— > =G )X(| ——5——+ +
3072m T 4’ 6T 3 3

1 161-1, 8&i-l,
+ - — e (v,y,z,V
(an T 3 j V-3 2. V)

*e_(v,y,z,V)—

F _v*V¥

[nY

The calculations for the diagram in figure 6.51 follow almost immediately

Figure 6.51 A combined diagram for the process <Vg|XA“'YthLx|O> <g'y|§'y”Ltanc

D).
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2 4
Dnggu __ hVGHegs I d P Tr|:§'I',Y7\LLHXQF&BG3VRuvaBi|X
v-p

128 ¢ (2n)’
Tr [ A"V JTr| (m’L (27, +1) -1, )Y'0"G Y, |
h,G,eQ M, T’
— He3%172 D <%G2>>< (6.116)
19 1 88i-1 16i-1
(12m2n4 Y o’ w7 3min
19 1 88i-1 16i-1
————*v.z¥y - V¥— *y.z*y-V+ ZHky.z¥*y-V+ 2kyz*y.V
12m*w’ Y 6m’m’ 3m’n’ Y 3m’z Y
-——*e_(v,y,z,V)+ 12 3 *e_(v,y,z,V)+1612'122 *e_(v,y,z,V)+ 8132 *e_(v,y,2,V))
mT 6m’n mT 3m'n

h,G,eQ M, /o 19 1 881, 16i-1, ,
= — 5 —G X( 3+ 7 — FVVHV
3072m o 128 6m 3n 3 .

1 1 161-1, &i-1
+| ——+ + z 4 2le (v,y,z,V
( T 6n’ T 3 j vy, V)

The next of the diagrams with external gluon lines is the one in figure 6.52.

Figure 6.52 A combined diagram for the process <V|ZA“YHLX| 0> <ygg|§'Y“LQVC

D).

This type of diagram has all three external lines coupled to the annihilation diagram, and we
get three diagrams of this type, where the only difference between them is the position of the
photon line. Here the annihilation diagram has the following expression for M

»  N.Gue/a, d*p 1 vago,
M = s e O Gy T BV HX Qi (g~ iy )T | 6117)

The creation diagram we have already seen has this expression for M

M* =ih, Tr.[ A"VY ][ m’L, -1, ]g,, (6.118)
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Calculating the product of these two expressions we get

DfggV = %<% G2> [mzlz -1 ] Tr [AHVSJ &5 X

(;;1;4 T{&"‘y“LVLpHxQFW (20250 — Zaolpp ) T "”}
_ NChVGfge;)d\/M_D <& GZ>[m212—11]>< (6.119)
T
(_4nil4n*V‘Y*Z‘V+4nil4n*v'z*y'v+6min re(v.y. V)Jr16 re-(vyz V)j
:iNChvgzﬁd‘/M_D<%G2>[mzlz—II](—‘L—;FM“VV (é+%)e _(v.y.z, V)j

In the next diagram the external photon line has moved in between the gluon lines, giving us
the diagram in figure 6.53 below.

Figure 6.53 A combined diagram for the process <V|ZA“YHLX| 0> <gyg|ﬁy

D).

Here the annihilation diagram has this expression for M

N.G,e/a
M* =—€ (=G ’ L—H>< E T | (6120
48 < T > (2 ) |:E" 'Yx V-p Q ﬁ(gupgvc gucgvp) ( )

So the total diagram calculation becomes
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_iNchGue /a, -, ) nerS
DefgV === =(—G [m’L -1, | Tr. [ A"V® | g, %
m)*

_ NchyGeQ, M, <%G2>[m212 _ IJX (6.121)

192 T

J. d p |:§T xL_pHXQFﬁ(gupgvc gucgvp)TlWO‘BGPj|

i i i
— *y.y*z.-V+ *y.z*¥y.-V+ *e (v,y,z,V
( Sm'm 8m'n Y 8m'n vy )j

iN.h,GLeQ, M, /o, 1 v
- V19H2114dJ_D<%G2>[mZIz—Il]xg(‘ﬁwv”v te_(v.y.zV))

The last of this type of diagram is show in figure 6.54.

Figure 6.54 A combined diagram for the process <V|ZA“YHL)(| 0> <ggy|§y

D).

The annihilation diagram is here given by

N.G,e/a d 1 ube
M* == <?G >I(2 I; prymvaly {é‘YkL pHXQch(gwgvﬁ—guﬁgw)T” ‘”’} (6.122)

which gives a total expression of
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Dagfy = NehGue <

e %G2>[m212 —1, | Tr [ A"V? [ g%

T

a'p - [ 1 wapor
[T ST L HX QR (810 st T

n?
_NehyGyeQiyM,, [ s [ml, -1, ]x (6.123)
192 T
3i 3i i 3i
— *v.y*z-V+ *v.zF¥y-V+ *e _(v,y,z,V)— *e _(v,y,z,V
( sm'm " 8m'n Y 2m*m? -(v-y.2.V) l6m'n (v.y )j
iNch,GLeQ My, /o, ., ) 3 1 3
= -G )mL-L ||-—F VWV +| ——-——|e_(v,y,2,V
192m’* 7 0w~ ]~ R T AN

The six diagrams that now follow, are similar to the three just calculated in the respect that all
three external lines are coupled to only one quark line. The diagrams themselves and the
result of them will not differ much from each other.

Our first of these will be the one given in figure 6.55.

Figure 6.55 A combined diagram for the process <V|)_(A“yuLx|ygg> <0|ﬁy“LQVC D>.
Here the annihilation diagram has the following expression for M
M* =—iN Gy [ml,, — I, Tr[& "y LH] (6.124)

while the creation diagram is given by

Tczh o n dD vapo
M= 96Ve<;G2>TrF[A Ve I#Tr[(lﬂs)mﬁw(gapgﬁc—gwgﬁp)T” "y S®]  (6.125)

This gives us the following result when these two expressions are multiplied

116



2 [
uSudu 3/2 1 5 5
T

384D (6.126)
n d VOO
TrF ':A VB:I,[ (2TC§)D ’Tr':(l-’-’Y5)'Yk]‘::}w’-[‘ldl P pYBS(p)](guprcs _g(xcsg[ip)
Using FORM we get
T’Nch, GLeQ, M, O,
PVI.g.8, == 384 [l _IIJ<EG >X
13i 13i 13i
[Sm“n2 >X<V.WZ‘V_Srn“Jt2 >X<V.Z*y‘V_Srn“n2 *e_(v,y,z,V)j (6.127)
_ Nch,G,eQ, M, o ,\ 13 .
=- 384m’ [mI3/2 —Il] EG X?(FWVMV —e_(v,y, Z,V))
For the diagram in figure 6.56
Figure 6.56 A combined diagram for the process <V|)_(A“yuLx| gyg> <0|§y“LQVC D>,

we have a creation diagram with the expression

TCZh a n —dD VPO
"= 96VC<EG2>TIF[A vi] (27;‘3 Tr[ (1475) V' QFyg (215200 ~ 2o ) T *P1S(D) | (6.128)

This gives the result
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N h,G,eQ, M o
Dvg f g =-——C" 3;4 b [ml3/2—IJ<;G2>Tr['y“(l—ys)(1+'y-v)75]><
n dD VOPO]
T [A"V* ][ #Tr[(H T5) VEL T Y.S(p) | (2,026 — 2u020p )
2
_ TNchGyeQ M, (i, 1] <g G2>>< (6.129)
384 : T
14 11 11
(_15m4n2*V'y*z'\”r15m4n2 VYV e *e‘(v’y’Z’V)J
N h, G eQ, /M o 11i v
== V3;4m4 > [mI3/2_Il]<;G2>XE(_FquHV +e_(v,y,Z,V))

In the next diagram, as shown in figure 6.57,

Figure 6.57 A combined diagram for the process <V|)_(A“yuLx| gg'y> <0|ﬁY”LQVC

D).

we have

w’hye o n d® voBol
M = 9% <;G2>TrF[A Al (275]) Tr| (1475) Y QB (2108 ~ 22 ) T"* P15 | (6.130)

for the creation diagram. The result of the multiplication here will be
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T'N.h, G, eQ, M o
Dvg g f, =——-F V3§4Q b [ml3/2—11]<;G2>Tr[y“(1—75)(1+y-v)75]><

D
Tr,[A"V? ]| AP [(147,) YE, T ,8(D) |( 2,085 — Eup&ua )

(2m)°
'N.h,G,eQ, M, o
2 2i 2i
(m4n2 *ky.y*z.V— - *y.z¥y.V— - *e_(V,y,Z,V)j
_ NChVGHeQuﬂMD o, ) o
= gt LMl LG ARV e (.2 V)

We now move on to the diagram where the external lines are coupled to the lower quark line
of the creation loop diagram. The first one of these is given in figure 6.58 below

Figure 6.58 A combined diagram for the process <V|)_(A“yuLx| ygg> <0|ﬁY”LQVC

D).

The creation diagram has here the following expression for M

A nzhve o - nx 7S de A waBop
M* = % EG Tr, [A \Y ]I—(%t)D Tr[(l+75)'Y S(p)'YsQFW(gupggc,—gmgﬁp)T ] (6.132)

This gives the result
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N h,G,eQ, M o
DVf,g g, =——-F V3§4 b [ml3/2—11]<;G2>Tr['y“(l—ys)(l+'y-v)75]><

D
T [ ATV )[BT (144, Y SOIEL T ] (25~ 2y

(2m)®
_ TNchyGyeQ, M, (il —1,] @),
384 2\ (6.133)
13i 13i 13i
(5m4n2 TveyrzV - m’n’ >X<V.Z*y‘v_Sm“nz *e_(v,y,z,V)j
_ NchyGeQ, M, a L\ 13 .
=— Py [mI,—1, | —G x?(va”V —e_(v,y,z.V))
For the diagram in figure 6.59
Figure 6.59 A combined diagram for the process <V|)_(A“yuLx| gyg> <0|§y“LQVC D>.

the creation diagram has the following expression

_ Thye
96

o o n dD voBol
M}L <;G >TrF ':A VS]I#TI- |:(1+ YS ) ’Y}LS(p)’YSQFocB (gupgvc _gucgvp )TH P P] (6134)

which gives us the result
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T*N h,G,eQ, M,
DVg f,g,=— 384

D
Tr.[ A"V ] j (;TI)ODTr[(l +¥5) VSOIVsE s T |( 2,020 — Euoup )

*N.h,G M
_ ™N V3§:qu/ D [m3/2—11]<9G2>>< (6.135)

[, —Il]<%G2>Tr['y“ (1=7,) (1+7-V) 7, |

11i 11i 11
_ *y.y*¥z.V+ *y.z¥y.V 4+ *e v, ,Z,V
( Sm'e 15m*n y 15m' 12 v,y ))
_ NChVGHeQu»\’MD a ) 111 " y

= gt LM h (G T RV e (2 V)

Finally, the last one of this type of diagram is shown in figure 6.60.

Figure 6.60 A combined diagram for the process <V|)_(A“yuLx| gg'y> <0|ﬁY”LQVC

D).

It has the following expression for the creation diagram

’hye /o ) d° .
M = 96V <EG2>TrF [A VB:II (2—7;]) Tr I:(1+'YS)'Y7”S(p)'YaQFps (guocgv[s —guﬁgw)Tu B p:| (6.136)

and therefore gets the following result for the total diagram
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P *N h,G,eQ, M,
DVeugsls == 384

D
Tr [ A"V STI;DTr[(H ¥5) Y SOYE T |(2,08. 8,520

*Nch,G,eQ, M,

o
- oy [mI,, —11]<;G2>>< (6.137)

[, —Il]<%G2>Tr['y“(l—ys)(1+'y-v)ys]><

m'n m'n?

N:hyGueQ, M . v
= V3;4€m4\/_D[m13/2_Il]<%G2>X21(FuvaV —e_(v,y,Z,V))

2i 2i 2i
( 2 Z*V'y*Z'V—m4n2*V'Z*y'V— *e_(v,y,z,V)j

We see that the results from the diagrams in figure 6.55 and 6.58, figure 6.56 and 6.59, and
figure 6.57 and 6.60 are all mutually equal.

In the next four diagrams we will continue to have an annihilation diagram without any
external lines, but the creation diagram will now have photon and gluon lines coupled to both
the upper and lower quark lines. This we have already seen two examples of in figure 6.46
and 6.47, but there we did not do the integration in the FORM program.

We start with the diagram in figure 6.61.

Figure 6.61 A combined diagram for the process <V|)_(A“yuLx| g'yg> <0|ﬁY”LQVC D>.
Here the creation diagram has the following expression for M
M* =_hv_<37t2 9 g2 (g g — 8.8 )Tr [A“VSJX
384 \m o em memelE (6.138)

,[ (;l:c];D (pz _lmz )2 Tr |:(l+ Ys ) 'Y7~QFMSRuvoc[i,y6 {I:,Yo’,yp]’ (y-p+ m)}:|
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which gives us the final result for the total diagram

DVe.f.gs = %<%Gz>[nﬂm ~1, |(208vp ~ up@0o ) Tr[ EV'LH | TR [ A"V |x
I(SZfD( — 2 Tr] (1 3) Y QEGR 1, {[ . | (r-p+m}
SLEARY E;Q \/—< ‘G2>[m13/2—Il](gwgvp—gupgvc)Tr[Yk(l—vs)(1+v-v)y5]TrF[A"Va]x
J (;;;JD (p2—1 e STe| (149 Y QEGR" 1 {[¥.# |.(v-p+m)} | (6.139)
TNy IC;ZQ ‘/_< 5G2>[ml3/2—11]><
(5;3;4*V-Y*Z'V—Sizz;4*V‘z*y‘V—S;ZZ;Al*e_(v,y,z,v)j
_ iNChV;ﬁUJMT < < Gz>[ml3/2 BV —e_(piV))

The next diagram that we look at is the one in figure 6.62, where the upper external lines have
switched places compared to the diagram in figure 6.61.

Figure 6.62 A combined diagram for the process <V|)_(A“yuLx| ygg> <

D).

Here we have
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M _hyer’ <%

384 - G2>(ga5gﬁp _gocpgﬁc)TrF I:AHVS:IX

(6.140)

,[ (;Z];D (pz _1m2 )2 Tr |:(l+ Ys ) YKQFWRMVOLB,YS {[,Yc’ Yp:l’ (y-p+ m)}:|

for the creation diagram, giving us the result

DVf g8, =

uou

—mZNChVGHe <& G’ > [mI3/2 -1 ] (go«sgﬁp ~8ap8po )Tr [EY?LLH] Tt [Anva ] X

384 n
dp 1
Tr| (1+ E R™“y v, v |,(y-p+
J.(ZR)D (0’ —m>)’ r[( 'Ys)'Y)LQ {I:'Y T ] (y'p m)}}
_ TN GyeQ M < 5G2>[m13/2—11]>< (6.141)
1536
12i 12i 12i
(SRm *v.y*z. V—5 > 4>’<V‘z>’<y‘V—57t2m4 *e_(v,y,z,V)j
_iNch GeQ, M, /o, .
Py < G2>[ml3/2—11](va”V —e_(v,y,z.V))

For the diagram in figure 6.63,

Figure 6.63 A combined diagram for the process <V|)_(A“yuLx| gyg> < D>.
we have an expression for M for the creation diagram that goes as follows
M = e [0 Tr.[ A"V
=" 3ga \ x (gcocgp[i _gcﬁgpu) TF[ ]X
(6.142)

j (;1;53 (p2 _1m2 )2 Tr |:(1+ Ys ) ’Y}L {I:YG’YP:I’ (Y p+ m)} ,YSQFWRuqu}
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This gives the result
.2
DV f,g, = in NChVGHe<

384 %G2>[m13/2 =1, (2ouys — 2opou ) Tr[ 8V LH ] Tre [A"V? ]x

I

J. ((21:;)1) (p2 _1m2)2 Tr [(1 s )’Y)L {['YG, v ] (Y p+ m)} ’YSQFuvR“Vaﬁ:|

T'N.h,G,eQ, M, o, >
= —~G*)[ ml,, -1, |x
1536 T

(6.143)

4; 45 4
( & *v.oy*z.-V+ : *v.z¥y- V- ! >’<e_(V,y,z,V))

- 157°m’ 15°m* 150°m*
iNch,G,eQ,JM, /a. V
= \;16;5m4 . <?G2>[ml3/2_11](_F“vVHV —e_(V,y,Z,V))

For the last one of the total diagrams having an annihilation diagram with no external lines,
shown in figure 6.64,

Figure 6.64 A combined diagram for the process <V|)_(A“yuLx| ggy> <0|ﬁy“LQVC D>.
we have an M expression for the creation diagram which is
»_ heem’ o, ., nys0
M __W ?G (gcugpv_gcyvgpu)TrF I:A V j|>(
(6.144)

'[ (g;DCfD (p2 _1m2)2 TI‘|:(1 +7s )’Y7L {[Yﬁ ) 'Yp :I (Y p+ m)} ryaQFuBRuqu}

This gives
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-
in"N.h, G e /a
DVg, g f, = e <

384 ?G2>[ml3/2 h IIJ(gwgpv ~8ovBpu )Tr[?’;""thH]TrF [AHVBJX

‘[ (g;DCfD (p2 _1m2)2 Tr [(1 + YS )’Y}‘ {[ch ’Yp :| . (’y P + m)} YBQFuBRuqu}

PN ]

1536 (6.145)

4 4 4i
(— TEvey*z V+————*v.z¥y. V- *e_(v,y,z,V)j

15t*m 15°m 150m"
1N h,G,eQ, JM s o
4635m* < G >[m13/2_11:|(_Fqu V' —e_(v.y,z,V))

In the next four total diagrams we have an annihilation diagram with one external gluon line,
and the other two coupled to one of the quark propagators in the creation diagram loop.

We start with the diagram in figure 6.65.

Figure 6.65 A combined diagram for the process <V|ZA”yutaLx| gy> <g|ﬁy”taLch D>.
The annihilation diagram has the following expression for M
Mm* —%Tr{é"'ykLH (ilz{y- v,6-G} +$G-Gj} (6.146)
and the creation diagram has this expression
M = vegs o 4l dDPD Tr[ (1+75) ¥'S(p)Y;QE, G sR " | (6.147)
16 (2m)

Combining these as a product we get
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. 2
DgVg,f, = —lh"?%ﬁ{ékaH(ilz{y- V,G-G}+$G-Gﬂx

Tr. [A"V? ]| (gnf Tl (1+75) V'S(p)¥;QF,, G (pR ™ |

__ihVGHeQM/MDn2 [ ( ~ )x
6144 T gcsotgpﬁ gcﬁgpa

T{yu (1=75) (1+7-v)7s (ilz{y-V,[Y“,Y"]}+$[YG,Y"]HX (6.148)

Tr. [ A"V ]| (;%'DTr[(l +75)VS(P)YE R |

__ihVGHeQM/MDn2 <&G2>X

6144 T

(2m2n3 3m’n? 2m’m’ Y
8, . . 73i 691
- vez¥ty.-V——ouo—*e (v,y,z,V)— 2 _*e (v,y,z,V
3 YV leomiw YAV T o VYY)
ih, G M i i
__ihy Hequz/ b [O 5o\, 8L F vV - 73i , 691, e (v.y.2.V)
6144m T 2t 3 160r 20

Next we look at the diagram in figure 6.66, in which the external lines in the creation loop
now are connected to the upper quark line.

Figure 6.66 A combined diagram for the process <V|ZA”yutaLx| gy> <g|ﬁy”taLch

D).

This gives us an expression for the creation diagram that goes as follows
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A lh eg I de ”
M = \1/6 S TrF [A v }j(zn)DTr[(l-F’YS)’Y}‘QFaBGWRH ’YSS(p)] (6.149)

And the final result becomes

0 - >(gwgpv — oo )X

T{v” (1=v5) (1+v-v)¥s (iIz{Y' v,[v",vp]}+$[v",vp]ﬂx

AV S n ) PR RS0

. 6.150
:_1hVGHeQu‘/MD7t2 %Gz o ( )
6144 T
3i 401 31
( Y me m’n’ Y
401, . 497i 7631
v-z¥y - V+——F—%e_(v,y,z,V)+ Z_*e (v,y,z,V
3T YVt smomr Y EV o Y2 YD)
ih, G M i i
__ih, HeQMZ/ o (% a3, 40 ) e (4975 TSy
6144m T 2t 3 240r 60
For the next diagram, figure 6.67,
Figure 6.67 A combined diagram for the process <V|ZA“yutaLx|yg> <g|§y”taLch D> .
we have
Y CRIRLIC T PR I S e )Y*QE, G ,,R"*y,S
== | ]fm).) r[ (1475) YQE, G R "“*v,5(p) | 6.151)
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for the creation diagram. This gives the result

ih,G,eQ, M, 7’ /a

] PO rn (i frrr Jeg v

T[4V )] BT (144 7O RS0

__ihVGHeQM/MDn2 o, o2\ (6.152)
6144 T
81 81
*V. *Z.V+ 2 *V. *Z.V_ *V.Z* .V_ 2 *V.Z* .V
(2m2n3 y 3m’n’ Y 2m’m’ Y 3m’n’ Y
731 691
——*e _(V,y,z,V)— 2 _*e_(v,y,z,V
160m*r’ -y z V) 20m’m? (v.y.2. V)
ih, G e M i i
_ Gy Qu\/2 b (% 52 (L_,.gﬁjpwvu\ﬂ_( 73i +%je_(V,y,Z,V)
6144m T 2 3 160k 20

The diagram in figure 6.68

Figure 6.68 A combined diagram for the process <V|ZA“yutaLx|yg> <g|ﬁy”taLch D> .
has the following expression for the creation diagram
M = vegs o 4l d’p Tr[ (1+ 7, ) VS(0)7,QF 4G, R*™ | (6.153)
16 2m)P° :

This gives us the result
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ih,G,eQ, /M, *
DeVi,g, =— ey <%G2

R - >(gwgpv — v )X

T{v”(l—vs)(lw-V)Ys (ilz{v-V,[v“,vp]}+$[v“,vp]ﬂx

Tr [A"V*] | %Tr[m Ys) V'S(P)Y,E, R |

:_ihVGHeQu,/MDnZ AW (6.154)
6144 o
3i 401 3i
( o’ I m’n’ Y
401, N 4971 7631
v-z¥y - V+——F—%e _(v,y,z,V)+ 2 _*e (v,y,z,V
3m YVt smomr Y EV o Y2 YD)
ih, G JM i i
:_1 v HeQu Y D &Gz _ i{_% FHVVHVV + 4971 +76312 e (v,y,2,V)
6144m i 2n 3 240 60

Also here we can see that the calculations of the diagrams in figure 6.66 and 6.68, and the
calculations of the diagrams in figure 6.65 and 6.67 are mutually equal.

We are almost at the end of this total diagram calculation now, only three diagrams left, and
we start with the diagram in figure 6.69. We have

Figure 6.69 A combined diagram for the process <V|ZA“YHL)(| gg> <y|ﬁy”Lch

D).

M = _ir’h, <&

768 nG2>(g°‘0gﬁp_gupggc)TrF[A"VSJX

(6.155)
Ide 1 4Tr[(lﬂ(s)v“({[v‘*wﬂwp}%{[v",v"],v-p}+4m2[v“,vﬁ]vs[v",v"])}

(ZW)D (p2 - mz)
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for the expression for M for the creation diagram, and
M = %T{éwm (ilz{y- v,0-FQ} +810-FQ§V ﬂ (6.156)
T

for the annihilation diagram. This gives us

_in®Nch,Ge
3072

Ide 1 4Tr[(lﬂ(sW({[v‘*,v“],v-p}va{[v",v”],v-p}+4m2[v",vﬁ]%[v",vp])}

(2W)D (p2 - mz)

__ImTNch GyeQuyM, [a, o (2002s0 — ZapZpe ) ¥
24576 n woshe Sapshe

Dfvg g, =

u

) + . AV 1 AV n
<%G >(g¢mgBP _gaprG)Tr[é Y'\LH(IIZ{Y'V’G‘FQé HQG'FQé HTrF [A VSJX

! (6.157)
T{w(1—75><1+y-v>y5(nzw-v,[w,w]-av}+ [w,w].mj}n{mvﬂx

8n

Ide 1 4Tr[(1+v5)¢({[v‘*,vﬁ],v-p}vg{[v",v"],v-p}+4m2[v"‘,vﬁ]v&[v“,v"])}

(275)D (p2 — mz)

_iT’NehyGyeQ, M, /o ol
24576 T

( 16i *v.y*z.V— 16i >'<V-Z>"y-V—r;267lt3 *e_(v,y,Z,V)—2;?7;2 *e_(v,y,Z,V)j

m’n’ m’n’

iN_h,G,eQ, M ' !
:_1 hyGLeQ, D <&G2>(iﬁwvuvv_(l+1612)e_(v,y,Z,V)j
T T

1536m’ T

The next two diagrams has one photon and one gluon line coupled to each of the quark lines
in the creation diagram, and one gluon line coupled to the light quark in the annihilation
diagram. The first of these diagrams is the one in figure 6.70 below.
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Figure 6.70 A combined diagram for the process <V|ZA“'YHL)(| gy> <g|ﬁy”Lch

D).
This diagram has the following expressions for M

G,g, : 1
M :—%Tr{&TY}”LH(IIZ{Y'V,G‘G}+§0'Gj:| (6.158)

for the annihilation diagram, and

M?L:ihvegsT s 47P 1
2ss 1AV e (57— m?) (6.159)

e (1077 (v 16 v )1 (@1 [ ¥ JE o p} +am [, ]G @ [ Y T, ) |

for the creation diagram. Combining these as usual gives the result
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DgVg f, =——Y—Hs Tl EV'TH|il,{y-v,6-G}+—0c -G ||Tr.,| A"V
gvely 2048 |:E_, Y)L ( 1Y } Py ):| FI: :|'[(2R)D (p2 . )4

T (141007 ([ 16 v 216 [ T o} 40 [0 Gy QY [ TR, )]
__hyGueQuyMye { (=) (1+y- V)YSGW( z{v-v[v”wﬂHé[v”w“]ﬂTrF[A“Vf’]x

16384

L oy Tr[lws V16 ¥ PPV P JE 1P} 4m [v ]G, [v IR, )|

’h,G w/
__mhyGyeQ, < 5G2> Eualyp — gusgvu)Tr[W(l—Ys)(1+Y V)VS(IIQ{VV[Y 24 }+_ vy }

98304 T

o[y L m[mw({[v«,mw-p}vﬁ{wm,v-p}+4m2[vw%[mm

(2m) ( —mz)
nzh G,
98304 3 m’m’ m°n m’’
+51% Layg y-V+ o 7re_(v,y,2,V)+ 1%'122*6—(V’Y’Z’V)) (6.160)
m’m’ m’r’ mT

ihyG,eQ, M, /a

=_ — G? i+81 -E v*V'+e _(v,y,z,V
1536m> <n >(n ZJ( w (y.2V))

The last of the total diagrams is shown in figure 6.71.

Figure 6.71 A combined diagram for the process <V|ZA“yuLx| gy> <g|ﬁy

D).

The creation diagram is here given by the expression
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_ihyeg, R d®p 1
Mk_ﬁTrF[A VBM(M) ] (6.161)

1| (1+7:) 7 ({Q [v7# T p} v [ JGugo v} +4m°QY [ v TR [¥2.9 Gy )|

which gives a similar result to the diagram in figure 6.70

ih, G eg.’ ) . 1 s1r d°p 1
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__iGyeQMpe.” | { (1=7v,)(1+7-v)1,G uV(II y-v.[ vy ]H—[v” Y ]ﬂ ATV X

16384

I(g; Tr[ 1+v) 7 ({{[vF B, v p}va{[v“,y“]GuB,y-p}+4m2[y“,yp]Fcpys[ya,yﬁ]GaB)}

=" mh(9}820Q4\/7<ag >gmgvp guﬁgm)Tr[Yx(1_%)(1””)7{ v [y }H_[Y ym

Tr [ A"V? ]I(gnf . _m2)4 [(HYS)Y ({[v. 7 ]E, v p}vs{[v‘*,vﬁ]#p}%mz[v",v”]Fcpva[v“,vﬁ])}

_in ’h,G,eQ, M 4 . .
98304 n 3m’w’ 3m 3m T
5122 I22 " gV 6j13*e_(v,y,z,V)—5122'122 fe (v.y.z.V)
3m' 3m'n 3m'm (6.162)
ih,G,,eQ, M (i )
=- —=G*)|—+8L, |(F v"V' —e _(V,y,2z,V
1536m’ <n > x (B (vy.z.V)

This was all the total diagrams, both with and without the gluon condensate to first order, for
the process D — V + . We will in the next and final chapter sum the results for the full
diagrams we now have calculated.

If one studies the answers closely one may notice that they all appear to be real valued, as the
divergent integrals (I, I, and I) are having imaginary values. This doesn’t seem quite right
since what we have been calculating are the M values, which are equal to i£, and we expect
the Lagrangian to be real, i.e. M to be imaginary. However, there will appear an i when we
include the numerical factors from the Fermi theory making M imaginary, and thereby saves
us from ending up with imaginary amplitudes.
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Chapter 7

Numerical Results

In this final chapter we will use the results from the last chapter to calculate the amplitudes
for the process D’ — K™y, both with and without the gluon condensate to first order, and

also look at the decay width I" and branching ratios, and compare the results with
experimental values. The amplitudes will be calculated and weighted using the expression we
gained from Fierz transformation and Fermi theory (eq. 3.18)

<K*OY‘ L

D°>=i%\/* V, {(Cﬁ&j-
N

NP c
[<I_(*°'ygg‘(ay”(1—'ys)s)|0><0|(ﬁYu(1—Ys)C) D°>
+(K 9| (@y* (1-v,)9)| 0) {ge| @y, (1 7,)0)| D)
+(K g | (@ (1-))[ 0){v] @y, (1 - v)e)| D°)
+(K[ (@ (1-v5)9)|0) (veg | @y, (1- y5)e) | D))
+2C,[(K yg|(de'y* (1-7,)9)| 0) (g @t*y, (1= 7)e) [ D)
+{R g @y (1-%,)9)[0) (v @y, 1= ¥5)e)| D)1}

(7.1)

Note that we have here included the factor 1 before the weak factor, since we do not want to
end up with imaginary values for the amplitudes. As the amplitude expressions seen in this
equation may be represented by more then one of the diagrams calculated, we should rewrite
it in order to see where each of the calculated diagrams belong. F. ex. the original amplitude

<I_(*°ygg ‘ (dy* (1=7v5)9)[0) (0] Wy, (1-7;)c) ‘ D°> describes no less then twelve different
diagrams, after the permutations of one photon and two gluons coupled to the vector particle
loop has been considered. In the notation of the diagram calculations this equals (DVf g g +
Dvg f.g, +DVgg f, +DVfg,g,+DVgf,g,+DVg,gf, +DVg,g f, +DVf g2, +
Dvg f g,+DVf g g,+DVg f,g,+DVg g.f,). Using this syntax we get an expression for
the amplitude which has the following form
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<K*O'Y‘ Loy N .

[(DVf,g,g, +DVg,fg,+DVg g f, +DVfg,g,+DVgfg, +
Dvg.g.f,+DVg g f, +DVf g.g,+DVg f g, +DVf g g, +
DVg f,g,+DVg,g.f,)+(DggVf, + DggVf,)+(DfVg g, +

D°>=i&V* \Y% {(Cﬁ&j'
N

(7.2)
DfVg,g, +DfVg,g,)+(DfggV +DgfgV + DggfV)]
+2C,[(DgVg,f, +DgVg f +DgVf g +DgVf,g, +DgVg f, +
DgVf g,)+(DgfVg, +DgtVg +DfgVg, +DfgVg )]}
The general expression for the result had the following form
L= A‘”is“V“BCIDDvue (VK& (7) + A("CIDDFWV“VV (7.3)
where ® was the pseudoscalar part of the D-meson field. In our process, where the heavy
meson field is given by H=1/2-(1+7-v)(—iPYs), ®, becomes equal to Ps. In terms of the
factors A® the decay width can be expressed as
) 4
m
o]? Mg 1- (MVJ
)] ‘A ‘ D
(D — Vy) = \A e . (7.4)
B 1+ &
T M,
So our first task will be to find the factors A®. In order to do this, we will use eq. 7.3 and the
results from chapter 6. We have to remember though that what we have calculated in the last
chapter is M =iL, so when going from the calculated values for the diagrams to the factors
A% there will be a lot of different i’s and other factors being multiplied and divided by. In
order to keep track of them all, we show explicitly in the expressions below how one gets
from M to A®.
PC
AY = M (7.5)
M, e _(v,y,z,V)
PV
PG — (7.6)
JM,, -E VFVY

The superscripts PC and PV stands for parity conserving and parity violating, respectively,
and represents the parity conserving and violating terms of M. Ps has been written as /M, ,

since we substituted Ps in the momentum space with /M, in the calculations of the

diagrams, and it is this expression that we have used throughout chapter 6.

Table 7.1 on the next page shows the amplitude, the corresponding diagrams and the A® and
the A” factors. We have to remember though that these values has to be weighted with the
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Wilson coefficients and multiplied with the Fermi coupling constant and the CKM matrix
elements, according to eq. 7.2. That is, the values for A® in the first four rows (the

factorizable part) has to be multiplied with a factor (C, + C,/N.), while the factors in the last

two rows (the non-factorizable part) has to be multiplied with 2C, . Finally they all have to be

multiplied with the weak term i&V* \
2

cs ‘ud *

Table 7.1 The amplitude, the corresponding diagrams and the A™ and the A" factors for the
process D° — K™y, including the gluon condensate to first order.

Amplitude Diagrams A® A
DVf g g, +DVg f g +
— - DVg g f,+DVf,g.g. + NehyG,eQ, X NehGyeQ, X
(K yg|(dy* (1-7,)9)] 0)x wSutu T T aSeS 6592m" 6592m"
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- 0 [ mI, -1, | [mI, -1, |x
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o 7 o
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gu ugd+ ugugd+ <TC >( 45 ) <TC >( )
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0| e 3n—-4 N.hG,eQ, y
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- . DggVf, +DggVf, 3 0
<gg|(uyu(1_75)c)‘D > <$G2>[—§—3212j
T T
o (NchyGyeQ, Nch GeQ,
(K“ge| @ (1-1)9)|0)x | Dfvg,g, +DfVe,g,+ 3072m? 3072m’
T o s T
NChVGHeQd
—C VTHTXd
17 *0 T
<K (dY”(l—Ys)S)|O>X DfggV +DgfgV + DggfV m ) . <&G2>[m21 _1 ]x
2 1
— 0 2 _ e T TT
<'Ygg|(uyu(1_'Y5)C)‘D > I:m Iz Il](?ﬂtz + 47{) ;
)
(K"ye| @ (1-1,)9)|0)x| DgVe,f, +DeVe,f, + %@Gz% %<&Gz>x
m T 144m T
(g] @t*y, 1-v,)0)|D%) gngugfu :Egzidgd + S390 12381, (_ 3 6 4Izj
g gu d g ugd 487t 15 T 3
K Og | (Trt2aM ihVG—Hede _imx
(K?g|@ v (1-1)9)[0)x | Dgfvg, +Dgfveg, + 1536m’ 3072m’
(ve|(dt'y,(-y,)e)|D’) | DfgVe, +DigVe,

o)z

o))

In the same manner we can look at the diagrams without any gluon condensate, and see what
values for A® this gives. The results are shown in table 7.2. These are factorizable diagrams,
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so here we will again weight the factors using the Wilson coefficients (C, +C,/N,), and we

also have to include the Fermi coupling constant and the CKM matrix elements, just as above,
when calculating numerical values.

Table 7.2 The amplitude, the corresponding diagrams and the A™ and the A factors for the
process D° — K™y, without the gluon condensate.

Amplitude Diagrams A® AY
- N.’G,hyeQ, N.’Gyh,eQ,
(K| @y a-v,)9)[0)x - 16 T
(v @y, (1-v,))D°) [, —Il](mi.lz —%) [m’, —Il](%)
— — NCZGHhVeQu
(Ky| @y (1-7,)9)] 0)x e

- i DVf, + DV, N 0
(o] @y, (1=75)0)| D) [, —11](3212 +n—§j

By writing the diagrams without the gluon condensate to first order separately we can
compare the two situations, and see which one of the two that contributes mostly. We also
suspect, from eq 3.19, that the non-factorizable diagrams will dominate somewhat (about 7
times) over the factorizable diagrams, i.e. the A® factors in the last two rows of table 7.1 will
dominate over the factors in the other rows.

7.1 Input Parameter Values

In order for us to get some numerical results out of our calculations we need the values of the
parameters that have been used. Some of these values are model dependent, while others are
constants or physical measurable quantities. Table 7.3 on the next page shows a list of these
values, most of which comes from [4].
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Table 7.3 Input parameters

Parameter Value
o .\
<_G2> (0,275+0,010) GeV
T
(qq) (0,240 GeV)?
Gy (6,8+0,4) GeV™"?
g4 0,6
m (240 + 30) MeV
M, (1864,6 + 0,5) MeV
f 93 MeV
hy 6
C, -0,06 +0,12
C, 1,10 £0,05

Let us look a little closer at the different parameters and their values. Ideally we should have
just one value for the gluon condensate, which can be used both for the pure light vector
sector and the heavy-light D-sector. However, to find this value would require that we also
took the third, fourth and so on orders of the gluon condensate into account, and that is clearly
too complex for this thesis. So instead we will use different values of the gluon condensate
depending on where the external gluon lines are connected, i.e. depending on what diagram in
table 7.1 and 7.2 we are looking at. When the gluons are only connected to the D-meson loop,
we will use the value of the gluon condensate for the D-sector, taken from [4]

o \K
<— G2> =(0,300%0,020) GeV (7.7)
T
In the pure V-sector we will use the following value for the gluon condensate
o\
<—G2> =0,250 GeV (7.8)
T

For the diagrams where gluons are coupled to both loops, we will simply use an average value
of the two.

a %
<—G2> =(0,275+0,010) GeV (7.9)
T

The value of the quark condensate @q) is its standard value, given without uncertainties, and
is also taken from [4].

The meson coupling constant G,; has the following value in the D-sector

(7.10)
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G, =(6,8+0,4) GeV"?

This is the value that we will use since the only place in the Feynman diagrams that this term
appear, is in the vertex between the D-meson and the heavy and light quark lines, as was
shown in figure 5.1.

The strong axial coupling g, is introduced through the linear divergent integral I,,, in the

form of 8g, =1—g, as shown in the appendix. The first factor in the expression for dg, , the

normalization term 1, is originating from the calculations of a Feynman one-loop diagrams of
a vector field coupled to the light quark in the heavy-light meson, while the second term, g, ,

comes from the same diagram calculations, but with the vector field replaced by an axial
vector field. In the D-sector g, has the value

g,=0,55+0,08 (7.11)

But this value is taken when m = 220430, and as one can see from table 7.3, we have a bit
higher value for m, which would suggest, from [4], that the value of g, should be higher. We

therefore choose the value
g, =0,6 (7.12)

m is the SU(3) invariant constituent light quark mass, and is a model dependent parameter.
For the D — V process that we are looking at, we will get a slightly higher value than the one
given in [4], where the value of the mass is (220 + 30) MeV.

M, is the mass of the D’ meson. It will primarily enter through the factor following the sum

of the A® factors in the expression for the decay width I (eq. 7.4). We have specified the D
meson to be a D° particle here, since this is the particle we have decay data for.

f_ 1s the bare pion decay constant. It was also introduced earlier when we looked at the chiral
quark model in connection with the & term in the rotated fields. f_ will for example show up
in the expression for the logarithmic divergent integral I, as can be seen in the appendix.

As we might recall from chapter 4.1.2 (eq. 4.34), the coefficient hy was actually expressed

through the equation
f°h? 1 o
Sm;/ {1— Suip <FSG2>} =1 (7.13)

However, we will not be using this expression to calculate hy since it would require one
specific value for the gluon condensate for all the different diagrams. We know, on the other
hand, from [13] that hy should be roughly 6, so we will use this explicit value for hy instead.
In addition, from the equation above, if the value of the gluon condensate becomes larger than
15m°f? the value of hy will become imaginary. This is not physical, since it also would make
the Lagrange function imaginary.
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Also in table 7.3 are the Wilson coefficients C; and C,. Their values we got from [10] which
were the values calculated at a scale L = 1 GeV and with the number of colours equal to 3. We
could not use the so called effective values for C; and C, (where 1/ N. — 0) since in that case

the non-factorizable effects are included in the coefficients, as discussed in section 3.2.

. . Gp .
In connection to this we also have the weak —=V _V , term. The Fermi constant G, has a

\/5 cs ' ud

value of 1,166-107 GeV? [5], while the Cabibbo-Kobayashi-Maskawa matrix gives the

following value for the product of the matrix elements V'_V_ =0,9504 . This value we have

cs ' ud
gained by taking an average value of the values of the matrix elements given in eq. 2.9, and
then multiplied them together. (We do not expect this to be a very accurate procedure, but it
will give us an estimate of the correct value.) Using this we get the following result for the
weak factor in the amplitude

&V* V,=7,84-10"° GeV~ (7.14)

\/5 cs ' ud

Now that we have established numerical values for the parameters, we should be able to
calculate terms that in turn are based on these values. This includes the divergent integrals
I, I, and I3/2 . However, since we will not be using eq. 4.34 to calculate the value of hy, we
will have different values for the gluon condensate depending on which diagram we are

studying. From eq. 4.20 and 4.21 we had the following relations for the divergent integrals I;
and L.

I =i (a9) | L <%G2> (7.15)
4mN. 48m°N.\ 7
R i o

L=i—ft (3G (7.16)
4m°N. 96m N \ ©

Since the I; and I, are dependent on the value of the gluon condensate and will appear in all
types of diagrams, we will get different values for these integrals depending on which
diagram calculation we are doing. We therefore cannot calculate the numerical values of I
and I, now, but have to insert the explicit equations for them (eq. 7.15 and 7.16) into our
calculations. Another important thing about the divergent integrals I; and I, is that when we
insert the equations for them into our calculations, we will get contributions that are
proportional to the square of the gluon condensate. These contributions have to be excluded,
because including them would mean that we take into account second order gluon condensate
contributions, and not only contributions to first order, which is what we are looking at in this
thesis. I,,, on the other hand, does not depend on the gluon condensate and can be calculated

now. This gives us
3idg, .. m

== _—°A 4i — =i(6,94-107) GeV (7.17)
T 4GIN, 167 ( )

Now we have found all the values for the parameters used in the calculations, and are ready to
start looking at what numerical results our calculations will give. However, it could be useful
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to look at some experimental results first, in order to be able to compare our calculated results

with these experimental findings.

7.2 Experimental Results

In this section we will primarily look at the experimental decay widths for the process
D’ — K™y, using the data given from the Particle Data Group (PDG) [11]. The PDG has
listed the following decay width ratio or branching ratio for this process

r,/T<7,6-10™

and it is given within 90 % confidence limits. I is here the total decay width of the D° meson
and T is the decay width for the particular process D’ — K™y . The listed momentum for this

process is p = 719 MeV in the rest frame of the D” meson, far below the value of ~ 80 GeV
listed in eq. 3.10.

In order for us to get some numbers which we later can compare our calculated decay widths

with, we need to find the value of the total decay width I'. The mean lifetime for the D meson

is also given by the PDG and has the value
_ -15
T = (410,3£1,5)-107" s
Using the following relation [1] we can estimate the total decay width

h o 6,58211915-10 GeV s
T, (410,3%1,5)-107" s

D

r,=

D

=(1,604£0,0059)-10™"* GeV

Using this result we can now calculate an upper bound for the decay width for the process
D’ — K™y, by using the branching ratio given in eq. 7.18.

I, =T (D’ —K"y)<(1,219£0,045)-10"" GeV

The PDG also lists branching ratios for other decay processes, such as D’ — p’y, D — oy
and D’ — @y.

/T, <24:10"
r,/T, <2410
r,/T,=(25%7)10"

We should be able to find decay widths also for these processes by following the same
procedure as we have done above. Doing so gives us the following results
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I, =T (D" —py)<(3.850+0,014)-10™° GeV (7.25)

1

1

I, =T(D" - wy)<(3,850£0,014)-10" GeV (7.26)
I, =T(D" > ¢y)=(4,010£0,28)-10"" GeV (7.27)

1

Note that the decay width in last process, the decay to a -meson, is not an upper limit, but an
precise value. This is since the branching ratio given by the PDG is stated as an exact result
(with uncertainties of course) and not as a limit. Decay widths for processes involving other
D-mesons than the D should also be possible to calculate with the same procedure as above.
However, lack of data permits us from doing any further calculations based on experimental
findings.

7.3 Calculated Results

Now we are ready to do the calculations of the decay widths for the processes from the
diagram calculations in chapter 6. We will do this by using eq. 7.4. However, before we start,
we need the numerical values of the factors A®. The general expressions for these factors

were given in table 7.1 and 7.2, and the results for the decay process D’ — K™y are given in

table 7.4 and 7.5, where we have included the weighting of the Wilson coefficients and the
.G

factor i—=V _V,

\/5 cs 'ud *

Table 7.4 The diagrams with gluon condensate to first order and their corresponding
numerical values of the factors A™

Diagrams AW (GeV -1/2 ) A ( GeV "2 )
DVf g g, +DVg f g, +DVg g f +
DVf +DVe f o +DV f, +
a8484 alq84 g48aly _3’41'10_9 2’39.10_9
DVvg g f,+DVf g,g,+DVg f g, +
DVf g g, +DVg f,g,+DVg,g,f,
DggVf, + DggVf, 2,15-107"° 0
Dfvg,g, +DfVg,g, +DfVg g, -3,56-107" 6,32-107"
DfggV + DgfgV + DggfV 9,29-107" -1,51-107"
DgVe f. +DgVe f +DgVf ¢ +
g gd d g gu u g ugu _7,09.10_9 6,28.10_10
DgVf,g,+DgVg, f, +DgVf g,
DgfVeg. +DgfVg +
SY8 T 8 4,29.1071 —2.21-107"
DfgVg, +DfgVg,
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Table 7.5 The diagrams without gluon condensate and their corresponding numerical values
of the factors A™

Diagrams A® ( GeV‘l/z) A ( GeV—l/Z)
DfV —4,83-10” 2,96-107
DVf, + DVf, -1,54-107* 0

The factor following the sum of A® and A for the process D° — K™y has the value
2
, m._.,
M 1_( s j
DO
2
m._.,
HEF
T M,

From table 7.4 and 7.5 we can sum all the A” and A® coefficients together, and this gives us

4

=(0,04311£0,00014) GeV? (7.28)

A® =-303-10"° Gev™"?

7.29
A" =5,67-10° GeV ™" (7:29)
Now, putting these values, together with the value from eq. 7.28 above, into the expression
for the decay width (eq. 7.4), we get the following result
(D’ — K“y)=(3,9940,017)-10"" GeV (7.30)
The experimental value for this decay was given in eq. 7.21 and had the value
T, (D’ > K"y)<(1,219£0,045)-10™"° GeV (7.31)
As we can see, our theoretically calculated value is about 30 times lower than the
experimental value.
Doing the same calculations for the decay processes D° — p”y, D — wy and D° — @y with
different values of the A® factors (since the CKM matrix elements are different) and different
values of eq. 7.28, gives us
(D’ - p"y)=(2.87+0,011)-10™ GeV (7.32)
(D" - wy)=(2,82+0,007)-10™" GeV (7.33)
[(D° — @y)=(1,34+0,004)-10™ GeV (7.34)

which ranges from around 137 to 30 times below the experimental results. For p° and & we

can argue that although the values are low, they are within the range of the decay width. But
for ¢ we had an exact value, so the argument does not hold here. However, the decay process
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D” — @y actually has the smallest deviation from the experimental value, so it does have the
best fit of all the decay processes we looked at.

Calculating the branching ratios for these processes gives us the following values

" 5K" 3,99+0,017)-107"
F(D 4 K Y) — ( ) — ~ (2’491_0’014)10—5
| B (1,604 £0,0059)-10

D

(D’ —p’ 2,87+0,011)-107"
(D" ~p%) _ (28720011 5 =(1.79£0,009)-10°
T, (1,604 %0,0059)-10

D

I(D"—wy) (2,82+0,007)-107" _
: " (1,604£0,0059)- 10" ~(1,75+0,008)-10°

D

T(D" = ¢y)  (1,34+0,004)-107" _
I ) (1,604+0,0059)-107" ~(5,70£0,034)-10”

D

By comparing these values with the ones given in eq. 7.18 and eq. 7.22 though 7.24, we see
that we get values being around 137 to 30 times lower than we would expect from
experiment.

7.4 Conclusion

What we have done in this thesis is to look at the general decay process D — Vv, and

calculated the amplitudes and decay widths for the special cases D = D’and V= K", pO, ®
and ¢, including the gluon condensate to first order. To do this we used the heavy light chiral
quark model and the chiral quark model for vector mesons. In doing so we treated the c-quark
as a heavy particle, and disregarded terms including 1/m, as these where considered being
small in the theory. As the mass of the c-quark is 1,15 — 1,35 GeV and our energy cutoff was
chosen to be A =1 GeV, this could give rise to uncertainties and inaccuracies in the theory.

After this general discussion, we turned to the specific process D’ — K™y . This process we
approximated as a point interaction using Fermi theory, and using Wilson coefficients to
account for the effects of the heavy particle. From this we found that the non-factorizable part
of the decay process was slightly dominating over the factorizable one. We next used the

VSA factorization limit to split the D° — K™y process to two parts; one which annihilated

the D-meson and one which created the vector meson. We then calculated M =1L for these
two types of diagrams separately, with gluons and photons coupled to them. This gave nine
diagrams of the annihilation type and 26 of the creation type. Later these two types of
diagrams were combined into the total diagrams, and from these we calculated the amplitudes
and decay widths, and compared them to experimental values.

So what can we say about our theoretical findings from the last section? It appears that the
decay widths we have found are too small compared to the experimental results. At least this
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is true for @, where we have an exact value, whereas in the other processes we only have
upper limits. One reason for these lower results could be that terms of higher order in the
gluon condensate gives important contributions which we have not calculated in this thesis
(though this is not very likely, since we expect high order contributions to contribute less). Or
that the use of the effective field theory for this process gives rise to inaccuracies, since the
mass of the c-quark is close to the cutoff. Or it may be that the values used in our calculations
are inaccurate.

This latter reason for the deviation is very important in connection with the factor hy, since
the expression for hy (eq. 4.34) shows that it is dependent on both the value of the gluon
condensate and the value of the mass. This really means that we can use the value of hy only
at a certain value of the gluon condensate and the mass. What we have done in the
calculations above is to use different values of the gluon condensate, depending on that
diagram the gluon lines are connected to, but we have not changed the value of hy in the same
manner.

The fact that we have not used equation 4.34 for hy in our calculations (and thereby left out
the dependence of the condensate and mass) also has a large effect on the behaviour of the
decay width as a function of the other parameters. That is, if we try to adjust the other
parameters, such as the value of the gluon condensate, the constituent quark mass or the
factors A®, in order to get the calculated values of the decay width to agree with the
experimental, the results turns out to have values that are not physical for this process.

Let’s look at the decay width for D* — K™y as a function of gluon condensate, and use, for
simplicity, a single value of the gluon condensate, i.e. the same value of the gluon condensate
everywhere. A plot of this with the experimentally correct decay width is shown in figure 7.1
on the next page.
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Figure 7.1 The decay width for D° — K™y as a function of gluon condensate. The strait line
is the experimental value of the decay width.

We find that the value of the gluon condensate that fits our calculated result in section 7.3,
when we are using only a single value for the gluon condensate when calculating the decay

4
width, should be <g G2> =0,264 GeV . However, should we try to adjust the gluon
o

condensate to fit the experimentally correct value, the condensate becomes 0,514 GeV, which
is more than twice as much as the value we have used in our calculations.

Looking at the decay width as a function of the constituent quark mass, and again including
the experimentally correct value for the decay width gives us the following plot
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Figure 7.2 The decay width for D° — K™y as a function of constituent quark mass. The strait
line is the experimental value of the decay width.

We get two crossings here between the calculated and the experimental decay width
m=0,130GeV and m=2,79 GeV

Both of these values are deviate largely from the value we have used, m = 0,240 GeV, so,
again, we cannot adjust the calculated decay width to fit the experimental value simply by a
small adjustment of the constituent quark mass.

What if contributions from higher order gluon condensates plays an important role? When
including higher order terms, we would get larger values of the A® factors, so let’s look at
the decay width as a function of the factors A®. Plotted as a graph together with the
experimental correct decay width we get the graphs as shown in figure 7.3.

148



Decay Ze-15]
width ]
(GeV)

o
o
-rdl—_..‘:—.._,.-

i

*Tlf#"!

AR
I
)
i

}
]

‘h}

I
!

'
i
)
]
it
W
ﬂ*

Te-15] v =
J e, i
1 e
] o e
ol e
M
Se-03 lenr -

AW (GeV?)

Figure 7.3 The decay width for D° — K™y as a function of the factors A®. The flat plane is
the experimental value of the decay width.

From this figure we can see that the graph showing the decay width as a function of the A®
factors is cutting the experimental correct plane at an ellipse around the origin (figure 7.3
show only the first quadrant of this ellipse). However, in order for the values of A® and A"
to be lying on this ellipse they have to be considerably larger (of order 10') than the values
given in eq. 7.29. This would mean that contributions from higher order gluon condensates
should be dominating considerably over the contributions from the first and zero order, and
that we do not expect.

So what values would we get if we where to use eq. 4.34 for hy in our calculations instead of
the value 6? First of all, in order to use this expression we have to use a single value for the
gluon condensate, so we choose the average value in eq. 7.9. This gives the value ~9,2 for hy,
which is obviously not 6, but is not a very large deviation either. Looking again specifically at
the process D" — K™y, we get the following value for the decay width when using the
expression for hy given by eq. 4.34

(D’ — K*y)=(1,06£0,005)-10"° GeV (7.39)

This value is around 11 times lower than the experimental value; which is less than half of the
deviation we had in the calculations where hy = 6. So what do we really gain by using the eq.
4.34 for hy instead of the value 6, besides an improvement on the decay width? We get the
possibility to adjust the gluon condensate to fit the experimentally correct value for the decay
width using a value that does not deviate considerably from the value that we have used. By

Y
adjusting the gluon condensate to around <g G2> = (0,296 GeV (which is a value we get by
T

149



plotting the decay width as a function of gluon condensate, and reading of where this graph
crosses the experimental value), we get the correct value for the decay width for this specific
decay process. Using the same value of the gluon condensate and the equation for hy also for

the other processes we have looked at, D° — p"y, D’ — @y and D’ — @y, we gain a

considerably less deviation from the experimental results (of order 10%. An important note
however, is that the decay width becomes very sensitive to the values of the gluon condensate

when using eq. 4.34 for hy. This is due to the factor 15m’*f} when the gluon condensate
approaches this value.

The effect of the constituent quark mass, m, may also be interesting to consider when we use
eq. 4.34 for hy. Using again the average value for the gluon condensate, 0,275 GeV, and
adjusting the value of m so that the decay width fits the experimental value, we find that m ~
0,213 GeV. This value is actually above the lower limit of the uncertainties for m, but it is a
lower value than we would expect. This could have to do with the fact that we have not used a
correct value for the gluon condensate or hy.

Can we find a unique value for both the gluon condensate and the constituent quark mass,
which gives the experimental correct decay width? The answer seems to be no, because if we
plot the decay width as a function of both the gluon condensate and the constituent quark
mass we get the graphs shown in figure 7.4 below. The decay width is plotted within the
uncertainty ranges of the gluon condensate and the quark mass, and as we can see there are a
number of different peaks crossing the experimentally correct value of the decay width (the
upper surface).

Se-154
Ba-15]
Decay |
width Ge-151
(GeV) ] I

Constituent _ Gluon condensate
quark mass (GeV) T nsT nses (GeV)

Figure 7.4 The decay width for D° — K™y as a function of constituent quark mass and gluon
condensate. The upper flat plane is the experimental value of the decay width.
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From figure 7.4 it may look like we have only seven peaks crossing the upper surface, but in
fact there are a vast number of peaks crossing the experimentally correct plane (but our
limited resolution does not show that in this graph). It therefore seems that we, from our
limited data, have to specify either the condensate or the quark mass and then adjust the other
parameter if we wish to find the correct value of the decay width, assuming the other
parameters are correct. Although we cannot find a specific value for the gluon condensate and
the constituent quark mass which makes the decay width agree with the experimental result,
we have the ability to adjust these parameters so that the decay width does fit the
experimental value, when using eq. 4.34 for hy. This is not the case when we are using the
numerical value 6 for the factor hy.

Can we say anything about the values of the CKM matrix elements from our results in section
7.3? That would be nice, since these values were only given within 90 % confidence limits. If
we plot the decay width as a function of the matrix elements and try to adjust these matrix
elements to fit the experimental data, we only end up with matrix elements being larger than
one. This is not physical since we know that the matrix elements should be proportional to a
probability. We could of course try to use the value of the gluon condensate that we gained
above (0,296 GeV) here as well, to get some information about the matrix elements. But then
we still have uncertainties in the parameters we are using, especially in the gluon condensate,
which makes the decay width very sensitive to changes in this factor. So the values we gain
may not give us any more accurate value of the CKM matrix elements than the ones we
already have.

If we instead look at the ratio between the decay widths, it would give us ratios between the
matrix elements, as is seen from the following
Jz [

Based on our limited data and the results from the last paragraph, i.e. by using the value 6 for
hy and different values for the gluon condensate, we find

V,

ud

V

us

Vcs*Vud
Vcs*Vus

r . (V.V.,) {

K
r,(V.V,)

cs us

] (7.40)

vV, r..

=0,8090- X~ =4,46+0,18 (7.41)
V.. r,
Vcd F 0

=0,8444- |— =0,475+0,009 (7.42)
V., r,
\Y%

«dl = (.8589- Lo | 0,483+0,009 (7.43)

V., T,

The numerical factor before the square root is a proportionality factor that has been calculated
using the values from section 7.3. The experimental values are

vV

cd

V

(&

ud

=4,4340,046 and =0,225+0,012 (7.44)

us
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As we can see, the calculated value in eq. 7.41 does agree quite well with the experimental
finding, while the result in eq. 7.42 and eq. 7.43 are twice as large as the experimental value.
The reason for this deviation from the experimental result can be that the p” and o are not

1/ V2 (—‘ da>) and 1/ J2 (‘ da>) states, as we have approximated them to be when using Fermi

theory, giving in reality other values for the CKM matrix elements than the ones we have
used. It also appears that calculated values do not change to any great extent, even if we
change the value of the gluon condensate to 0,296 GeV. Apparently the change in the two
decay widths in the fraction, when we use different values for the gluon condensate, is almost

the same. That is, the ratios I'., / L, T / Fpo and T, / [, seem to be almost independent

of what values of the gluon condensate we use.

If we look at the ratio between the non-factorizable diagrams and the factorizable diagrams,
we find that the non-factorizable part is to some extent dominating; about a factor 5 over the
factorizable diagrams. This domination of the non-factorizable part was what we expected
from our discussion in chapter 3.2 and in the beginning of this chapter, and is roughly of the
same order as we have calculated (about 7 times over the factorizable diagrams).

We may also look at the contribution from the A® factors from the diagrams without any
gluon condensate as compared to the diagrams with gluon condensate to first order, and see
which of the two that contributes mostly. From a strait forward calculation it appears that the
diagrams without gluon condensate are contributing mostly, about 2,3 times over the
diagrams with the gluon condensate to first order. We expect this to be a general pattern, i.e.
we also expect the first order in gluon condensate to be dominant over the second order.
Although it could be interesting to see if this is the case and how large the domination then
would be, it seems at the moment to be an overwhelmingly task, considering all the different
diagrams that we can have.
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Appendix A

Mathematical Formulae

A.1 Divergent Loop Integrals

In the calculations of the diagrams we often end up with divergent loop integrals. For these
integrals we use the symbol I, where the subscript n represents the power of the denominator
in the integral. For n equals 1 we have a quadratically divergent integral and for n equals 2 we
have a logarithmic divergent integral.

j (A.1)
(271) (p*-m?)
j (A.2)
(271) (p* —m*)’
In addition we have also used the linearly divergent integral
d® 1
L, =[5 (A3)

2m)® (v-p)(p’ —m?)

These integrals can, however, be related to physical quantities. For example, from the pure
light sector we can get the relations

1 o
f2 =—4im>N_L, + —SG? A4
T Cc2 24m2< Pis ( )
and
(qq) = ~4imN I, - —— (%5 G2 (A5)
2m\ 1

The heavy-light sector gives us a relation for the linearly divergent integral I,,

4.
og, =1-g, :_ElGIZ-INC (13/2 —K,) (A.6)

where
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Ky =—i—o A7
0= en (A7)

We can rewrite these expressions to get the following

LI L (& (A8)
4mN. 48m"N. \ ©
R i o
L=i—t (3G (A.9)
4m"N. 96m’N. \ ®
3 idg, .
ﬁ.,. _m (A.10)

=— 1
T 4GIN, 167

For n > 3, the integrals I, can be calculated using the methods in the next paragraph.

A.2 Dimensional Regularization

The idea of dimensional regularization can be stated as follows: compute the Feynman
diagram as an analytical function of the dimensionality of space-time, d. For a sufficiently
small d any loop-momentum integral will converge and the Ward identity (a diagrammatic
identity that imposes symmetry on quantum mechanical amplitudes, a sort of current
conservation statement) will be fulfilled. The final expression for any observable quantity
should have a well-defined limit as d — 4.

We look at an example and see how it works. Let space-time have one time-dimension and

d -1 space-dimensions. We can then Wick-rotate the Feynman integrals over d-dimensional
Euclidian space. The Wick rotation is a mathematical trick used in order to remove the minus
sign in the Minkowski metric through a rotation of 90° in the p° plane (where we have a

Euclidian 4-momentum defined as p; = ( Py. P ) , and where p’ =ip,.). By changing variables
to the Euclidian version, we can evaluate the integral in d-dimensional spherical coordinates.

(Had it not been for the minus sign in the metric we could have performed the entire integral
in four dimensional spherical coordinates at once.)

We look at the integral

d-1

j ddpE 1 ZI de ']idpE Ps
en)' (p”+A) Y2’ )T (p +A)

(A.11)

The first factor on the right-hand side of the equal sign contains the area of a unit sphere in d
dimensions. In order for us to compute it, we use the following trick
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(V&) =(fax ) = farx ol -2x1

ZIde]:dX x4l :(J-de) %]:d(x ) (x2 )2 —(x) (A.12)

0

=([de, ) JT(d/2)

This gives us the area of a d-dimensional unit sphere

22
[do, = L) (A.13)
The other factor on the right-hand side of the equation is
d 1 2 5!
) (P )’
Pe- > (P~
j E(pE )y 2! F(pg’ A’
(A.14)

d
51 o
:l(lj T 2a-x2

2\a)

where we have substituted x = A/ (pE2 + A) in the second line. By using the definition of the

so called beta-function

[dxx“(1-x)*" =B(a. ) :1;((0&)—2(;)) (A.15)

we can evaluate the integral over x. The final result for the d-dimensional integral then
becomes

d 1 1 r(z_dj 1y
_[ pEd 2 2= a2 2 (_j (A.16)
Q)" (pg" +4A)"  (4m) ') \A

Since I'(z) has isolated poles at z = 0, -1,-2,..., this integral has isolated poles at d =4, 6, §,...
We are interested in the situation when d — 4, and we therefore define € = 4 — d, and uses the
approximation

F(Z—%jzl“(s/z):%—qﬁ(%e) (A.17)

v is here a constant called the Euler-Mascheroni constant, and has the approximate value of
0,5772. This constant will, however, cancel for all observable quantities. We get
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d’p 1 1 (2
v Z—log A—y+log(4
I Q) (p 2 +A) dj(‘m)d/z ( . ogATYH 0g( n)+0(e)j (A.18)

For finite integrals involving both a heavy and a light quark propagator, we first symmetrize
the integral, that is we Feynman-parametrize it with A as an integration variable

Lm'A =J’ ddk 1
Pl ent (K -m) (vk - A)° (A.19)
_Tkp+9) I dkj d’k gy .
FPI(@y * o' (k*—m’+2hv-k)"™

For the integrals we look at we have A = 0. After the symmetrization we integrate out the
momentum p using the formulas below. First we identify

_ 1
If(p)=|d" f
(p)=[d"p PR vEc) (A.20)
:n/2:n
1T°1
J = (A.21)
0 (M2 _kZ)(x—n/ZF(a)
Then we can use the p integrals below
2 F(a_gj n
I, = j1 = 1 2\0-n/2 = F(a__j‘]o (A22)
(M?=k>)*™* () 2
" = Jp* = (=k")I, (A.23)
I,=Jp’=J,{KT| a—= |+2T a—l—gj(Mz—kz) (A.24)
2) 2 2
™ = Jpp' =1, {k“er(a —gj +%r(a—1—gj o (M2 — kz)} (A.25)
" = Jpp'p* = Jo{—k“kvkxl“(oc—%j—%F(a—l—gj (M* —k*)- (A.26)
(K" +g"k" + k"))
5 =Jp’p* =—J k" {k%(a—%} ngzr(a—l—gj oz’ —kz)} (A.27)

Here k =Av, v-v=1and n =d =4 for us. Our final general integral for calculating the A
integral has the following form

l“ﬁl“oc—M
| x? (2N 2)

2 2\ o Pt
(x*+m’) AT (a)(m?) 2

(A.28)
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Using the expressions above we can now calculate specific integrals that appear in the
calculations.

A.3 Integrals

Although the procedure for calculating the diagrams is sketched above, we will here give an
explicit example of how we can use the equations (eq. A.19 to eq. A.28) in the last paragraph
to calculate the integrals. Let’s look at the following integral

d'p p"
A.29
P 2
In order to calculate this integral, we have to use eq. A.19, where A = 0.
I d'p " _ T+ I I 2! "
(2n)' (v-p)(p?-m?) T@TM5 ~ (21)" (k> =m?+2Av-k)’
2l p"
=4-|dr
! j 21)" (K —m? + 24y -k (A.30)
— 8 .
(2m)" %

where f(p)=p". We now look at the expression Jf(p)=1Jp". It is given by eq. A.23 and
gives us in our example

Ip* = (=k")I,

) F(oc—nj

n/2

= (k) 2 (A31)
(M -k%) ()

=(— " —i
(—Av )F(S 2)10

=21,

Here we have used the fact that k = Av from the last paragraph and that n = 4. We also have
that o = 5 in the integral that we are looking at. We now put our expression back into eq.
A.30, which gives
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d’p p"
(27)" (v-p)(p* ~m?)

8§ T -
= | dA I
. (MM (p)

in’

T

(M* —-K*)’T'(5)

2

= (2;4 : j AM=20H)],
0
16v* %
= far=n)
oy |
16v* %
= far=n)
oy |
zij A
241 ¢ (m*+A%)

1+1 1+1
' —I'|3———
_ vt (2N 2

)

24w’ s
T ar@)my 2

3 vt

967’ m*

Where we used that M* = -m” and eq. A.28. In the same manner we can calculate other

diagrams of the same type. This gives us the following results:

] d'p  p%p® _ -ig®
(2n)* (p>—m?)  6720n’m"
[ d'p pp®  _ ig®
(2n) (p*-m?)  3840m'm’
[ d'p  p%p® _ -ig®
()’ (p*-m?)’ 1920m'm’
[ dp  pp*  _ ig”
(2n)" (p?-m?) - 7687°m*
[ d'p  p*pf _ —ig®
(2n)4(pz_1nzy'_19zn%n2
I d4p pa a _iVa
(2n)" (v-p)(p*~m?)’ 1920 m®

o

2m)" (v-p)(p* —m?)’ - 96n°m*

J- d'p p* iv
(

I d4p p(x _ _iv(x
(2n)' (v-p)(p*—m?) 32w'm’

J‘d4p 1 _ S
(2m)" (v-p)(p* —m?)’  1024mm’

(-m* - (M%) Y'TG)

(A.32)

(A.33)

(A.34)

(A.35)

(A.36)

(A.37)

(A.38)

(A.39)

(A.40)

(A.41)
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These integrals will be used when we calculate the partial diagrams and when we do the

5

I d'p 1 o
()" (v-p)(p*~m?)' ~128mm

| d'p 1 i
(21)" (v-p)(p? -m?)  O4m’

| dp 1 i
(2n)" (p?-m?)  80640m’m"

J‘d4p 1 A
(2n)’ (p?-m?)  11520w'm"

J~ d*p 1 _ i
()" (p?-m?)’  1920m'm’

| dp 1 i
(2n)' (p?-m?) 384mw'm"

I d'p 1 i
(2n)’ (p>—m? )4  96m’m*

J‘ d*p 1 o
(27‘5)4 (pz —m2 )3 - 327[2m2

integration in the FORM programs.

A .4 Uncertainties

We list here the relations we have used in connection with uncertainty calculations done

(A.42)

(A.43)

(A.44)

(A.45)

(A.46)

(A47)

(A.48)

(A.49)

primarily in chapter 7. These we have taken from [12]. If Z is what we will calculate and AZ
is the uncertainly in the result, we have the following relations:

A+B
7 =
e

and

-

AB

A/B

2
gives AZ= Z{(%j +(
A

2B
B

gives AZ= \/(AA)2 +(AB)’

I

(A.50)

(A.51)

where AA and AB are the standard errors in A and B respectively. For a constant k having Ak

=0 we get
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Z=KA gives AZ=KAA
KAA (A.52)

Z =£ gives AZ=
A

Expanding these relations to expressions with more than two independent terms, gives us

_ {ijig:’ gives AZ=,(AA)’+(AB)’ +(AC) +... (A.53)
and
. AAY (aBY (acY )
Z.=ABC... gives AZ= Z((Tj + (E) + (FJ +] (A.54)
If we have a function of several variables
7Z=7(A,B,C,...) (A.55)
The standard error of Z is then given by
(AZ)" =(AZ,) +(AZ,)" +(AZc) +.. (A.56)
where
AZ, = g—iAA and so on (A.57)

with AA being the standard error of A.
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Appendix B

FORM program

Here we include the program used in FORM to primarily calculate the product of two traces.
We will take the process from figure 6.48 as an example, i.e. where we have one photon and
one gluon coupled to the light quark in the diagram for the annihilating D-meson, and one
gluon coupled to the lower quark in the V-meson creation diagram. The program will then
look like this

*

*Program name: DfgVg1.form
*A program to calculate the process (D -> photon + gluon) x (0 -> gluon (lower) + V)

Vectorp, v, y, z, V;

Indices alpha, beta, sigma, rho, mu, nu, lambda, delta;
Symbol m, Q, Qv, Pi, 12, i;

.global

Nwrite statistics;

Global T=g_(1,p)+m*gi_(1);

Global R(mu?, nu?, alpha?,
beta?)=T*g_(1,beta)*T*g_(1,nu)*T*g_(1,mu)*T*g_(1,alpha)*T+T*g_(1,nu)*T*g_(1,beta)*T*g_(1,mu)*T*
g_(1,alpha)*T+T*g_(1,nu)*T*g_(1,mu)*T*g_(1,beta)*T*g_(1,alpha)*T;

Global F(mu?, nu?)=y(mu)*z(nu)-y(nu)*z(mu);

*

*Multiplication of the traces

Global Tr=g_(1,lambda)*g7_(1)*Qv*(gi_(1)+g_(1,v))*g5_(1)*F(mu, nu)*R(mu, nu, alpha,
beta)*V(delta)*(m"2*(-i/(32*Pi*2*m"2))*(2*g5_(2 )+g| (2))-
12)*g_(2,lambda)*g_(2,delta)*(g_(2,sigma)*g_(2,rho)-g_(2,rho)*g_(2,sigma));

trace4,1;

trace4,2;

.sort;

Global Z1=Q"5*Tr*(d_(alpha, sigma)*d_(beta, rho)-d_(alpha, rho)*d_(beta, sigma));
print Z1;
.sort

*

*Integration

Id p.p*Q = 1+m”*2*Q;

Id p.vQv = 1;
Global Z2=71;
print Z2;
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.sort

Id p.y*p.V*Qv =(y.V-y.v*V.v)*p.p*Qv/3;

Id p.z"p.V*Qv =(z.V-z.v*V.v)*p.p*Qv/3;

Id e_(p,v,z,V)*p.y*Qv = e_(y,v,z,V)"p.p*Qv/3;
Ide_(p,v,V,y)"'p.z"Qv = e_(z,v,V,y)"p.p*Qv/3;
Id e_(p,v,y,2)*p.V*Qv = e_(V,v,y,z)"p.p*Qv/3;
Global Z3=272;

print Z3;

.sort

Id p.p*Q = 1+ m"2*Q;
Global Z4=73;

print Z4;

.sort

Ide_(p,V,y,z)*Qv =e_(v,V,y,z);
Id p.y*Qv = y.v;

Id p.z*Qv = z.v;

Global Z5=74;

print Z5;

.sort

Ide_(p,V,y,z) = 0;
Id p.y = 0;

Id p.z = 0;

Global Z6=Z75;
print Z6;

.sort

Id Qv*QM4 = -i/(128*Pi*m”"5);
Global Z7=26;

Print Z7;

.sort

Id Qv*Q”"3 = i/(64*Pi*m"3);
Global Z8=Z77;

print Z8;

.sort

Id QM = i/(96*Pir2*m74);
Global Z9=78;

print Z9;

.sort

Id Q"3 = -i/(32*Pi*2*m"2);
Global Z10=29;

print Z10;

.sort

Idir2 =-1;
Global sum=Z10;
print sum;

.end;
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We will not go through in detail all the commands and their meanings in the program, but just
look at some of the important concepts used here. For more details on the program structure
and the meaning of the different commands, see ref. [9].

However, a few details have to be mentioned. The symbol g_(1,mu) is the same as the gamma
matrix ¥, where the number 1 refers to the first trace. Since we are multiplying two traces,
we have to specify to which trace each matrix belongs, in order for FORM to be able to
calculate the product. Also, FORM does not make any difference between y* and v, , so we
use the same symbol for both in the program. In addition, we also find symbols like g_(1,p),
where p is declared a vector. This symbol means an expression of the type y-p, which

frequently occurs in our program. Another similar symbol is gi_(1), which is the unit gamma
matrix.

The first thing the program does is to implement different variables, such as vectors, indices
and symbols. p is the quark energy-momentum 4-vector in the loop, v is the velocity 4-vector
of the heavy c-quark, V contains the vector particle polarization 4-vector €(V), y is the
photon momentum 4-vector (called k in the calculations of the effective propagators) and z is
the photon polarization 4-vector. Of the symbols m is the constituent light quark mass, Q is

defined tobe Q= and Qv as Q

pz_mz

integral specified in the appendix A.1.

v

= L The symbol 12 is the logarithmic divergent
vVp

After the implementation of the different variables, there is a declaration of three different
functions: T, which is the numerator of the usual propagator S(p), i.e. T=7y-p+m, R, which
is the large sum of propagators given in eq. 5.29, and F, which is the electromagnetic tensor
expressed in the photons momentum and polarization vector; E,g =k €;(y) —kg€, (Y)

=y(o)z(B)—z(a)y(P), as defined earlier. We have chosen to declare these functions, and not

put the expressions directly into the expression for the trace, in order to make the trace
expression more easily readable.

Next, the product of the two traces is calculated and printed. Studying the expression closely
one can see a number of symbols of the type d_(alpha, sigma). These are defined as

d_(alpha, sigma) = g ., giving, in this particular program, an expression of the type

(gchﬁp - g(xprcs) :

Often, especially for diagrams which require integration by FORM, the now printed
expression is large. In order to shorten it we use of the so called Id-functions. These Id-
functions are identity expressions used in order to integrate the trace product. F. ex. the
expression Id Qv*Q”™4 = -i/(128*Pi*m”5) is the same as

J'd4p 1 | B.D
(2n)4v-p(pz_mz)4 1287tm’ '

which is also given in the appendix A.3 (eq. A.43). We use these to eliminate statements like
Qv*Q”4 from the original expression for the product of the traces. Caution has to be taken
though when we do this, since an Id-function for Qv followed by an Id-function for Q"4
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would eliminate the expression Qv*Q”4, but would not give the correct answer, since the
product of the two expression is not independent as we do the integral. That is, we cannot
separate the two expressions Qv and Q"4 and integrate each expression on its own, but must
integrate them as a whole. It is therefore important to print and check the output after each Id
operation, thereof so many, seemingly unnecessary, print statements.
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