
Abstract  Model intercomparison studies often report a large spread in simulation results, but quantifying 
the causes of these differences is hindered by the fact that several processes contribute to the model spread 
simultaneously. Here we use the Multi-Scale Infrastructure for Chemistry and Aerosols (MUSICA) version 0 
to investigate the model resolution dependencies of simulated chemical species, with a focus on the differences 
between global uniform grid and regional refinement grid simulations with the same modeling framework. 
We construct two global (ne30 [∼112 km] and ne60 [∼56 km]) and two regional refinement grids over Korea 
(ne30x8 [∼14 km] and ne30x16 [∼7 km]). The grid resolution can change chemical concentrations by an order 
of magnitude in the boundary layer, and the importance increases as the species' reactivity increases (e.g., 
up to 50% and 1,000% changes for ethane and xylenes, respectively). The diurnal cycle of oxidants (OH, O3, 
and NO3) also varies with the grid resolution, which leads to different oxidation pathways of volatile organic 
compounds (e.g., the fraction of monoterpenes reacting with NO3 in Seoul around midnight is 90% for ne30, 
but 65% for ne30x16). The models with high-resolution grids usually do a better job at reproducing aircraft 
observations during the KORUS-AQ campaign, but not always, implying compensating errors in the coarse 
grid simulations. For example, ozone is better reproduced by the coarse grid due to the artificial mixing of 
NOx. When developing new chemical mechanisms and evaluating models over urban areas, the uncertainties 
associated with model resolution should be considered.

Plain Language Summary  A new model framework, the Multi-Scale Infrastructure for Chemistry 
and Aerosols version 0 (MUSICAv0), has been developed at NCAR to enable a computationally feasible global 
modeling framework while still resolving chemistry at urban scales. Using the MUSICAv0 framework with 
different horizontal grid resolutions (∼112, ∼56, ∼14, and ∼7 km), this work examines how much horizontal 
grid resolution can affect simulated chemical concentrations in 3D chemistry models. Model concentrations 
can vary up to 10 times between ∼112 and ∼7 km grids over urban areas at the surface. On the other hand, 
a region-specific emission inventory with detailed local information is essential for some chemical species, 
although it is generally less important than the grid resolution for many chemical species. The model with a 
high-resolution grid better reproduces observations in general, but in some cases compensating errors result 
in better comparisons for the coarse grid. This work suggests that the effects of grid resolution should not be 
ignored when evaluating new chemical mechanisms and chemistry models in future studies, and high grid 
resolution in 3D models is needed to simulate air pollutants over urban and downwind regions.
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the oxidation of volatile organic 
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diurnal variation of oxidants
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1.  Introduction
Chemistry models play a vital role in understanding atmospheric processes of gases and aerosols and their effects 
on radiation, visibility, and health. Chemistry models help to shed light on the complex interplay of chemistry, 
emission, transport, and deposition (Brasseur & Jacob, 2017). Additionally, global implications of new chem-
ical species and chemistry can be estimated using 3D global chemistry models (e.g., Jo et  al.,  2021; Paulot 
et al., 2009; Veres et al., 2020). Accurate representation of each atmospheric process is crucial for these appli-
cations, as biases in surface concentrations can lead to incorrect estimates of deaths attributable to air pollution 
(Paolella et al., 2018; Punger & West, 2013).

There are several ways to improve the model performance, and much effort has been made to improve phys-
ical and chemical processes in the model, such as the chemical mechanism and deposition processes (Clifton 
et al., 2020; Schwantes et al., 2020). However, relatively less attention has been given to the model framework and 
associated intrinsic characteristics, which can be as important as the chemical mechanism. Even with the same 
dynamical core, physics package, chemical mechanism, and initial/boundary conditions, model results can vary 
due to simulation parameters such as horizontal resolution and timestep (Pfister et al., 2020).

Global chemistry models are often used to investigate the global and regional distribution of air pollutants (Fairlie 
et al., 2020; Schwantes et al., 2020), as they can deliver significant implications to research findings on a global 
scale (H. Brown et al., 2018; Jo et al., 2016). Horizontal resolutions of global models are typically 0.5°∼5° with 
recent trends toward finer resolutions as shown in AeroCom model intercomparison studies (Bian et al., 2017; 
Gliß et al., 2021; Tsigaridis et al., 2014). While these coarse grids may be sufficient for reproducing air pollutants 
in rural/remote areas, they can fail to simulate air pollutants in urban areas (Jo et al., 2013). Recent studies have 
developed global chemistry models with 12.5–14 km grid spacing but are computationally very expensive (Goto 
et al., 2020; Hu et al., 2018). To address this issue, stretched grids or nested versions of global chemistry models 
have been developed since the mid-2000s (Krol et al., 2005; Park et al., 2004; Y. X. Wang et al., 2004). Recent 
nested grid resolutions (0.25° × 0.3125°; Kim et al., 2015) have become comparable to those of regional models, 
as used in a continent-scale model intercomparison study (15∼60 km) (Gao et al., 2018), but the resolutions are 
still coarser than a country-scale model intercomparison study (4∼27 km) (Park et al., 2021). Stretched grids are 
also actively being developed. For example, GEOS-Chem has recently developed a cubed-sphere grid version 
called GEOS-Chem High Performance (GCHP) (Eastham et al., 2018), which has been used for stretched-grid 
simulations over the US (C180; ∼57 km) and California (C900; ∼11 km) (Bindle et al., 2021).

Several studies have investigated the effects of grid resolution on chemistry simulation. Zakoura and Pandis (2018) 
showed that even a 36 km resolution simulated different nitrate concentrations (∼a factor of 2) compared to 12 
and 4 km resolutions, due to the artificial mixing of NOx-rich plumes, causing different nighttime nitrate produc-
tion rates. Yu et al. (2016) reported that formaldehyde was overestimated at coarse global resolutions (2.0° × 2.5° 
and 4.0° × 5.0°) but NOx (sum of NO and NO2), ozone, and isoprene concentrations showed little difference 
across model resolutions (0.25° × 0.3125°, 2.0° × 2.5°, and 4.0° × 5.0°) over the Southeast US. A study by 
Schaap et al. (2015), which used five regional chemical transport models, showed that increasing the model reso-
lution from ∼50 to ∼14 km is beneficial for European-scale applications. Although the model grid resolutions 
used in these studies were still not sufficient to resolve urban or biomass burning plumes, which require a spatial 
resolution of 1 km or less (Meidan et al., 2019; S. Wang et al., 2021), high-resolution grids generally showed 
better agreements with observations.

Most previous studies have been limited to investigations of only a few species (e.g., NOx, ozone, particulate 
matter). However, the results can vary depending on the species with different sources and reactivities. A more 
thorough understanding of how different resolutions affect chemistry simulations is needed as chemistry models 
progress to higher resolutions with new techniques such as regional refinement in widely used global chemistry 
models (e.g., CAM-chem and GEOS-Chem; Bindle et al., 2021; Schwantes et al., 2022). Additionally, changes in 
dynamics fields caused by different spatial and temporal resolutions can also have an impact on chemistry simu-
lations for models that calculate dynamics online (e.g., CAM-chem), as opposed to chemical transport models 
that are driven by meteorological input (e.g., GEOS-Chem).

Here we use the Community Earth System Model/Community Atmosphere Model with full chemistry 
(CESM/CAM-chem) using the Spectral Element (SE) with Regional Refinement (RR) dynamical core (Schwantes 
et al., 2022) to examine the effects of grid resolution on a variety of chemical species. CESM/CAM-chem-SE-RR 
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is also the initial version of the Multi-Scale Infrastructure for Chemistry and Aerosols (MUSICA) and is called 
MUSICAv0 (Pfister et al., 2020). MUSICAv0 has many advantages over traditional global and regional models, 
in that global and regional scales are simulated within one model with consistent chemistry and dynamics. Since 
regional models require lateral boundary conditions from a global model, inconsistencies can be introduced due 
to different chemical mechanisms used in the global and regional models. Furthermore, consistent simulations of 
long-lived species inside and outside of the regional domain by MUSICAv0 allow consistent background levels 
of oxidants and long-range transport processes. Tang et al. (2023) demonstrated that MUSICAv0 with regional 
refinement provides improved simulation of long-range transport of fire plumes and stratospheric intrusions 
compared to regional models. Two-way feedback from local to global scales, in terms of land and atmosphere 
interactions as well as meteorology and chemistry, can also be better captured by the unified framework in 
MUSICAv0.

This study is one of the first custom grid applications of MUSICAv0, where we compare two global grids (ne30 
[∼112 km] and ne60 [∼56 km]) and two regional refinement grids over Korea (ne30x8 [∼14 km] and ne30x16 
[∼7 km]). Tools to create custom grids and associated meteorological, chemical, and emission input files are 
made available to the modeling community (https://wiki.ucar.edu/display/MUSICA/MUSICA+Home). We 
perform chemistry simulations for the Korea-United States Air Quality (KORUS-AQ) campaign when extensive 
field measurements are available over urban regions (Crawford et al., 2021).

The spatial resolution of emission inventories has also been improved to keep pace with the model frame-
work development. Even global emission inventories have a horizontal resolution of 0.1° (Crippa et al., 2018; 
Elguindi et al., 2020), which is comparable to the horizontal resolution of regional inventories (Kurokawa & 
Ohara, 2020; Marais & Wiedinmyer, 2016). On the other hand, in order to accurately simulate chemical concen-
trations, up-to-date information is essential especially for chemical species regulated by air quality policies. 
Regional emission inventories are more advantageous as they often use local information written in the local 
language and can be updated more quickly than global inventories. During the KORUS-AQ campaign, a regional 
emission inventory was specially developed with up-to-date local statistics and policy (KORUSv5; Section 2.3). 
Comparing model results simulated by different grid resolutions using different up-to-date global and regional 
emission  inventories can provide guidance for future studies, as regional refinement models are expected to be 
increasingly used as a next-generation chemistry model (Pfister et al., 2020).

In this work, we present a systematic study of model resolution dependencies of simulated chemical species for 
various aspects, with a focus on the differences between global uniform grid simulations and regional refinement 
grid simulations. In the following sections, ozone, CO, NOx, NOy (sum of NOx, PAN, HNO3, N2O5, HO2NO2, and 
other reactive nitrogen compounds), alkanes, aromatics, biogenic emissions, and OH reactivities are discussed 
in terms of model representativeness of urban and rural areas. The changes in simulation results due to the emis-
sion inventory used are also investigated, together with the diurnal cycle and NOx speciation of anthropogenic 
emissions with different horizontal resolutions. Finally, model results are evaluated against aircraft and surface 
observations over different chemical regimes during KORUS-AQ.

2.  Model Description
2.1.  General

MUSICAv0 (available in CESM2.2) has been used to conduct a global three-dimensional simulation of chem-
istry with regional refinement over East Asia and the Korean peninsula (Section 2.2). The SE dynamical core 
is used to allow unstructured grid simulations with variable resolution (Lauritzen et al., 2018). The planetary 
boundary layer (PBL), shallow convection, and macrophysics are simulated using the Cloud Layers Unified by 
Binormals (Bogenschutz et al., 2013; Golaz et al., 2002). The deep convection is parameterized using the Zhang 
and McFarlane (1995) (ZM) scheme. The cloud microphysics is simulated using the MG2 scheme (Gettelman & 
Morrison, 2015), which is coupled with the four-mode version of the Modal Aerosol Module (Liu et al., 2016). 
The radiation scheme is the Rapid Radiative Transfer Model for General Circulation Models (Iacono et al., 2008). 
The Community Land Model version 5 (CLM5) is coupled online for calculating land model processes (Lawrence 
et al., 2019).

Simulations are conducted for the KORUS-AQ campaign in May–June 2016 (Crawford et al., 2021), with two 
spin-up processes. First, a CESM simulation is performed for 5 years without detailed chemistry (i.e., CAM) to 
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generate initial conditions for CLM5. Second, to generate initial conditions for chemical tracers, CESM with 
the MOZART-TS1 chemical mechanism (i.e., CAM-chem) is run for 16 months on each grid. To ensure enough 
spin-up period for long-lived species, the CAM-chem simulation starts from a fully spun-up CAM-chem restart 
file on a finite volume grid (Emmons et al., 2020) which is regridded to the SE grids for this study.

For the simulations analyzed in this study, temperature and horizontal winds are nudged toward the Modern-Era 
Retrospective analysis for Research and Applications version 2 (MERRA2) (Gelaro et al., 2017). The MERRA2 
meteorological fields are available at 0.625° × 0.5° resolution every 3 hr but are regridded to four SE grids for this 
study. Nudging is not applied within the regionally refined region (ne30x8 and ne30x16), where the resolution of 
the original MERRA2 is coarser than the model grid, in order to avoid the influences of coarse meteorological 
fields on the much higher spatial resolution calculation. In all model plots and analyses, the chemical concentra-
tion at the surface is the value in the lowest model layer.

2.2.  Grid Setup

The four SE grids used in this study were generated using the Community Mesh Generation Toolkit (https://
github.com/ESMCI/Community_Mesh_Generation_Toolkit) which provides programs to create rotated and 
regionally refined grids for a desired resolution. To avoid edges and corners near the region of interest, the cubed 
sphere was rotated to approximately center the KORUS-AQ domain on a cube face. As shown in Figure 1 (panels 
a and b), the spectral elements for the uniform (ne30) and (ne60) grids are created by subdividing each cube face 
into (30x30) and (60x60) elements, respectively. The “ne” resolution label stands for the number of elements in 
each coordinate direction on a cube face (Lauritzen et al., 2018).

For the two refined grids (panels c and d), the elements of the ne30 grid over the Korean peninsula are further 
subdivided into ne30x8 and ne30x16 resolutions, with the refined regions for these corresponding to elements 
with ne240 (∼1/8th degree) and ne480 (∼1/16th degree) resolutions, respectively. A halo region is added to 
separate each resolution transition. This is to minimize possible errors that may result from sharp resolution 
changes over short distances. The final computational grids used in the simulations are obtained by adding 4 × 4 

Figure 1.  The variable-resolution grid element map of Community Earth System Model Spectral Element dynamical core. (a) Global ne30 grid, (b) global ne60 grid, 
(c) regional refinement ne30x8 grid, and (d) regional refinement ne30x16 grid.
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Gaussian-Legendre-Lobatto (GLL) grid points to each element to support 
third-order Legendre basis functions (Lauritzen et  al.,  2010), resulting in 
irregular grid spacing (Figure S1 in Supporting Information S1). The result-
ing high-resolution regions over Korea have grid spacings of approximately 
14 and 7 km.

The model dynamical core, physics package, and chemical mechanism are 
the same for each of these grids, although the simulated meteorological and 
chemical fields may differ due to different horizontal grids and computational 
time steps. The offline emissions are mapped to the four different grids using 
the first-order conservative method (Jones, 1999) (Section 2.3). This method 
is also used to regrid the model output, allowing for direct comparison of 
different resolutions in the analysis section. The physics and dynamics time 
steps required for stable simulations decrease as the resolution increases. For 
the physics time step, 1,800, 900, 225, and 225 s are used for ne30, ne60, 
ne30x8, and ne30x16, respectively. Dynamics time steps of 300, 150, 37.5, 
and 18.75  s are chosen for ne30, ne60, ne30x8, and ne30x16 resolutions, 
following the recommendations of Herrington and Reed (2020).

2.3.  Emissions

Two anthropogenic emission inventories are used in this work. The Coperni-
cus Atmospheric Monitoring System version 5.1 (CAMS-GLOB-ANTv5.1) 
is used (Elguindi et al., 2020) for global emissions outside of Asia. Within the 
Asia region, either the CAMS-GLOB-ANTv5.1 or the KORUSv5 inventory 
is used to investigate the effects of emissions on air quality simulation with 
different grid resolutions.

The CAMS-GLOB-ANTv5.1 inventory is based on two global emission 
inventories. The Emissions Database for Global Atmospheric Research 

(EDGAR) v5 (Crippa et  al.,  2019) is used up to 2015, while the recent Community Emissions Data System 
(CEDS) (McDuffie et  al.,  2020) is used to extrapolate the emissions from 2016 to 2021. The speciation of 
Non-Methane Volatile Organic Compounds (NMVOC) is based on Huang et al. (2017), which is available until 
2012. The same speciation is utilized for the time period from 2013 onwards with time-varying total NMVOC 
emissions.

The KORUSv5 emission inventory was developed in support of the KORUS-AQ field campaign, which took 
place in May–June 2016 (Park et al., 2021). There were several updates between v1 and v5 based on the find-
ings during the field campaign, such as increased aromatic emissions in v5 compared to v1 (Park et al., 2021). 
The findings from the Megacity Air Pollution Studies-Seoul (MAPS-Seoul) campaign in 2015 were also used 
to develop the KORUSv5 inventory. In addition to the official statistics reported to international organizations, 
other detailed local statistics were also collected and incorporated into the emissions, with political factors such 
as control efficiency, rule penetration, and rule effectiveness in South Korea.

The total emissions of key anthropogenic species in the model are shown in Table 1. There are notable differences 
between the KORUSv5 and CAMS-GLOB-ANTv5.1 inventories even for major pollutants: the CO emissions in 
KORUSv5 are approximately half of those in CAMS-GLOB-ANTv5.1, and CAMS-GLOB-ANTv5.1 inventory 
has three times as much SO2 as KORUSv5. The largest difference is seen for toluene, which is seven times higher 
in KORUSv5 for South Korea. The VOC speciation in the KORUSv5 inventory was specially developed for 
South Korea in 2016, whereas the VOC speciation in the CAMS-GLOB-ANTv5.1 inventory is the same for all 
Asian countries based on 2012 data (Huang et al., 2017). The SO2 emissions were also significantly updated in 
KORUSv5 especially for large point sources. The KORUSv5 inventory speciates NOx into NO and NO2, while 
CAMS-GLOB-ANTv5.1 assumes NOx as NO. Both inventories are available at 0.1° × 0.1° spatial resolution and 
are regridded to four different grids in this study. Sulfate emissions from the industrial and energy sectors are 
distributed up to 400 m to account for plume rise and stack height.

The aircraft emissions are from the CAMS-GLOB-AIR aviation emission inventory v2.1, which is available 
at 0.5° × 0.5° spatial resolution (Granier et al., 2019). This inventory is based on a combination of the CEDS 

Species

KORUSv5 (Gg) CAMSv5.1 (Gg) Difference (%)

East 
China

South 
Korea

East 
China

South 
Korea

East 
China

South 
Korea

CO 6,852 266 6,456 599 6 −56

NOx 904 155 983 172 −8 −10

  NO 772 129 983 172 −21 −25

  NO2 132 27 N/A N/A N/A N/A

SO2 521 53 1,632 126 −68 −58

C2H6 96 5.0 17 2.0 467 153

C3H8 85 6.5 67 12 27 −45

NH3 435 49 343 55 27 −12

BIGALK a 442 33 337 38 31 −15

BIGENE b 89 7.6 49 4.9 83 54

BENZENE 23 2.9 50 4.3 −54 −33

TOLUENE 359 45 104 6.7 245 576

XYLENES 150 24 182 14 −18 68

Note. The relative differences between the KORUSv5 and CAMSv5.1 are 
shown in the two right columns. East China and South Korea domains 
are defined as (27.7°–40°N, 115–123°E) and (34.5°–38°N, 126–130°E), 
respectively.
 aLumped alkanes C ≥ 4.  bLumped alkenes C ≥ 4.

Table 1 
Total Emissions for May and June 2016 in the KORUSv5 and CAMS-GLOB-
ANTv5.1 Anthropogenic Emission Inventories
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(Hoesly et al., 2018) and the EDGAR v4.3.1 data (Crippa et al., 2018) and is linearly extrapolated until 2020. 
The aircraft emissions of NO2, SO2, and black carbon (BC) are considered. Two types of volcanic SO2 emissions 
are also included: continuously outgassing volcanoes (Diehl et al., 2012) and explosive volcanic eruptions from 
the Volcanic Emissions for Earth System Models v3.12 database (Mills et al., 2016; Neely & Schmidt, 2016).

The biomass burning emissions are calculated using two estimates, the Quick Fire Emissions Dataset (QFED) 
v2.5_r1 (Darmenov and da Silva,  2015) and the Fire INventory from NCAR (FINN) v1.5 (Wiedinmyer 
et al., 2011). Global CO2 emissions from QFED v2.5_r1 are multiplied by emission factors collated for FINN 
v1.5 to construct the emission of each chemical species required in MUSICAv0 simulations.

The biogenic emissions are calculated online using the Model of Emissions of Gases and Aerosols from Nature 
(MEGAN) v2.1 (Guenther et  al.,  2012). Unlike the offline emissions, the emission totals vary depending on 
the land model (CLM5) configurations and spatial resolutions used. Several factors, such as temperature, solar 
radiative flux, and leaf area index (LAI) affect the online biogenic emissions. CLM5 provides two options to esti-
mate LAI: one based on prescribed satellite phenology (SP option, with LAI at 0.25° resolution) and one using 
the prognostic vegetation state and active biogeochemistry (BGC option, which is resolved at the model grid) 
(Lawrence et al., 2019). Resolving topography at finer resolutions can provide detailed local surface temperature 
and solar radiation, and thus the resulting biogenic emissions. The changes in biogenic emissions due to different 
horizontal resolutions and CLM5 configurations are discussed in Section 3.3.

The calculation of lightning NOx is also performed online within the model, based on the parameterization by 
Price et al. (1997). The production of lightning NOx is dependent on the horizontal resolution (Tost et al., 2007). 
To account for this, the lightning NOx production for the ne60, ne30x8, and ne30x16 grids is rescaled to match 
that of the ne30 grid simulation. The production of lightning NOx over the study region (32°–38°N, 122–130°E) 
is small (0.05%) but it can still affect the background concentration of long-lived species.

The ocean and soil emissions are obtained from the Precursors of Ozone and their Effects in the Troposphere 
(POET) inventory (Granier et  al.,  2005) with the exception of dimethyl sulfide, which is obtained from the 
CAMS-GLOB-OCE v3.1 inventory (Granier et al., 2019).

2.3.1.  Diurnal Cycle

In this study, we incorporate the diurnal variation into the monthly CAMS-GLOB-ANTv5.1 and KORUSv5 
emissions and evaluate the impact of this variation on air quality simulations. It is worth noting that the current 
default CAM-chem and MUSICAv0 do not account for diurnal variations in anthropogenic emissions, and the 
KORUSv5 inventory was only available as monthly means in previous studies. In this study, we have updated 
CAM-chem and MUSICAv0 to consider the diurnal cycle of emissions in the model, based on the local time used 
in each country to reflect human activity patterns. The diurnal factors for the KORUSv5 inventory are newly 
derived as discussed below.

For the CAMS-GLOB-ANTv5.1 emissions, we use country and sector-specific hourly profiles reported by 
Crippa et al. (2020). These profiles were initially developed for the EDGAR inventory but are used here for the 
CAMS-GLOB-ANTv5.1 inventory, which is based on the EDGAR inventory (Section 2.3). The hourly diurnal 
profiles of the EDGAR sectors are illustrated in Figure S2a in Supporting Information S1.

For the KORUSv5 inventory, the diurnal emission factors are generated based on the SMOKE-Asia framework 
that provides sector-specific temporal profiles (Woo et al., 2012). The area source includes industry, solvent use, 
and residential subsectors, while the mobile source includes on-road and non-road subsectors. The point sources 
include industry and power generation subsectors. The sector-specific profiles in SMOKE-Asia framework are 
regionalized to accurately reflect the temporal variations of Asian activities based on default values in SMOKE 
for the United States. The diurnal emissions are calculated by detailed sector and then aggregated for the area and 
point sources, as well as the mobile sources (Figure S2b in Supporting Information S1).

2.4.  Observations

The observations by the NASA DC-8 research aircraft during the KORUS-AQ campaign are used in this study 
(Section 4.1) to evaluate the model results. The DC-8 flew 20 sorties during the daytime (8–16 KST) from 2 
May to 10 June 2016. All measurements used for this study have been described in previous studies (Crawford 
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et al., 2021; Schroeder et al., 2020), but the measurements relevant to this study are briefly described 
below.

Ozone, NO, NO2, and NOy were measured using the NCAR 4-channel chemiluminescence instru-
ment with an uncertainty of 10% for ozone, 20% for NO, and 30% for NO2 and NOy (Weinheimer 
et al., 1994). CO was measured by the Differential Absorption CO Measurement (DACOM) with 
an uncertainty of 2% (Sachse et al., 1991). HNO3 was measured by the California Institute of Tech-
nology Chemical Ionization Mass Spectrometer with an uncertainty of 30% and a detection limit of 
50 pptv (Crounse et al., 2006; Fahey et al., 2001). PAN and SO2 were measured using the Georgia 
Tech CIMS with uncertainties of 30% and 20%, and detection limits of 2 and 20 pptv, respectively 
(Slusher et al., 2004). Benzene, toluene, ethane, isoprene, and cyclopentane were measured through 
whole air sampling (WAS) followed by multi-column gas chromatography (Simpson et al., 2020). 
The accuracy and detection limits for those VOCs were <5% and 3  pptv, respectively. Isoprene 
was additionally measured by a Photon Transfer Reaction Mass Spectrometer (PTR-MS) (Müller 
et al., 2014) with an accuracy of 10%. The measurements of isoprene by the two different instru-
ments showed significant differences, as described in detail in Section 4.1. Acetaldehyde was also 
measured using the PTR-MS with an uncertainty of 25%. Formaldehyde was measured using the 
Compact Atmospheric Multi-species Spectrometer (CAMS, not to be confused with the model with 
the same acronym) with an average uncertainty of 5% (Richter et al., 2015). An Airborne Tropo-
spheric Hydrogen Oxides Sensor (Brune et al., 2022) was used to measure OH and HO2 with an 
uncertainty of 32%.

We also utilized surface measurements of ozone and CO at four locations with different chemi-
cal regimes (Section  4.2). At Olympic Park (urban), Ecotech gas sensors were used to measure 
ozone (EC9810) and CO (EC9830). At Taehwa Research Forest (urban downwind), ozone and CO 
were measured by Thermo Scientific 49i and 48i instruments, respectively. At Baengnyeong Island 
(rural), Teledyne gas analyzers were used to measure ozone and CO. Finally, Fukue Island was 
chosen as representative of remote/pristine regions, and ozone and CO were measured there using 
Thermo analyzers (49 and 48C) with 5% uncertainty for ozone and 20% for CO.

3.  Differences in Model Results Between Regional Refinement and Global 
Grid Runs
Seven simulations are presented in this study, each with different grids and emissions: two simulations 
using the CAMS-GLOB-ANTv5.1 inventory (CAMS_D and CAMS_M), five simulations using the 
KORUS v5 inventory (KORUS_M, KORUS_D, KORUS_DN, KORUS_DT, and KORUS_BGC). 
A summary of these simulations can be found in Table 2. The CAMS_D simulation includes the 
diurnal cycle of emission flux, while the CAMS_M simulation does not. The KORUS_M simulation 
also does not include the diurnal cycle of emission flux, while the KORUS_D and KORUS_DN 
simulations both include the diurnal cycle with different NOx speciation. The KORUS_DT simu-
lation is a ne30 simulation with a ne30x16 timestep to isolate the effects of timestep change. The 
KORUS_BGC simulation uses the interactive BGC option for the land model (CLM5) instead of 
the SP option (satellite LAI) to investigate the effects of regional refinement on vegetation state and 
biogenic emissions.

3.1.  Effects of Regional Refinement on the Meteorological Fields

In this section, we examine the effects of regional refinement on the simulated meteorological fields, 
in terms of horizontal resolution and timestep. We compare the results from four different hori-
zontal resolutions (KORUS_D; KORUSv5 emission with the diurnal emission cycle) The ne30 
grid run from the KORUS_DT (ne30x16 timestep is used for the ne30 grid) is also compared. To 
ensure stability, we compare only the ne30 resolution runs with ne30 and ne30x16 timesteps as 
high-resolution grids are not suitable for longer timesteps.

Figure 2 shows the time series of meteorological fields averaged over the study region (32°–40°N, 
122–130°E). The simulated fields are generally consistent, with small biases between the different Si
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model configurations, in terms of temporal variability. In general, the ne30 resolution with the ne30x16 timestep 
simulates the highest R 2 value and the lowest bias compared to the ne30 resolution. The best agreement is found 
for surface temperature, while the most inconsistent results are calculated for precipitation. Vertical velocities are 
also similar between model resolutions, as vertical grids are the same for all model configurations.

Spatial distributions of the variables in Figure 2 are presented in Figures S3–S8 in Supporting Information S1. 
Similar to temporal variability, the meteorological fields are largely consistent across different horizontal reso-
lutions. On the other hand, there are notable local differences, particularly in coastal and mountainous regions, 
as high-resolution grids are capable of resolving regions with sharp geographical gradients (land/water or eleva-
tion). For instance, surface temperature (Figure S3 in Supporting Information S1) and PBL height (Figure S8 
in Supporting Information S1) over the land and the ocean, which exhibit strong contrast in the high-resolution 
model simulations, are smoothed out in the low-resolution model simulations. The Taebaek mountain range is 
resolved in the regional refinement simulations, leading to significant local differences in the meteorological 
fields (surface temperature (Figure S3 in Supporting Information  S1), downwelling solar flux (Figure S6 in 

Figure 2.  Domain (32°–40°N, 122–130°E) averaged time series of (a) surface temperature, (b) precipitation rate, (c) cloud fraction, (d) downwelling solar flux at 
the surface, (e) vertical pressure velocity at 500 hPa, (f) planetary boundary layer height, and (g) black carbon at the surface. Model results from ne30, ne60, ne30x8, 
ne30x16, and ne30_ts (ne30 but with the timestep for ne30x16 resolution) are shown in blue, green, red, purple, and cyan respectively. The coefficient of determination 
and mean bias are calculated against ne30 results.
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Supporting Information S1), and vertical pressure velocity (Figure S7 in Supporting Information S1)) over the 
eastern edge of the Korean peninsula. Comparisons with surface observations at two coastal and two mountain-
ous sites suggest that high resolution simulations are generally more effective in reproducing local pressure, 
temperature, relative humidity, and wind speed (Figure S9 in Supporting Information S1).

Since various meteorological fields and chemical reactions simultaneously affect the concentration of chemical 
species, it is difficult to quantify the contribution of meteorological fields when calculating air quality changes 
due to regional refinement. Here we use BC at the surface to estimate the effects of meteorological fields on 
compounds, as BC is chemically inert but still affected by meteorological fields through wet deposition and 
vertical mixing. Similar to the meteorological variables, BC also shows some differences between model config-
urations in terms of temporal (Figure 2f) and spatial variabilities (Figure S10 in Supporting Information S1). 
However, normalized mean biases between grids are within 10% over the study domain and period, implying that 
BC changes due to precipitation and vertical mixing are generally small compared to the chemistry changes in 
Section 3.2.

3.2.  Effects of Regional Refinement on the Chemistry Simulation

Figure 3 displays the average simulated ozone mixing ratio at the surface in May–June 2016 with four different 
grids and two additional results with different timesteps and regridding in the MUSICAv0 framework. The results 
from the two regional refinement grids (ne30x8 and ne30x16) show a clear decrease in ozone levels due to NOx 
titration over urban areas, which is not captured by the ne30 grid as result of artificial mixing in the coarser 
resolution.

The left column in Figure 4 presents the diurnal variations of surface ozone and NOx at the urban site, high-
lighting the substantial differences in NOx levels between the grid resolutions, mainly due to the averaging of 
emission rates over larger areas in coarse grids. Despite relatively lower PBL height in the coarse grid (blue line 
in Figure 4i) that could increase NOx levels during the day, this effect is not enough to offset the lower emission 
rates in the coarse grid. On the other hand, when the PBL simulated by the ne30x16 grid is regridded to the ne30 
grid, it shows significantly lower PBL values (orange line in Figure 4i) due to Seoul's proximity to the coast and 

Figure 3.  Simulated mean ozone mixing ratios at the surface (KORUS_D) in May–June 2016 on (a) global ne30 grid, (b) global ne60 grid, (c) global ne30 grid with 
ne30x16 timestep, (d) regional refinement ne30x8 grid, (e) regional refinement ne30x16 grid, and (f) ne30x16 but regridded to ne30. Units are ppbv. Note that grids are 
irregular (Section 2.2) and no interpolation is applied in the figure.
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Figure 4.  Diurnal variation of surface O3, NO2, and NO mixing ratios, NO emission flux, and planetary boundary layer (PBL) for urban (Seoul; 127.124°E, 37.522°N) 
and rural (Mt. Jiri; 127.731°E, 35.337°N) locations in South Korea (see Figure S11 in Supporting Information S1 for locations on the map). The different lines are 
colored according to the model grid resolution. Model results from KORUS_D (solid lines; the diurnal cycle of emission is applied) and KORUS_M (dotted lines; 
monthly emission) in May–June 2016 are used. Additionally, the ne30x16 (R) shows the KORUS_D ne30x16 results that are regridded to ne30 grids.
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the dominance of ocean in the ne30 grid cell. It is even lower than the PBL simulated by the ne30 grid, indicating 
that physical parameter changes due to grid resolution are not linear as well.

The low ozone mixing ratios over urban areas (northwest and southeast in South Korea) in regional refinement 
grids increase when regridded to the ne30 resolution (Figure 3f), but remain lower than the ozone simulated by 
the ne30 grid (Figure 3a). Similar to the differences in meteorological fields (Section 3.1), there are no substantial 
differences in ozone due to timestep when compared to the changes caused by grid resolution.

The spatial distribution of ozone is shown to be related to the net chemical production rate of ozone as shown in 
Figure S12 in Supporting Information S1. The regional refinement grids exhibit net losses of ozone over urban 
areas. In addition, these high-resolution grids are capable of resolving the ship emission tracks over the Yellow 
sea, leading to a simulation of ozone loss due to concentrated ship emission plumes.

The changes in ozone over rural/mountain areas can also be attributed to misclassification of urban emissions 
in coarse grids. For example, the simulated NO and NO2 levels at Mt. Jiri (rural) show substantial differences 
depending on the grid resolution (the right column in Figure 4), as nearby urban emissions are included in the 
coarse grids (ne30 and ne60). This causes nighttime ozone loss with differences of 10–20 ppbv between the 
model grids (Figure 4b). When the volume mixing ratios of ozone, NO, and NO2 simulated by the ne30x16 grid 
are regridded to the ne30 grid (orange line in Figure 4), the results are closer to the volume mixing ratios simu-
lated by the ne30 grid, but still differ due to nonlinear chemical reactions.

Figure 5 summarizes the distribution of chemical species simulated by different model grid resolutions, based 
on hourly output in May–June 2016. Four locations are chosen to represent a variety of air quality conditions: 
Seoul (urban), Taehwa Forest (urban downwind), Baengnyeong Island (continental outflow), and Mt. Jiri (rural/
mountain). In addition to results from the four different grid resolutions, results from the ne30x16 resolution 

Figure 5.  Box and whisker plots of simulated chemical species at the lowest layer of the model (KORUS_D; KORUSv5 emissions with diurnal cycle applied), which 
are normalized by the median value of each species in May–June 2016 simulated by ne30 resolution. Boxes and whiskers are calculated from the hourly output at (a) 
Seoul (127.124°E, 37.522°N), (b) Taehwa Forest (127.311°E, 37.312°N), (c) Baengnyeong Island (124.617°E, 37.950°N), and (d) Mt. Jiri (127.731°E, 35.337°N). 
Boxes show the 25th–75th percentile, with the black line showing the median. Whiskers represent the 10th and 90th percentiles. The ne30x16 (R) represents the 
ne30x16 simulations regridded to ne30 grids.
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regridded to the ne30 grid (ne30x16 (R) in Figure 5) are also shown to distinguish between two main factors: grid 
representativeness and changes in chemistry/physics due to grid size and timestep. At Seoul, the ne30x16 reso-
lution regridded to ne30 generally shows similar variability to the ne30 grid for all compounds, indicating that 
grid representativeness is more critical for the urban site. Conversely, at the remote sites, the variabilities of the 
ne30x16 regridded to ne30 results are more comparable to those of the ne30x16, implying that related changes in 
chemistry/physics are also important for downwind regions.

There are three primary factors contributing to differences in the simulation of chemical species caused by grid 
resolution. First, while the total emissions over the entire domain are the same, the emission flux at a specific 
location can vary. For example, the NO emission flux at Seoul (Figure 4g) and Mt. Jiri (Figure 4h) differ by a 
factor of 5. Second, lifetime plays a crucial role in understanding the dependence on grid resolution. As shown in 
Figure 6, the ratio of VOCs between the fine (ne30x16) and coarse (ne30) grid resolutions increases with the reac-
tion rate constant against OH, suggesting that fine grid resolution becomes increasingly important for short-lived 
pollutants in regions with steep spatial gradients of chemical species. An exception is isoprene, particularly at 
Mt. Jiri, where the fine grid (ne30x16) resolves the mountain and the high isoprene emission flux. Although the 
relationship shown in Figure 5 weakens when the results of the ne30x16 are regridded to the ne30 grid resolution, 
it remains valid in the urban downwind (Taehwa) and continental outflow areas (Figure S13 in Supporting Infor-

Figure 6.  Scatterplots of the ratio of ne30x16 to ne30 versus reaction rate constant against OH at 298.15 K and 1,013.25 hPa for volatile organic compounds including 
CH4, C2H6, C3H8, BIGALK (C ≥ 4 alkanes), C2H4, C3H6, BIGENE (C ≥ 4 alkenes), Benzene, Toluene, Xylenes (lumped xylenes), and Isoprene. The ratio is computed 
by dividing the simulated median value of ne30x16 by that of ne30 (KORUS_D; KORUSv5 emissions with diurnal cycle applied). The x-axis is on a logarithmic scale.
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mation S1). Third, secondary pollutants (e.g., ozone and formaldehyde) show less variation compared to primary 
pollutants. Secondary pollutants are formed through atmospheric oxidation over a period of time, making them 
less affected by the artificial mixing of emission plumes. For example, the lifetime of formaldehyde (∼1.2 days 
against OH and ∼4 hr against photolysis with overhead sun) is much shorter than that of benzene (∼9.5 days 
against OH) and toluene (2.1 days against OH) (Atkinson & Arey, 2003) but there is smaller spread of model 
results for formaldehyde compared to benzene and toluene (Figure 5).

Among NOz (NOy minus NOx) species, the grid resolution has a relatively minor impact on HNO3 and PAN, but 
there are substantial differences in NO3 and N2O5. NO3 and N2O5 have strong diurnal variations due to their very 
short lifetime during the day (less than a minute), and their daytime concentrations are nearly zero. As a result, 
the peak nighttime concentrations of NO3 and N2O5 are more effectively influenced by precursor concentrations 
from results with different grid resolution. Unlike VOCs, NO3 and N2O5 are higher in the coarse grid (ne30) than 
in the fine grid (ne30x16). As shown in Figure S14 in Supporting Information S1, NO3 and N2O5 show strong 
diurnal variation, with the greatest magnitude in the ne30 grid. These two species have similar diurnal profiles 
as they reach an equilibrium under typical tropospheric conditions (Wängberg et al., 1997). The major source of 
NO3 is the reaction of NO2 with O3, with two major loss reactions: reaction with NO and photolysis (S. S. Brown 
& Stutz, 2012). In the urban atmosphere, the NO3 + NO reaction rate exceeds the photolysis rate. For example, 
the reaction rate of NO3 + NO (i.e., k[NO]) at Seoul is up to ∼20 s −1 during the morning when NO is high in 
the ne30x16 grid simulation, while the photolysis rate for noontime conditions is ∼0.2 s −1 (Orlando et al., 1993). 
Due to higher nighttime O3 in the ne30 grid compared to other grids (Figure 4a; up to seven times), the NO3 
production rate is higher in the ne30 grid simulation (Figure S15 in Supporting Information S1). On the other 
hand, the low NO mixing ratio due to artificial dilution in the ne30 grid results in a low loss rate of NO3 (Figure 
S15 in Supporting Information S1). The results of the ne30x16 regridded to ne30 do not match those of the ne30 
grid for nitrogen compounds and ozone. For example, NO at Mt. Jiri during the nighttime clearly shows nonlin-
earity: when NO simulated by the ne30x16 is regridded to the ne30 grid, it shows 10–20 times higher NO than 
other grids because of mixing with the nearby industrial city (Gwangyang, <50 km from Mt. Jiri) where NO is 
very high due to concentrated emissions and low ozone during the nighttime (Figure 4f). The original ne30 grid 
includes both Mt. Jiri and Gwangyang in one grid point and the NO emitted over the industrial city is relatively 
quickly converted to NO2 due to abundant ozone during the nighttime. Overall, these differences in O3, NO, and 
NO2 cause differences in NO3 and N2O5 concentrations.

The behavior of HOx species also differs based on the grid resolution used in the simulation (Figure S16 in 
Supporting Information S1). On average, HOx concentrations are lower in simulations using a fine grid resolution 
compared to those using a coarse grid resolution. This is due to a combination of factors, including the lower 
daytime ozone levels simulated by the fine grid, which limits the production of OH through ozone photolysis 
(Brasseur et al., 1999), as well as the lower OH reactivity (i.e., loss rate) in the fine grid. Therefore, daytime ozone 
is important for OH production, and the coarse grid simulates higher daytime ozone in urban areas (Figures 3 
and 4). For example, the OH reactivity over Seoul is 9.8 s −1 in the coarse grid (ne30) compared to 24.8 s −1 in 
the fine grid (ne30x16) (Figure 7 and Figure S17 in Supporting Information S1). Higher production rates and 
lower loss rates together result in higher HOx concentrations in Seoul. HOx concentrations at Mt. Jiri also vary 
according to the grid resolution (Figures S16b and S16d in Supporting Information S1). During the early morn-
ing (6–9 a.m.), OH in the ne30x16 grid is higher due to the higher production of OH from ozone photolysis. 
Conversely, HO2 in the coarse grid is suppressed due to higher NO (Figure 4f) via the reaction of HO2 with NO 
(Stone et al., 2012). During the daytime, OH is low in the fine resolution grid due to the strong diurnal variations 
in OH reactivity resulting from isoprene emissions (Figure S17d in Supporting Information S1). Although these 
differences are localized, they are comparable to the inter-model spread in OH (Zhao et al., 2019).

Different OH, O3, and NO3 concentrations can lead to different fractions of the initial pathways of VOC reactions, 
as well as further oxygenated VOCs and the chemical characteristics of secondary organic aerosols (SOA). For 
example, organic nitrates are the major products of VOC reactions with NO3, which have significant impact on 
regional NOx, O3, and SOA (Pye et al., 2010; Schwantes et al., 2015). The initial pathways of VOC reactions 
are substantially different based on the grid resolution as shown in Figure S18 in Supporting Information S1, 
especially during the nighttime. The ne30 grid simulates that 90% of monoterpenes at around midnight react 
with NO3, while this fraction decreases to 65% in the ne30x16 grid simulation for the KORUS_D case. It is 
important to note that the vertical resolution is the same for all simulations in this study (∼120 m at the bottom 
layer). Increasing the vertical resolution in the boundary layer, which is being actively developed for the next 
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version of CESM, can also affect the VOC reaction pathways especially during the nighttime conditions (Menut 
et al., 2013). Future studies with enhanced horizontal and vertical resolutions will be needed to investigate the 
changes in oxidants, organic nitrates, and the fate of the nitrogen compounds.

3.3.  Effects of Anthropogenic Emission Inventory on the Simulation

There are a number of anthropogenic emission inventories that have been utilized in chemistry models (Elguindi 
et al., 2020). As shown in Table 1, the degree of agreement between emission inventories can vary depending on 
the species. In order to assess the impact of the emission inventory on air quality simulation, three factors were 
considered in this study: differences between inventories, the diurnal cycle of emissions, and the speciation of 
NOx. These factors are compared with the resolution effect to determine their relative significance.

Most anthropogenic emission inventories are provided in monthly or yearly increments. As a result, some models 
incorporate diurnal variation into their simulations through the use of diurnal scaling factors applied to certain 
species (Park et al., 2021). For example, the Harmonized Emission Component (HEMCO), which was originally 
developed for the GEOS-Chem model, applies hourly scale factors to anthropogenic emissions (Keller et al., 2014; 
Lin et al., 2021). Meanwhile, other global chemistry models such as CAM-chem (Emmons et al., 2020) and GFDL 
AM4.1 (Horowitz et al., 2020) have used monthly anthropogenic emissions without imposing diurnal variation.

Many anthropogenic emission inventories do not provide further speciation of NOx emissions into NO and NO2 
with only a few regional emission inventories providing such information (e.g., the KORUSv5 emission inven-
tory used in this study). As a result, global chemistry models generally assume NOx as NO when emitting NOx 
emissions. This approximation is adequate for coarse grids where emissions are instantly diluted into large areas, 
but may not be appropriate for high-resolution grids. For example, CAM-chem emits NOx as NO except for 
aircraft emissions (emitted as NO2) (Emmons et al., 2020). Similarly, GEOS-Chem emits NOx as NO except 
for some regional inventories (e.g., National Emissions Inventory, DICE-Africa) that provide both NO  and 
NO2 information. On the other hand, the Weather Research and Forecasting model coupled with Chemistry 
(WRF-chem), a regional chemistry model, speciates NO and NO2 using an input emission processing tool. As 
global chemistry models move toward finer grid resolution (Bindle et al., 2021; Pfister et al., 2020), the speciation 
of NOx can become important and is discussed further below.

To summarize the results from various simulations, we present Taylor diagrams (Figure 8 and Figures S19–S23 
in Supporting Information S1) and calculate the normalized mean root mean square error (NRMSE; Tables S2 
and S3 in Supporting Information S1). The NRMSE is calculated as

NRMSEcase =
1

𝜎𝜎

√

√

√

√

√

𝑁𝑁
∑

𝑖𝑖=1

(𝑀𝑀case,𝑖𝑖 −𝑀𝑀ref ,𝑖𝑖)
2

𝑁𝑁

� (1)

Figure 7.  Pie charts showing relative contributions to OH reactivity at Seoul (a, b, c, d) and Mt. Jiri (e, f, g, h) at the surface (KORUS_D; KORUSv5 emissions with 
diurnal cycle applied). The total OH reactivity is shown in parentheses. Trace gases used in the calculation are available in Table S1 in Supporting Information S1.
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where Mcase and Mref are model results and ref is the reference case (KORUS_D ne30x16). N is the total number of 
points, based on hourly concentrations in May–June 2016. Here we use the standard deviation (σ) for normalization, 
but there are also other factors that can be used, including mean, max–min, and the interquartile range (Otto, 2019). It 
is worth noting that the NRMSE can change by up to three orders of magnitude with different scale factors, therefore, 
the analysis is performed in terms of relative comparison between simulations. In addition, normalized mean biases 
are also calculated in Table S4 in Supporting Information S1 to show the mean differences between simulations.

In Figure 8, Taylor diagrams are presented at four locations for surface ozone. The KORUS_D ne30x16 case has 
been selected as the reference because it has the finest resolution, as well as region-specific emissions with diur-
nal cycles and NOx speciation. The distance of each point from the reference point represents the RMSE of each 
model case compared to the KORUS_D ne30x16 simulation. The spread of points in the diagram is proportional 
to the difference each element makes in the simulation. Among the various factors discussed, grid resolution, 
indicated by different colors, has the biggest impact on the differences between simulations. The regridding of 
ne30x16 results to the ne30 grid (orange color) does not decrease the distance from the reference point at Seoul. 
This highlights the non-linear nature of chemistry changes caused by grid resolution. In contrast, the regridded 
ne30x16 results to ne30 display similar distributions to the ne30x16 grid results over rural areas, despite having 
high normalized mean biases (Table S4 in Supporting Information S1).

Figure 8.  Taylor diagrams summarizing the comparison of hourly ozone in May–June 2016 at the surface by different simulations (represented by number symbols) 
and grid resolutions (represented by colors). The ne30x16 (R) represents the ne30x16 simulations regridded to ne30 grids. The reference point (star symbol) 
corresponds to the ozone simulated by KORUS_D (ne30x16). Correlation is on the angular axis and the normalized standard deviation is on the radial axis.
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The diurnal cycle of emission is another important factor especially for urban regions. In the Taylor diagrams 
presented in Figure 8 and Figures S19–S23 in Supporting Information S1, it can be seen that the CAMS_D simu-
lations (CAMSv5.1 inventory with diurnal cycle applied, marked as 4) are closer to the reference point compared 
to KORUS_M simulations (KORUSv5 inventory without the diurnal cycle of emissions, marked as 2) in some 
cases, indicating that the diurnal cycle of emissions can play a more significant role than the emission inventory. 
However, the significance of the diurnal cycle varies depending on the species. The grid resolution is the main 
factor that influences the simulation of secondary species without strong diurnal variation, such as formaldehyde 
(as shown in Figure S21 in Supporting Information S1). As expected, the impact of the diurnal cycle decreases as 
chemical tracers move away from the emission source. This is evident as urban and downwind-of-urban regions 
show more spread than oceanic and mountainous regions.

The diurnal cycle of emissions has a significant impact on nighttime ozone levels in the urban areas (dashed 
line in Figure 4a). The inclusion of a diurnal cycle on emissions leads to higher ozone levels due to lower NOx 
emissions at night (Figure 4g). The diurnal profile of emission rates also affects daytime concentrations of OH 
and HO2 (Figures S16a and S16c in Supporting Information S1), resulting in changes to ozone and OH reactivity 
(Figure S17a in Supporting Information S1). The inclusion of the diurnal cycle leads to changes in OH, O3, and 
NO3, which in turn alter the reaction pathways of initial VOC oxidation, as shown in Figure S18 in Supporting 
Information S1. For example, the NO3 fraction changes from 50% (panel f) to 65% (panel d) at midnight after 
the diurnal profile is applied to emissions in the ne30x16 grid simulation. The diurnal cycle makes a significant 
contribution to the VOC reaction pathways for the ne30x16 grid simulation, whereas no substantial changes have 
been found for the ne30 grid (panels a and e in Figure S18 in Supporting Information S1).

The findings are further supported by the NRMSE values in Tables S2 and S3 in Supporting Information S1 for a 
wide range of chemical species. Applying diurnal cycles significantly changes the results over urban areas but these 
changes decrease as the chemical environment becomes less polluted. The largest factor affecting simulations in 
terms of NRMSE is grid resolution in terms of NRMSE. However, the difference between the ne30x8 and ne30x16 
results is smaller than other factors. For instance, the NRMSE values of the KORUS_D ne30x8 are generally smaller 
than those of the ne30x16 grid simulation for other cases (KORUS_M, CAMS_D, and CAMS_M), indicating that 
changes caused by other factors are larger than changes resulting from the grid resolution switch from ne30x16 
to ne30x8. The one exception is the KORUS_DN (KORUSv5 inventory with all NOx emitted as NO) ne30x16 
simulation which shows similar NRMSE values compared to KORUS_D ne30x8. Both KORUS_D ne30x8 and 
KORUS_DN ne30x16 also exhibit the lowest biases compared to other simulation cases (Table S4 in Supporting 
Information S1). As shown in Taylor diagrams which show no significant difference between the KORUS_D and 
KORUS_DN simulations, the assumptions that all NOx emissions are emitted as NO are still valid at the highest 
resolution (ne30x16) even for nitrogen species that are directly influenced by NOx speciation.

NRMSE values from the ne30x16 regridded to ne30 are generally in between the original ne30 and ne30x16 
NRMSE values, implying that both artificial mixing and chemistry changes upon dilution affect the simulation 
results (ideally, ne30 and ne30x16 regridded to ne30 results should show the same results when there is only arti-
ficial mixing effect). The NRMSE difference between ne30 and ne30x16 regridded to ne30 is smaller for urban 
areas than for rural areas. This tendency shows that artificial mixing is more important for urban areas while the 
associated chemistry change is more important for rural areas.

The differences in emission inventory can have a significant impact on the simulation of some VOCs where 
the emission amounts are significantly different in different inventories. For example, the simulation of toluene 
using the KORUSv5 inventory on ne30 grids shows similar or lower NRMSE values compared to those using the 
CAMSv5 inventory on ne30x16 grids over Seoul and Taehwa due to a factor of 7 difference in toluene emission 
between the two inventories in South Korea (Table 1). This also holds true for C2H6 and C3H8 with a factor of 
2 emission differences between the inventories. On the other hand, the NRMSE by the CAMS_M (CAMSv5 
without diurnal cycle emissions) ne30x16 simulation is lower than the NRMSE by KORUS_D (KORUSv5 with 
diurnal cycle of emissions) ne30 for benzene, as the emission differences are within 50% for South Korea. Given 
the large discrepancies that exist among VOC emission estimates (Li et al., 2021), it is important to have the most 
up-to-date information on not just the total NMVOC but also VOC speciation for regional chemistry modeling.

The results of the study highlight the simultaneous impact of various factors on the model outcomes, particularly 
the significance of grid resolution and the diurnal cycle of emissions. However, for some VOCs with substantial 
differences in emission amounts between inventories, the discrepancies between the emission inventories have a 
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greater impact on the model results. Allocating all NOx emissions to NO does not result in significant changes to 
the model results, even at the highest resolution (ne30x16), and remains a valid assumption for regional refine-
ment grids in South Korea. The factors studied in this work are more prominent in urban environments, particu-
larly with regard to grid resolution. Hence, when evaluating atmospheric chemistry models against observations 
from urban sites, it is necessary to consider the impact of grid resolution to avoid significant biases.

3.4.  Biogenic Emissions by Different CLM Configurations and Grid Resolutions

Biogenic emissions in state-of-the-art chemistry models are calculated online using the meteorological fields within 
the model at each time step, with many using the MEGAN algorithm (Guenther et al., 2006, 2012). The MEGAN 
v2.1 in MUSICAv0 uses temperature, light, and other parameters for each time step from the land model (CLM5) 
to estimate the emission flux of biogenic VOCs. Therefore, the amounts of biogenic emissions can be impacted by 
differences in meteorological fields resulting from different grid resolutions. Furthermore, vegetation state variables 
(e.g., LAI) can be calculated prognostically or prescribed in CLM5, which can also affect biogenic emissions. In this 
section, we compare isoprene emissions calculated from different CLM configurations and grids.

Figure 9 shows the isoprene emission flux at the surface simulated by MEGAN v2.1 using two different CLM 
configurations and grids. The isoprene emissions during May–June 2016 over the region of 125°E–130°E and 
34°N–38°N are 73.8 and 72.9 Gg for the ne30 and ne30x16 grids with prescribed LAI (SP), and 84.2 and 70.1 Gg 
with prognostic LAI (BGC). Given that the uncertainty in isoprene emission is about a factor of two (Guenther 
et al., 2012), the differences are small regardless of grid resolution and prognostic LAI option.

However, the underlying mechanism behind the isoprene emissions could be different. As shown in Figure S24 in 
Supporting Information S1, GAMMA (emission activity factor) with the BGC is 52% higher than that with the SP, 
which is mainly due to the differences in LAI (Figure S24c in Supporting Information S1). This is expected as the 
main difference between the two CLM5 configurations is whether LAI is calculated or prescribed. Although isoprene 
emission is proportional to LAI (Guenther et al., 2012), the simulations show that the specific LAI corresponding to 
a particular plant functional type (PFT) is important, not just the total LAI. Broadleaf trees have at least an order of 
magnitude higher isoprene emission factors compared to needleleaf trees, grasses, and crops. For example, broadleaf 
deciduous temperate trees emit isoprene at a rate of 10,000 μg m −2 h −1 while needleleaf evergreen temperate trees emit 
only 600 μg m −2 h −1. As shown in Figure S25 in Supporting Information S1, both SP and BGC have similar broadleaf 
tree LAI, resulting in similar isoprene emissions between SP and BGC despite substantial differences in total LAI.

This is not the case for all biogenic compounds, as the emission factors vary based on the chemical species. For 
example, the emission factor of CO is the same (600 μg m −2 h −1) across all PFTs, and the ne30x16 BGC calcu-
lates 48% higher biogenic CO emissions than ne30x16 SP (Figure S26 in Supporting Information S1), which is 
similar to the changes in the total GAMMA (52%). Therefore, not only the total LAI (e.g., CO) but also the accu-
rate representation of PFTs (e.g., isoprene) is crucial for calculating realistic biogenic emissions. To utilize the 
biogeochemistry option for prognostic vegetation state in MUSICA or CESM, future studies will need to evaluate 
the LAI for each PFT or the emission of individual biogenic species.

4.  Comparison With Observations
In this section, we compare the model results with observations collected during the KORUS-AQ field campaign in 
May–June 2016 (Crawford et al., 2021). For the comparison, we extract the closest model grid point to the aircraft 
position at each minute of the flight. As the flight routes encompass a wide range of environments, including urban 
and rural areas in South Korea, the Yellow Sea, and the free troposphere, with abundant observations available at 
each location and time, we categorize the flight paths into different regions. We also include two additional ground 
observations to complement the airborne observations, because the aircraft cannot collect data near the surface, 
except during missed approaches, and the aircraft observations are available during the daytime only.

4.1.  Aircraft Measurements

We evaluate the modeled temperature and wind speed (Figure S27 in Supporting Information S1). Despite the 
difference in nudging applied for global and regional refinement grids (Section 2.1), all model cases effectively 
reproduce the observed temperature and wind speed profiles over South Korea. For a few cases, such as wind 
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speed at 6–7 km altitude over the Yellow Sea, the simulated values are biased but the values simulated by all 
model cases yield similar simulations.

Figure 10 represents the comparison of the MUSICAv0 simulations to the NO and NO2 measurements from the 
DC-8. The median values of the model are usually within the interquartile range of the observations. However, 
the evaluation statistics can vary significantly depending on the grid resolution and emission inventory. The 
high-resolution grids produce better results, particularly for the Seoul Metropolitan Area (SMA) and the Yellow 
Sea, while the ne30 grid fails to reproduce low NOx over the Yellow Sea or high NOx over the SMA. The ne30 
grid instantly spreads emissions from ships to wider areas, leading to NOx overestimation over the Yellow Sea, 
for flight paths that did not fly near ships. The mean biases of NOx during the entire campaign are −28% and 19% 
for the ne30 and ne30x16 grids, respectively, indicating slight improvements in the high-resolution simulation. 
The choice of emission inventory is less crucial except for the ne30 grid over the Yellow Sea as NOx emissions 
are similar between the two inventories (Table 1). The diurnal cycle does not play a role in the difference for the 
entire campaign average, as its effect is larger during nighttime (Section 3.2) than during the day.

The simulations show an overestimation of HNO3 and an underestimation of peroxyacetyl nitrate (PAN) 
(Figure 10), regardless of the model resolution and emission inventory used. Although the ne30x16 grid provides 
slightly better results for HNO3 results when comparing the median values (Figure 10i), the mean bias remains 
almost the same (198% and 196%) for both ne30 and ne30x16 grids. This overestimation of HNO3 is also found 

Figure 9.  Isoprene emissions at the surface (KORUS_D (a, b) and KORUS_BGC (c, d)) in May–June 2016 on (a, c) the global ne30 grid, and (b, d) the regional 
refinement ne30x16 grid. Unit is kg m −2 s −1.
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in the multi-model comparison results reported by Park et al. (2021). The good agreement between the modeled 
NO2 and OH values and the observations (Figures 10 and 11; respective mean biases of −25% and 10% for ne30 
and ne30x16 grids for NO2, and 39% and 23% for OH) suggest that the overestimation of HNO3 could be caused 
by loss processes not accounted for, such as HNO3 uptake on coarse mode aerosols (Hrdina et al., 2021). The 
underestimation of PAN was also found by the KORUS-AQ model intercomparison study (Park et al., 2021). The 
discrepancy between the model and observations is attributable to the underestimation of its precursors, as shown 
in Figure S28 in Supporting Information S1 for acetaldehyde and ethane.

The results for OH and HO2 also vary depending on the horizontal resolution and emission inventory (Figure 11). 
OH is slightly overestimated and HO2 is slightly underestimated, with improved results seen in the high-resolution 
models particularly over the SMA. The differences in OH over the SMA at the lowest altitude bin, which can 
range up to 84% depending on the grid resolution, are comparable to the variations found among global chemistry 
models (Nicely et al., 2017). As OH has a significant impact on the lifetime of chemical species and their trans-

Figure 10.  Vertical profiles of NO (a, b, c, d), NO2 (e, f, g, h), HNO3 (i, j, k, l), and PAN (m, n, o, p) over the Korea-United States Air Quality (KORUS-AQ) flight 
tracks for four regions, the whole campaign (“ALL”), the Seoul Metropolitan Area (“SMA,” 37.0°N–37.6°N, 126.6°E–127.7°E), Inland South Korea (“Inland,” 
35.0°N–37.0°N, 127.0°E–129.0°E), and the Yellow Sea (30.0°N–38.0°N, 123.0°E–125.0°E). The regions defined in this plot are shown in Figure S11 in Supporting 
Information S1. Note that the Yellow Sea is narrowly defined to exclude the Daesan industrial region where substantial underestimation of volatile organic compound 
emission was reported (Fried et al., 2020). Profiles are grouped into 1 km bins. Box boundaries show the measured 25th–75th percentile with the middle orange 
bar showing the median from the aircraft observations. Whiskers show the 10th and 90th percentiles of aircraft measurements. The model median values from the 
three simulations are plotted—KORUS_D (KORUSv5 with diurnal cycle applied to emissions; square, solid line), KORUS_M (KORUSv5 without diurnal cycle of 
emissions; circle, dotted line), and CAMS_D (CAMSv5.1 with diurnal cycle applied to emissions; triangle, dashed line), for ne30 (blue), ne60 (green), ne30x8 (red), 
and ne30x16 (purple) grid resolutions. The number of data points in each kilometer interval is shown at the right of each panel. Plots are limited to 4 km altitude to 
highlight the boundary layer comparison.
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port (Wolfe et al., 2019), the use of high-resolution models over urban areas is crucial for accurately simulating 
the downwind transport of these species.

The differences between the models are more pronounced for highly reactive VOCs, such as toluene, compared to 
less reactive ones, such as benzene (Figure 12). For example, the ratio between ne30x16 and ne30 grid results at 
the lowest altitude bin is 1.34 for benzene and 1.95 for toluene over the SMA region. The underestimation of tolu-
ene using the CAMS-GLOB-ANTv5.1 emission inventory is significantly improved with the use of KORUSv5 
inventory. The mean biases for CAMS_D simulations are −86% (ne30) and −77% (ne30x16), while those for 
KORUS_D simulations are −32% (ne30) and 12% (ne30x16). As demonstrated in Figure 12h over the Yellow 
Sea, it is essential for chemistry models to have up-to-date information and local statistics in order to accurately 
simulate not only local air quality but also long-range transport (Janssens-Maenhout et al., 2015).

The mixing ratios of isoprene are typically well-represented in regional refinement grids at altitudes below 1 km 
(Figure 12). This is likely due to the ability of the models to capture the spatial distribution of isoprene emissions, 
as isoprene is a highly reactive species (represented on the x-axis of Figure 6). However, the models substantially 
underestimate isoprene at altitudes above 1 km. As OH concentrations in models are generally comparable to the 
observations (Figure 11), and initial oxidation of isoprene is well established (Wennberg et al., 2018), there could be 
dynamics-related processes that are inadequately simulated in the model. This higher vertical gradient of isoprene 

Figure 11.  Vertical profiles of OH (a, b, c, d), and HO2 (e, f, g, h) over the Korea-United States Air Quality (KORUS-AQ) flight tracks for four regions, the whole 
campaign (“ALL”), the Seoul Metropolitan Area (“SMA,” 37.0°N–37.6°N, 126.6°E–127.7°E), Inland South Korea (“Inland,” 35.0°N–37.0°N, 127.0°E–129.0°E), and 
the Yellow Sea (30.0°N–38.0°N, 123.0°E–125.0°E). The regions defined in this plot are shown in Figure S11 in Supporting Information S1. The model median values 
from the three simulations are plotted—KORUS_D (KORUSv5 with diurnal cycle applied to emissions; square, solid line), KORUS_M (KORUSv5 without diurnal 
cycle of emissions; circle, dotted line), and CAMS_D (CAMSv5.1 with diurnal cycle applied to emissions; triangle, dashed line), for ne30 (blue), ne60 (green), ne30x8 
(red), and ne30x16 (purple) grid resolutions.
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in models than in observations was also reported in the multi-model intercomparison study (Park et al., 2021). It 
is worth mentioning that the isoprene measurements used in this study were taken by WAS, which differs from 
the PTR-MS measurements used in previous KORUS-AQ modeling studies (Kwon et al., 2021; Park et al., 2021).

Isoprene measured by the PTR-MS (157 pptv; based on the average value calculated from R6 merge data 
when both WAS and PTR-MS measurements are available) is double the amount of isoprene measured by 
WAS (77 pptv) during KORUS-AQ. The measurement of isoprene by PTR-MS has interference from other 
hydrocarbons, particularly in areas with high anthropogenic VOCs like Seoul and Daesan (Figure S29a in 
Supporting Information S1). It has been shown that multiple other species can contribute to the m/z 69 signal 
in the PTR-MS, including pentanal, methyl butanal, and pentenol (de Gouw et al., 2003; Dunne et al., 2018). 
As shown in the scatterplot between PTR-MS and WAS colored by cyclopentane (Figure S29d in Supporting 
Information S1), PTR-MS isoprene is higher than WAS isoprene when anthropogenic influence is strong. 
Previous modeling studies that reported no significant bias against the measured isoprene by PTR-MS (e.g., 
Park et al., 2021) may have actually overestimated isoprene if the interference was corrected. Therefore, it 
is necessary to conduct further studies on the calculation and measurements of isoprene emissions in South 
Korea.

Figure 12.  Vertical profiles of benzene (a, b, c, d), toluene (e, f, g, h), formaldehyde (i, j, k, l), and isoprene measured by whole air sampling (m, n, o) over the 
Korea-United States Air Quality (KORUS-AQ) flight tracks for four regions, the whole campaign (“ALL”), the Seoul Metropolitan Area (“SMA,” 37.0°N–37.6°N, 
126.6°E–127.7°E), Inland South Korea (“Inland,” 35.0°N–37.0°N, 127.0°E–129.0°E), and the Yellow Sea (30.0°N–38.0°N, 123.0°E–125.0°E). Isoprene over the 
Yellow Sea is not shown due to insufficient data points above detection. The regions defined in this plot are shown in Figure S11 in Supporting Information S1. 
The model median values from the three simulations are plotted—KORUS_D (KORUSv5 with diurnal cycle applied to emissions; square, solid line), KORUS_M 
(KORUSv5 without diurnal cycle of emissions; circle, dotted line), and CAMS_D (CAMSv5.1 with diurnal cycle applied to emissions; triangle, dashed line), for ne30 
(blue), ne60 (green), ne30x8 (red), and ne30x16 (purple) grid resolutions.
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Both ozone and CO are underestimated in the model (Figure 13), which is consistent with the findings of previous 
studies during KORUS-AQ (Gaubert et al., 2020; Oak et al., 2019; Park et al., 2021; Tang et al., 2018). As NO 
and NO2 are generally well captured by the model (Figure 10) but formaldehyde is underestimated (mean biases 
are −25% and −34% for ne30 and ne30x16, respectively), the underestimation of ozone is likely due to missing 
VOCs and OVOCs in the model. According to Schroeder et al. (2020), the ozone production environment in the 
SMA is a VOC-limited regime. Oak et al. (2019) showed that enhancing the detailed aromatic chemistry leads to 
better simulated ozone due to increased NO to NO2 conversion. Chemical mechanisms in atmospheric chemistry 
models, including MUSICAv0, have been simplified for alkanes such as butane and pentanes, which can also 
lead to lower performance of ozone simulations in high-resolution models due to missing chemical pathways such 
as converting NO to reservoir species and thus reducing the NOx titration effect. On the other hand, the use of 
KORUSv5 increases ozone in the lower troposphere, likely due to the overall increase in VOC emissions in the 
KORUSv5 inventory (Table 1), highlighting the importance of detailed local information.

The underestimation of CO in models is a persistent issue, not confined to KORUS-AQ but applying to other 
regions especially throughout the Northern Hemisphere (Emmons et al., 2020). Gaubert et al.  (2020) investi-
gated the CO underestimation in models during KORUS-AQ and suggested the cause to be an underestimation 
of anthropogenic CO sources in East Asia (up to 80% for northern China). The underestimation of CO is not 

Figure 13.  Vertical profiles of O3 (a, b, c, d) and CO (e, f, g, h) over the Korea-United States Air Quality (KORUS-AQ) flight tracks for four regions, the whole 
campaign (“ALL”), Seoul Metropolitan Area (“SMA,” 37.0°N–37.6°N, 126.6°E–127.7°E), Inland South Korea (“Inland,” 35.0°N–37.0°N, 127.0°E–129.0°E), and the 
Yellow sea (30.0°N–38.0°N, 123.0°E–125.0°E). The regions defined in this plot are shown in Figure S11 in Supporting Information S1. The model median values from 
the three simulations are plotted—KORUS_D (KORUSv5 with diurnal cycle applied to emissions; square, solid line), KORUS_M (KORUSv5 without diurnal cycle of 
emissions; circle, dotted line), and CAMS_D (CAMSv5.1 with diurnal cycle applied to emissions; triangle, dashed line), for ne30 (blue), ne60 (green), ne30x8 (red), 
and ne30x16 (purple) grid resolutions.
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improved by changing the model resolution (−39% in ne30 to −38% in ne30x16), implying that other processes 
(e.g., emission, chemical mechanism) than grid resolution are important.

Overall, the model simulation results are improved for several species (OH, NO, NO2, and toluene) with the use of 
high-resolution grids, but this is not always the case (e.g., PAN and formaldehyde). The evaluation of the model 
against aircraft measurements shows that the resolution of the grid does not have a significant impact on the simu-
lation of major air pollutants like ozone and CO. Contrary to the results in Section 3.3, applying diurnal factors to 
emissions does not show an improvement in the model when compared to aircraft observations, because the diur-
nal variation has the greatest impact within the boundary layer at night, when there are no aircraft measurements 
available.

4.2.  Surface Measurements

The comparison of the model simulations to the observed ozone and CO at four different locations—Olympic 
Park (urban), Taehwa Forest (urban downwind), Baengnyeong Island (rural), and Fukue Island (remote) is shown 
in Figure 14. Analogous to the aircraft comparison, the model generally underestimates surface ozone. However, 
contrary to the aircraft comparison, which shows all model simulations underestimate the observed ozone by 
more than 10 ppbv at the lowest level over the SMA (Figure 13b), some simulation cases reproduce the observed 
surface ozone with no significant bias. The global ne30 grid generally provides the best reproduction  of  observed 
ozone, and the effect of grid resolution becomes less important for rural/remote regions. The use of the KORUSv5 
emission inventory with detailed local statistics generally improves the model performance. However, the 
best-performing model case (KORUS_M; red dashed line) may have achieved the right results for the wrong 

Figure 14.  Model evaluation of average diurnal profiles of surface ozone (left two columns) and CO (right two columns) during the entire Korea-United States Air 
Quality campaign (1 May to 10 June 2016) at four observation sites (Olympic Park, 127.124°E, 37.522°N; Taehwa Forest, 127.311°E, 37.312°N; Baengnyeong Island, 
124.617°E, 37.950°N; Fukue Island, 128.68°E, 32.75°N). Observations are shown in black, and model results are shown in blue (CAMS_D [solid] and CAMS_M 
[dashed]) and red (KORUS_D [solid], KORUS_M [dashed], and KORUS_DN [dotted]).
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reason, as this coarse model with no diurnal cycle shows the best results. The simulated ozone decreases as the 
model resolution increases from ne30 to ne30x8 (not shown) but ne30x8 and ne30x16 show similar levels of 
ozone, indicating convergence of the model results after reaching a specific resolution (ne30x8 in this case).

Carbon monoxide is again underestimated at the surface with the difference between model cases increasing 
(Figure 14). The differences between models over the SMA (or at Olympic Park) are ∼20 ppbv for the aircraft 
comparison and ∼100 ppbv for the surface comparison. The difference driven by the emission inventory is more 
noticeable at the surface even in remote regions (Fukue). Unlike ozone, the model using CAMS-GLOB-ANTv5.1 
shows better evaluation results, due to its two times higher CO emissions over South Korea, highlighting the 
importance of emission inventory selection. This demonstrates that one emission inventory is not necessarily 
superior to another for all chemical species. In general, model results at the surface are more affected by grid 
resolution and emissions, than by the aircraft evaluation.

5.  Conclusions
The recent advancements in global chemistry models have made it possible to simulate chemical species on 
unstructured grids with variable resolution. The new chemistry model framework MUSICA, which is being 
developed at NCAR in collaboration with the atmospheric chemistry community, offers the capability to conduct 
global simulations with regional refinement down to several kilometers. This study aimed to provide a compre-
hensive analysis of the impact of grid resolution and emission inventory on the simulation of various chemical 
species. Despite the significant changes in chemical species that occur due to grid resolution, there is limited 
information available to determine the optimal set-up for high-resolution simulations. The findings of this study 
can serve as the basis for next-generation models with variable resolution. Our main findings are as follows.

•	 �For chemical concentrations at the surface level, the model results can vary up to 10 times due to grid 
resolution, depending on the species and location. The grid resolution is especially important for chemical 
species with these characteristics: (a) high spatial gradients in emission flux, (b) high reactivity (or short 
lifetime), and (c) dominated by primary emission sources. However, the model resolution also plays a 
significant role in the simulation of species with low reactivity or secondary species (e.g., surface ozone 
and formaldehyde). Additionally, variations in nighttime NO3 concentrations due to changes in grid reso-
lution can greatly affect the formation of organic nitrates resulting from the branching ratios of VOC 
oxidation.

•	 �OH reactivities can change by up to a factor of three depending on the grid resolution over urban areas. 
The OH reactivities in mountainous areas show relatively similar levels across the different grid resolutions, 
however, the diurnal cycle and the proportion of different species contributing to OH reactivity vary. The 
high-resolution grid can be important for regions with small mountains such as South Korea, where cities are 
typically located within 50 km of the mountains.

•	 �While isoprene emissions are consistently modeled across configurations and resolutions, the total LAI values 
differ substantially between SP and BGC simulations. Hence, the consistency found in this study cannot 
ensure equivalence in other regions or time periods. Since various factors are used to calculate biogenic emis-
sions in MUSICAv0, future studies using the prognostic LAI will need to evaluate the land model variables 
first, especially if the results are heavily impacted by biogenic emissions.

•	 �Although changes due to the two different emission inventories used here are generally less than changes due 
to grid resolutions, the emission inventory with detailed local information is important for predicting several 
chemical species (e.g., SO2, toluene, ethane over South Korea). Imposing the diurnal cycle on monthly emis-
sions is also essential for nighttime chemistry and chemical species with strong diurnal variations (e.g., ozone, 
NOx, NO3). NOx speciation does not affect the simulation significantly even at a 7 km resolution.

•	 �In terms of evaluating the model against aircraft measurements, simulations with high-resolution grids 
generally show better results, but not always. The concentrations of NOx, OH, HNO3, and toluene are better 
represented in high-resolution grid simulations, while PAN and formaldehyde are closer to observations in 
coarse-model grid simulations. There are no significant changes in the simulation of benzene, ozone, and CO. 
Surface CO is slightly improved in high-resolution simulations, particularly over urban areas, but the emission 
inventory has a more significant impact. Surface ozone is greatly underestimated in high-resolution grids due 
to the NOx titration effect. The coarse model (ne30) with no diurnal cycle shows the best results in reproducing 
ozone, which is likely due to compensating errors.
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•	 �While there are substantial changes in simulated chemical concentrations between the ne30 and ne60 resolu-
tions, and the ne60 and ne30x8 resolutions, the differences between the ne30x8 and ne30x16 resolutions are 
small. In terms of computational efficiency, the ne30x8 (∼14 km) resolution would be sufficient for simulat-
ing chemistry over South Korea or other regions where the distance between cities and mountains is greater 
than in South Korea. The computational costs required for the ne30, ne60, ne30x8, and ne30x16 resolutions 
(KORUS_D) are 11k, 72k, 117k, and 241k pe-hr year −1, respectively, on the NCAR Cheyenne supercomputer.

The results of this study can be useful for chemical mechanism development, which is typically done using coarse 
grid global models (Bates et al., 2021; Schwantes et al., 2020). When evaluating the chemistry model against 
surface observations or aircraft measurements over urban areas, it is important to consider the grid resolution 
effects, as illustrated in Schwantes et al. (2022). However, the effects vary depending on the species, location, 
and time, and it is particularly important for reactive VOCs and nocturnal chemistry. The grid resolution is not a 
significant factor for CO, HNO3, PAN, and formaldehyde. The high-resolution model performed poorly compared 
to the low-resolution model when evaluating ozone, highlighting the importance of utilizing high-resolution grids 
when incorporating new chemistry findings, conducting data assimilation, and developing parameterizations in 
urban areas in future studies.

This is the first case study that systematically showed the advantages and disadvantages of regional refinement 
grids in various aspects. While the use of regional refinement grids within a global model has the potential to 
benefit air quality modeling studies, further efforts are required to improve the accuracy of their predictions. 
For example, this study focuses only on gas-phase chemistry, not aerosol chemistry, and is limited to a specific 
region and season. For longer-term climate studies, the findings in this study may not be important in terms of the 
Earth's radiation budget, unless the high-resolution grid is applied to the whole globe. Further case studies with 
regional refinement techniques will be necessary to fully understand the systematic characteristics of chemistry 
simulations.

Data Availability Statement
Aircraft and surface measurements during the KORUS-AQ field campaign are available at the NASA data 
archive: https://www-air.larc.nasa.gov/missions/korus-aq/. MUSICAv0 is a configuration of CESM2.2, which 
is an open-source community model available from: https://github.com/ESCOMP/CESM. The code modifica-
tions for including diurnal cycle of anthropogenic emissions, grid information files, and simulation results are 
available at [https://doi.org/10.5281/zenodo.8044736]. CAMS-GLOB-ANTv5.1 emission inventory is available 
at ECCAD database (https://eccad.aeris-data.fr). The KORUSv5 emission inventory is available at http://aisl.
konkuk.ac.kr/#/emission_data/korus-aq_emissions.
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