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1 Introduction

This Master thesis is about backward stochastic differential equations (BSDEs) with jumps. The motivation for this topic was a suggestion from my supervisor Bernt Øksendal after we both attended classes in the course MAT4760 about BSDEs with Brownian noise. I wanted to write mainly a theoretical thesis and this topic seemed like a good way to do this in addition to learn some of the theory and calculus of Lévy processes.

The purpose of my thesis will be to look at theory about BSDEs from the article [11] we used in MAT4760 and see if it is possible to generalize it to include jumps. The formulation we gave on the application for approval of study plan was the following:

The purpose of this Master project is to study properties of backward stochastic differential equations (BSDEs) with jumps. Topics that will be investigated include existence and uniqueness theorems, comparison theorems, dependence on parameters, concave generators, BSDEs with larger filtrations, Malliavin calculus and applications to finance.

Writing this introduction just before deadline, I realize that I have achieved many, but not all of these tasks. I have focused on the theory, and not on applications. I have also not looked at concave generators. The rest of the topics, I have managed to dive into. All but BSDEs with larger filtrations I have managed to generalize. Also, because both dependence of parameters and Malliavin calculus include some sort of derivative, I have studied the combination of these two derivatives.

The thesis be organized as follows. In section 2 I give a brief introduction to Lévy processes and some basic definitions before we state the general problem. I will also discuss why studying BSDEs is interesting. In section 3 I prove existence and uniqueness which shows that there is something to study. Then I go on studying a special case known as linear BSDEs in section 4. Here I am able to give an explicit solution. This is further used to prove a comparison theorem in section 5. After this I study dependence on a parameter, both continuity and differentiability, in section 6. In section 7, I first use some of space both defining the Malliavin derivative for the combined Wiener and jump case and stating some preliminary results. Then I prove a result regarding differentiability of the solution. In section 8 I combine section 6 and 7 looking at the derivative in both the parameter and the Malliavin sense combined.
2 Preliminaries

2.1 Basics on Lévy processes

Let us briefly recall some basic properties of Lévy processes. The notation and topics are mainly from \[10\], chapter 9. This is briefly what we need this thesis about Lévy processes. Additional theory about the Fréchet derivative and Malliavin calculus will be given in chapter 6 and 7 respectively.

Let \( \eta \) be a one-dimensional Lévy process on a complete probability space \((\Omega, \mathcal{F}, P)\). From theorem 30 in \[24\] we know that \( \eta \) has a càdlàg modification, and we will always use this modification. We define the jumps of \( \eta \) by \[ \Delta \eta_t = \eta_t - \eta_{t^-} \], where \( \eta_{0^-} = \eta_0 = 0 \).

Let \( R_0 = \mathbb{R} \setminus 0 \) and define \( \mathcal{B}(R_0) \) as the \( \sigma \)-algebra generated by the Borel sets \( U \subset \mathbb{R} \) such that \( \overline{U} \subset R_0 \). We may now define a family of set functions on \( \mathcal{B}(R_0) \) by

\[
N(t, U) = \sum_{0 \leq s \leq t} I(\Delta \eta_s \in U), \quad U \in \mathcal{B}(R_0), \quad t \geq 0. \tag{1}
\]

Because \( \eta \) is càdlàg, we know that \( N(t, U) < \infty \) for all \( U \in \mathcal{B}(R_0) \) with closure not containing zero. Further, (1) defines a Poisson random measure \( N \) on \( \mathcal{B}(0, \infty) \times \mathcal{B}(R_0) \) given by

\[
(a, b] \times U \rightarrow N(b, U) - N(a, U), \quad 0 < a \leq b, \quad U \in \mathcal{B}(R_0),
\]

with its standard extension. This random measure is called the jump measure of \( \eta \), and we use the notation \( N(dt, dz), t > 0, z \in R_0 \), for the differential form of the jump measure.

The Lévy measure \( \nu \) of \( \eta \) is defined by

\[
\nu(U) = E[N(1, U)], \quad U \in \mathcal{B}(R_0),
\]

which is known to satisfy the condition

\[
\int_{\mathbb{R}_0} \min(1, z^2) \nu(dz) < \infty.
\]

Further, we define the compensated jump measure \( \tilde{N} \) on \( \mathcal{B}(\mathbb{R}) \times \mathcal{B}(R_0) \) by

\[
\tilde{N}(dt, dz) = N(dt, dz) - \nu(dz)dt.
\]

Let \( W \) be a brownian motion on \((\Omega, \mathcal{F}, P)\), and let \( \{\mathcal{F}_t\}_{t \geq 0} \) be the filtration generated by \( W \) and \( \tilde{N} \) where \( \mathcal{F}_0 \) contains all the \( P \)-null sets of \( \mathcal{F} \).

Now, from \[10\], theorem 9.3, we know that \( \eta \) has the following representation

\[
\eta_t = at + \sigma W_t + \int_0^t \int_{|z| \leq 1} z \tilde{N}(ds, dz) + \int_0^t \int_{|z| \geq 1} z N(ds, dz)
\]
for some real numbers $a_1, \sigma$. We will, however, assume that $\eta$ satisfies $E[\eta_t^2] < \infty$ for all $t \geq 0$. Then $\int_{|z| \geq 1} |z|^2 \nu(dz) < \infty$, and $\eta$ has the representation

$$\eta_t = a_1 t + \sigma W_t + \int_0^t \int_{R_0} z \tilde{N}(ds,dz),$$

where $a = a_1 + \int_{|z| \geq 1} |z| \nu(dz)$.

Motivated by this representation of $\eta$, we define a class of processes $V = V_t, t \geq 0$, admitting the stochastic integral representation in the form

$$V_t = x + \int_0^t \alpha_s ds + \int_0^t \beta_s dW_s + \int_0^t \int_{R_0} \gamma_s(z) \tilde{N}(ds,dz)$$

with $\alpha, \beta$ and $\gamma$ predictable. The term predictable will be defined in section 2.2. For the integrals to be defined, we need the following assumption:

$$\int_0^T [||\alpha_s| + \beta_s^2 + \int_{R_0} \gamma_s^2(z) \nu(dz)] ds < \infty \quad \text{a.s.}$$

Now all the integrals are well defined, and it is well known that the stochastic integrals are local martingales. If we strengthen this condition to

$$E\left[\int_0^T [||\alpha_s| + \beta_s^2 + \int_{R_0} \gamma_s^2(z) \nu(dz)] ds\right] < \infty,$$

then the corresponding stochastic integrals are martingales. This will mainly be the case in this thesis.

Finally, we will use the following short-hand differential form of (2) to some degree:

$$dV_t = \alpha_t dt + \beta_t dW_t + \int_{R_0} \gamma_t(z) \tilde{N}(dt,dz)$$

$$V_0 = x.$$

We call these processes Itô-Lévy processes.

### 2.2 The problem

Let $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, P), \eta, \tilde{N}$ and $W$ be as in the previous section. The underlying problem for this thesis, will be to find solutions $(X_t, Z_t, K_t(z))$ in an appropriate space satisfying

$$dX_t = -f(t, X_t, Z_t, K_t(\cdot)) dt + Z_t dW_t + \int_{R} K_t(z) \tilde{N}(dt,dz)$$

$$X_T = \xi$$

(4)
for some appropriate \((f, \xi)\), a fixed \(T > 0\) and where \(f\) depends on the operator \(K_t(\cdot)\) which from now on, for notational simplicity, will be written as \(K_t\). In all the following, we will need definitions that follows.

Let \(\mathcal{P}\) be the smallest \(\sigma\)-algebra on \(\Omega \times [0, T]\) such that all left-continuous, adapted processes are measurable. A \(\mathcal{P}\)-measurable process \(\phi : \Omega \times [0, T] \rightarrow \mathbb{R}\) will be called predictable. Further, let \(\mathcal{P}'\) be the smallest \(\sigma\)-algebra on \(\Omega \times [0, T] \times \mathbb{R}_0\) such that all mappings \(\theta : \Omega \times [0, T] \times \mathbb{R}_0 \rightarrow \mathbb{R}\) with the following properties are measurable:

1. \(\forall t > 0\), \((\omega, x) \rightarrow \theta(\omega, t, x)\) is \(\mathcal{F}_t \times \mathcal{B}(\mathbb{R}_0)\)-measurable
2. \(\forall (\omega, x), t \rightarrow \theta(\omega, t, x)\) is left continuous.

A mapping \(\theta' : \Omega \times [0, T] \times \mathbb{R}_0 \rightarrow \mathbb{R}\) which is \(\mathcal{P}'\)-measurable, will also be called predictable.

Now, define the following spaces for all \(\beta \geq 0\):

- \(L^2_{\mathcal{F}_T, \beta}(\mathbb{R})\): The space of all \(\mathcal{F}_T\)-measurable random variables \(X : \Omega \rightarrow \mathbb{R}\) such that \(\|X\|_{2, \beta} = E[e^{\beta T}|X|^2] < \infty\).
- \(S^2_{\mathcal{T}, \beta}\): The space of all adapted, càdlàg processes \(\gamma : \Omega \times [0, T] \rightarrow \mathbb{R}\) such that \(\|\gamma\|_{2, \beta} = E[e^{\beta T}\sup_{0 \leq t \leq T} |\gamma_t|^2] < \infty\).
- \(H^2_{\mathcal{F}_T, \beta}(\mathbb{R})\): The space of all predictable processes \(\phi : \Omega \times [0, T] \rightarrow \mathbb{R}\) such that \(\|\phi\|_{2, \beta} = E[\int_0^T e^{\beta t} |\phi_t|^2 dt] < \infty\).
- \(\bar{H}^2_{\mathcal{T}, \beta}(\mathbb{R})\): The space of all predictable mappings \(\theta : \Omega \times [0, T] \times \mathbb{R}_0 \rightarrow \mathbb{R}\) such that \(\|\theta\|_{2, \beta} = E[\int_0^T \int_{\mathbb{R}} e^{\beta t}|\theta_t(z)|^2 \nu(dz) dt] < \infty\).
- \(\mathcal{V}_\beta = S^2_{\mathcal{T}, \beta} \times H^2_{\mathcal{F}_T, \beta}(\mathbb{R}) \times \bar{H}^2_{\mathcal{T}, \beta}(\mathbb{R})\), which will be our solution space.
- \(\mathring{L}^2_{\mathcal{F}_T}(\mathbb{R}_0, \mathcal{B}(\mathbb{R}_0), \nu)\): The space of all \(\mathcal{B}(\mathbb{R}_0)\)-measurable mappings \(\psi : \mathbb{R}_0 \rightarrow \mathbb{R}\) such that \(\|\psi\|_{2, \beta} = \int_{\mathbb{R}_0} |\psi(z)|^2 \nu(dz) < \infty\).

For notational simplicity, we skip the subscripts on the norms when the norm being used is clear, but specify \(\beta\), e.g. \(\|\phi\|_{H^2_{\mathcal{F}_T, \beta}(\mathbb{R})} = \|\phi\|_{\beta}\). When \(\beta = 0\) we also skip the \(\beta\), so that \(\|\phi\|_{H^2_{\mathcal{F}, \beta}(\mathbb{R})} = \|\phi\|\). Notice that all the norms defined will be equivalent for different choices \(\beta\). The motivation for introducing the \(\beta\) is from [11] and makes the answers slightly nicer.

**Definition 2.1.** Suppose \(\xi \in L^2_{\mathcal{F}_T, \beta}(\mathbb{R})\) and that \(f : \Omega \times [0, T] \times \mathbb{R} \times \mathbb{R} \times \mathring{L}^2_{\mathcal{F}_T}(\mathbb{R}_0, \mathcal{B}(\mathbb{R}_0), \nu) \rightarrow \mathbb{R}\) satisfies

- \(f\) is \(\mathcal{P} \times \mathcal{B}(\mathbb{R}) \times \mathcal{B}(\mathbb{R}) \times \mathcal{B}(\mathring{L}^2_{\mathcal{F}_T}(\mathbb{R}_0, \mathcal{B}(\mathbb{R}_0), \nu))\)-measurable
• there exists a $C_1$ such that for all $(x^i, z^i, k^i) \in \mathbb{R} \times \mathbb{R} \times \dot{L}^2_T(\mathbb{R}_0, \mathcal{B}(\mathbb{R}_0), \nu)$, $i = 1, 2$ and for $\mathcal{F} \times \mathcal{B}([0, T])$-a.a. $(\omega, t)$,

$$f(t, 0, 0, 0) \in H^2_T$$

$$|f(t, x^1, z^1, k^1) - f(t, x^2, z^2, k^2)| \leq C(|x^1 - x^2| + |z^1 - z^2| + \|k^1 - k^2\|).$$

Then $(\xi, f)$ is called a standard parameter. We will sometimes call $\xi$ the end point and $f$ the generator.

**Definition 2.2.** Given a standard parameter $(f, \xi)$, a solution to the BSDE associated to $(f, \xi)$ is a triple $(X, Z, K) \in \mathcal{V}$ that satisfies (4).

Note that $X$ is an Itô-Lévy process satisfying (3). Now, let us define two other classes of parameters:

**Definition 2.3.** Suppose the pair $(f, \xi)$ is such that $\xi \in L^2_T$ and $f$ satisfies

$$f(t, x, z, k) = g(t, x, z, \int_{\mathbb{R}_0} \Psi_t(y) k(y) \nu(dy)),$$

(5)

where $\Psi$ is predictable and satisfies

$$c^\Phi_2(1 \land |y|) \leq \Psi_t(y) \leq c^\Phi_2(1 \land |y|), \quad \mathcal{F} \times \mathcal{B}([0, T]) \times \mathcal{B}(\mathbb{R}_0) - a.e.,$$

for a $c^\Phi_2 \in (-1, 0]$ and a $c^\Phi_2 \geq 0$. Further, suppose $g$ is a $\mathcal{P} \times \mathcal{B} \times \mathcal{B} \times \mathcal{B}$-measurable function and there exists a constant $C_g \in \mathbb{R}$ such that for all $(x^i, z^i, r^i) \in \mathbb{R} \times \mathbb{R} \times \mathbb{R}$, $i = 1, 2$ and for $\mathcal{F} \times \mathcal{B}([0, T])$-a.a. $(\omega, t)$, we have

$$g(t, 0, 0, 0) \in H^2_T$$

$$|g(t, x^1, z^1, r^1) - g(t, x^2, z^2, r^2)| \leq C_g(|x^1 - x^2| + |z^1 - z^2| + |r^1 - r^2|).$$

Then we call $(f, \xi)$ a quasi-strong standard parameter. If in addition we have that for all $(x, z) \in \mathbb{R} \times \mathbb{R}$ and for all $r^i \in \mathbb{R}$, $i = 1, 2$

$$|g(t, x, z, r^1) - g(t, x, z, r^2)| \leq |r^1 - r^2|, \quad \mathcal{F} \times \mathcal{B}([0, T]) - a.e.$$

we call $(f, \xi)$ a strong standard parameter.

Note that a quasi-strong standard parameter is also a standard parameter, because from Hölder’s inequality we have

$$|g(t, x, z, \int_{\mathbb{R}_0} \Psi_t(y) k_1(y) \nu(dy)) - g(t, x, z, \int_{\mathbb{R}_0} \Psi_t(y) k_2(y) \nu(dy))| \leq$$

$$C_g \int_{\mathbb{R}_0} |\Psi_t(y) (k_1(y) - k_2(y)) \nu(dy))|$$

$$C_g \int_{\mathbb{R}_0} \Psi_t(y)^2 \nu(dy)) |\int_{\mathbb{R}_0} (k_1(y) - k_2(y))^2 \nu(dy))|^{\frac{1}{2}} \leq D \|k_1 - k_2\|,$$
for a $D > 0$, because $\int_{\mathbb{R}_0^+} \Psi_t(y)^2 \nu(dy)$ is bounded by assumption.

The reason why we define this subset of the standard parameters is because some of the results, e.g. the comparison theorem, will not be true for the general standard parameters, but only for strong or quasi-strong standard parameters. The idea of this subset is from [25], where just this comparison theorem is proved. Later we will see that the important class of linear generators is a subset of the quasi-strong generators.

2.3 Why study BSDEs

In addition to being interesting theoretically, the problem of solving a BSDE often occurs in different circumstances. Maybe the most well-known is that of finding the replicating portfolio or the price of a contingent claim. This problem must necessarily be of a backward kind, because we know where we are supposed to end, the contingent claim, and we want to find where to start and how to get there. For instance, suppose the market is of the following type (of course with sufficient conditions for all the integrals to be well defined):

1. A risk free asset, where the price at time $t$, $S^0_t$, solves

   $$
   dS^0_t = r_t S^0_t dt \\
   S^0_T = 1.
   $$

2. A risky asset, which price at time $t$, $S_t$, solves

   $$
   dS_t = S_t \left[ \mu_t dt + \sigma_t dW_t + \int_{\mathbb{R}_0} \gamma_t(z) \tilde{N}(dt, dz) \right] \\
   S_T > 0.
   $$

Suppose further that the process $(\phi^0_t, \phi_t)$ is the amount of each asset held at each time $t$, $X$ is the wealth process and $\xi$ is the claim. Then we can show that $X$ solves the equation

   $$
   dX_t = \left[ X_t r_t + \phi_t S_t (\beta_t - r_t) \right] dt + \phi_t S_t \sigma_t dW_t + \int_{\mathbb{R}_0} \phi_t S_t - \gamma_t(z) \tilde{N}(dt, dz) \\
   X_T = \xi.
   $$

If $\xi$ is attainable, and we give further conditions, the solution of the BSDE

   $$
   dX_t = \left[ X_t r_t + Y_t \frac{\beta_t - r_t}{\sigma_t} \right] dt + Y_t dW_t + \int_{\mathbb{R}_0} K_t(z) \tilde{N}(dt, dz) \\
   X_T = \xi
   $$

gives us the replicating portfolio and the price.
As is well known, all claims are replicable in the classical Brownian Black and Scholes market. In this market, where jumps are allowed, we see that the solution of the BSDE have to “match” both $Z_t = \phi_t S_t \sigma_t$ and $K_t(z) = \phi_t S_t \gamma_t(z)$. Thus this market is, except for very trivial cases, incomplete. Often there are additional assumptions added, which would make the Black and Scholes market incomplete and hence make the jump market even “more incomplete”.

So to give a price to a non-replicable claim, one has to define what the price should be and find a technique to get the price. Often this means to pick the “best” claim or claims that are replicable and use its or their price to define the price of the claim in question.

An example I have seen, is when this takes the form of a sequence of BSDEs in [7]. Here, pricing of American options with constrained portfolios is the topic. This problem is solved using a penalization method, where a sequence of BSDEs is penalized more and more for going outside the constraint by adding an extra term in the generator. The limit is then what we are interested in. Of course, limit results about BSDEs are needed here.

Another exciting application of BSDEs, is solving a classical differential equation. This is done by studying a coupled forward-backward system. If the solution is $X_t^p$, where $t$ is the time variable and $u$ is the starting time, one can show that $X_t^p$ is a deterministic function which also is a viscosity solution of the differential equation. This is done in the Brownian case in theorem 4.2 in [11], the article I have been working with, and was originally a problem I wanted to study. Unfortunately for me, it is generalized to include jumps in [3].

After finishing chapter 7 in the beginning of March, I wanted a last project to work on. As you will see, this project became a theoretical result combining two derivatives. However, my wish was to have an application, both because then I could add “with applications” to the name of the thesis, and, most important, because it would be interesting. In fact, I worked with two problems before I studied the topics in chapter 8. For different reasons, I had to abandon both researches and instead, I will mention them here as more exciting applications of BSDE theory.

The first problem was a suggestion from my supervisor. That is, to try to generalize the results from [13] to include jumps. The problem is to maximize the utility of a small investor with a constraint on his portfolio in a market with noise. This is another example where the penalization method is applied, and limit results from [22] is used for this to work. The results of [22] I found generalized to jumps in [18]. So I started researching this. However, after a week or two I stumbled upon the preprints [21] and [20] from a PhD thesis where this is done.[13] is generalized.

The other problem was to generalize [5]. Here, an optimal superhedging portfolio with constraints is found in a Brownian market, also this using a
penalization method. I worked with this for a few weeks, but the complexity of the problem soon became clear. In the Brownian setting, we approximate the problem, the unattainable portfolio, with attainable portfolios. This we cannot do in the jump setting. So this problem I would have to overcome. I have not found any articles looking at this problem for jumps, so as far as I know, this is an open problem.

The conclusion is that there are many good reasons for studying BSDEs. In finance the jump markets are known to give more flexibility to modelling. The book [8], for instance, has much material on this. Even though I do not have any applications, there certainly is potential. After some of the results, I will comment on this.

3 Existence and uniqueness

For any analysis about BSDEs on the form (4) to be done, a discussion about existence and uniqueness must be done. The existence and uniqueness result has been done by many authors. Examples I was able to find include [26] and [3].

The classical way to prove existence and uniqueness is by giving some sort of a priori estimates. Using these estimates, a contraction is constructed which fixpoint is the unique solution of the BSDE. This is because the contraction lives on a Banach space.

I will do this with the equivalent $\beta$-norms, which is not done in [26] and [3]. This is because this is the way it is done in [11] which is the article I am generalizing. Still, the idea is the same.

The difficulty in my approach is to make some terms vanish in the a priori estimates. But when these estimates are established, the existence and uniqueness are proven exactly the same way as in [11]. This is due to the martingale representation theorem for jumps.

Before the results, we make an observation.

**Proposition 3.1.** Let $(f, \xi)$ be a standard parameter and suppose $(X, Z, K) \in H^2_T \times H^2_T \times \hat{H}^2_T$ solves (4). Then $X \in S^2_T,\beta$.

**Proof.** We observe that

$$\sup_{0 \leq t \leq T} |X_t| \leq |\xi| + \int_0^T |f(s, X_s, Z_s, K_s)| ds +$$

$$\sup_{0 \leq t \leq T} \left| \int_t^T Z_s dW_s \right| + \sup_{0 \leq t \leq T} \left| \int_t^T K_s(z) \tilde{N}(ds, dz) \right|.$$

Now, $E[|\xi|^2 + \int_0^T |f(s, X_s, Z_s, K_s)|^2 ds] < \infty$ because $(f, \xi)$ are standard
parameters. Further we have that
\[
\sup_{0 \leq t \leq T} |\int_t^T \int_{\mathbb{R}} K_s(z) \tilde{N}(ds, dz)| \leq \\
|\int_0^T \int_{\mathbb{R}} K_s(z) \tilde{N}(ds, dz)| + \sup_{0 \leq t \leq T} |\int_0^t \int_{\mathbb{R}} K_s(z) \tilde{N}(ds, dz)|.
\]
Here \(|\int_0^T \int_{\mathbb{R}} K_s(z) \tilde{N}(ds, dz)|\) is square integrable by assumption. Because \(M_t := \int_0^t \int_{\mathbb{R}} K_s(z) \tilde{N}(ds, dz)\) is a local martingale, Burkholder’s inequality, see e.g. the discussion after theorem 4.74 in [24], with \(M^*_u := \sup_{0 \leq t \leq u} |\int_0^t \int_{\mathbb{R}} K_s(z) \tilde{N}(ds, dz)|^2\) gives for a constant \(c > 0\) that we have
\[
E[|M^*_T|^2] \leq c E[|M_T|].
\]
Here \([\cdot]\) is the quadratic variation process. From example 1.29 in [16] we have
\[
[M]_t = \int_0^t \int_{\mathbb{R}} |K_s(z)|^2 \nu(dz)ds + \int_0^t \int_{\mathbb{R}} |K_s(z)|^2 \tilde{N}(ds, dz).
\]
Further, from page 62 in [14] or the discussion in section 4.3.2 in [2], we have that \(\int_0^T \int_{\mathbb{R}} |K_s(z)|^2 \tilde{N}(ds, dz)\) is a martingale. So
\[
E[|M^*_T|^2] \leq c E\left[\int_0^T \int_{\mathbb{R}} |K_s(z)|^2 \nu(dz)ds\right] < \infty
\]
and
\[
\sup_{0 \leq t \leq T} |\int_t^T \int_{\mathbb{R}} K_s(z) \tilde{N}(ds, dz)|^2
\]
is integrable. The same argument holds for \(\sup_{0 \leq t \leq T} |\int_t^T Z_s dW_s|\). Thus, \(X \in S^2_{T,\beta}\).

3.1 The a priori estimates

Let \(\beta \geq 0\) and \((f^i, \xi^i), i = 1, 2\) be two standard parameters, and suppose their respective BSDEs admit solutions \((X^i, Z^i, K^i), i = 1, 2\). We define
\[
\begin{align*}
\delta X_t &= X^1_t - X^2_t \\
\delta Z_t &= Z^1_t - Z^2_t \\
\delta K_t(z) &= K^1_t(z) - K^2_t(z) \\
\delta f(t, x^2_t, z^2_t, k^2_t) &= f^1(t, x^1_t, z^1_t, k^1_t) - f^2(t, x^2_t, z^2_t, k^2_t) \\
\delta \xi &= \xi^1 - \xi^2,
\end{align*}
\]
and for notational simplicity, we let
\[
f^1_{i_1i_2i_3i_4} = f^{i_1}(t, X^1_t, Z^1_t, K^1_t), \quad i_1, i_2, i_3, i_4 \in \{1, 2\},
\]
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Theorem 3.2. Under the assumptions over, for any $\kappa > 0$, $\lambda^2, \mu^2 > C$, where $C$ is the Lipschitz constant of $f^1$, and $\beta \geq \kappa^2 + C(\lambda^2 + \mu^2 + 2)$, then $(X^1, Z^1, K^1)$ satisfies
\[
\| \delta X \|_{\mathcal{H}_{\kappa, \beta}}^2 \leq T[e^{\beta T} E[|\delta \xi|^2] + \frac{1}{\kappa^2} \| \delta f \|_{\beta}^2]
\]
\[
\| \delta Z \|_{\mathcal{H}_{\lambda^2, \beta}}^2 \leq \frac{\lambda^2}{\lambda^2 - C} [e^{\beta T} E[|\delta \xi|^2] + \frac{1}{\kappa^2} \| \delta f \|_{\beta}^2]
\]
\[
\| \delta K \|_{\mathcal{H}_{\mu^2, \beta}}^2 \leq \frac{\mu^2}{\mu^2 - C} [e^{\beta T} E[|\delta \xi|^2] + \frac{1}{\kappa^2} \| \delta f \|_{\beta}^2].
\]

Proof. $\delta X_t$ is an Itô-Lévy process, so we can use Itô’s formula, in the form of [16], on $Y_t = e^{\beta t} \delta X^2_t$. Doing this, we get
\[
d(e^{\beta t} \delta X^2_t) = \beta e^{\beta t} \delta X^2_t dt + 2e^{\beta t} \delta X_t \delta Z_t dW_t - (f^{1111}_t - f^{2222}_t) dt + e^{\beta t} \delta Z^2_t dt + \int_{\mathbb{R}_0} e^{\beta t} \delta K_t(z)^2 \nu(dz) dt + \int_{\mathbb{R}_0} e^{\beta t} [\delta K_t(z)^2 - 2\delta X_t \delta K_t(z)] \tilde{N}(dt, dz),
\]
which implies
\[
E[e^{\beta t} \delta X^2_t] = E[e^{\beta T} \delta \xi^2] - \beta E \left[ \int_t^T e^{\beta s} \delta X^2_s ds \right] - E \left[ 2 \int_t^T e^{\beta s} \delta X_s \delta Z_s dW_s \right] + E \left[ \int_t^T 2e^{\beta s} \delta X_s (f^{1111}_s - f^{2222}_s) ds \right] - E \left[ \int_t^T e^{\beta s} \delta Z^2_s ds \right] - E \left[ \int_t^T \int_{\mathbb{R}_0} e^{\beta s} \delta K_s(z)^2 \nu(dz) ds \right] - E \left[ \int_t^T \int_{\mathbb{R}_0} e^{\beta s} [\delta K_s(z)^2 - 2\delta X_s \delta K_s(z)] \tilde{N}(ds, dz) \right].
\]
(8)

To get the result, we have to show that
\[
\int_t^T e^{\beta s} \delta X_s \delta Z_s dW_s
\]
(9)
\[
\int_t^T \int_{\mathbb{R}_0} e^{\beta s} [\delta K_s(z)^2 - 2\delta X_s \delta K_s(z)] \tilde{N}(ds, dz).
\]
(10)
have mean equal to zero. To do this we need a lemma.

Lemma 3.3. Let $M$ be a local martingale satisfying $E[|M|^2] < \infty$ for all $0 \leq t \leq T$. Then $M$ is a martingale.
Proof. Let $M^*_t = \sup_{0 \leq s \leq t} |M_t|$. Then Burkholder’s inequality gives us

$$E[M^*_T] \leq KE[|M|^2_T] < \infty.$$  

Now, let $\sigma$ be a stopping time with $\sigma \in [0, T]$, and $k \geq 0$. Then

$$\int_{|M_t \wedge \sigma| > k} |M_t \wedge \sigma| dP \leq \int_{M_T > k} M_T^2 dP.$$  

Since the expression on the right is independent of $\sigma$, and goes to zero as $k \to \infty$, we conclude that $\{M_{t \wedge \sigma}\}_{\sigma \in [0,T]}$ is uniformly integrable, and we conclude from [15] exercise 1.5.19 (i) that $M$ is a martingale. \qed

If we let $\pi_t = e^{\beta t} \delta X_t \delta Z_t$, we have from [15], proposition 3.2.24, that $\Pi_t = \int_0^t \pi_s dW_s$ is a continuous local martingale and because $2ab \leq a^2 + b^2$ for all $a, b \in \mathbb{R}$, we have

$$E\left[\int_0^T |e^{\beta t} \delta X_t \delta Z_t|^2 dt\right] \leq e^{\beta T} E\left[\sup_{0 \leq s \leq T} |\delta X_s| \sqrt{\int_0^T |\delta Z_t|^2 dt}\right] \leq 2e^{\beta T} \left(E\left[\sup_{0 \leq s \leq T} |\delta X_s|^2\right] + E\left[\int_0^T |\delta Z_t|^2 dt\right]\right) < \infty.$$  

So we conclude that $E[|\Pi|^2_T] < \infty$. Hence, lemma 3.3 gives that $\Pi$ is a martingale, and $E[\Pi_t] = E[\Pi_0] = 0$. This proves that (9) has zero mean.

To show that (10) has zero mean, we get from [14] p.62, that if $\theta : \Omega \times [0, T] \times \mathbb{R}_0 \to \mathbb{R}$ is predictable and satisfies $E[\int_0^T \int_{\mathbb{R}_0} |\theta_t(z)| \nu(dz)dt] < \infty$, then $E[\int_0^T \int_{\mathbb{R}_0} |\theta_t(z)| \tilde{N}(dz, dt)] = 0$. This is satisfied by $e^{\beta t} \delta K_t(z)^2$ by assumption, and hence $E[\int_0^T \int_{\mathbb{R}_0} e^{\beta s} \delta K_s(z)^2 \tilde{N}(ds, dz)] = 0$. We notice further that if we define

$$Y_t = \int_0^t \int_{\mathbb{R}_0} \delta X_s - \delta K_s(z) \tilde{N}(ds, dz),$$  

which is a local martingale, and has quadratic variation $[Y]_t$ given by

$$[Y]_t = \int_0^t \int_{\mathbb{R}_0} \delta X_s^2 - \delta K_s(z)^2 N(ds, dz),$$  

we have, for a constant $c$, by Hölder’s inequality

$$E[|Y|^2_T] = E\left[\left(\int_0^T \int_{\mathbb{R}_0} \delta X_s^2 - \delta K_s(z)^2 N(ds, dz)\right)^{\frac{1}{2}}\right] \leq$$

$$cE\left[\sup_{0 \leq u \leq T} |X_u| \left(\int_0^t \int_{\mathbb{R}_0} \delta K_s(z)^2 N(ds, dz)\right)^{\frac{1}{2}}\right] \leq$$

$$cE\left[\sup_{0 \leq u \leq T} |X_u|^2\right]^{\frac{1}{2}} E\left[\int_0^T \int_{\mathbb{R}_0} \delta K_s(z)^2 N(ds, dz)\right]^{\frac{1}{2}} < \infty.$$
Here, the finiteness follows from the same argumentation as in the proof of proposition 3.1. Therefore we have from lemma 3.3 that (10) has zero mean.

Now (8) is reduced to

\[ E[e^{\beta t} \delta X_t^2] + E \left[ \int_t^T e^{\beta s} \delta Z_s^2 ds \right] + \beta E \left[ \int_t^T e^{\beta s} \delta X_s^2 ds \right] + E \left[ \int_t^T \int_{\mathbb{R}} e^{\beta s} \delta K_s(z)^2 \nu(dz) ds \right] \leq E \left[ e^{\beta T} \delta \xi^2_T \right] + E \left[ \int_t^T 2e^{\beta s} |\delta X_s| |f_s^{1111} - f_s^{2222}| ds \right]. \]

Now, let us split \( f \) in the following way:

\[ |f_{s}^{1111} - f_{s}^{2222}| \leq |f_{s}^{1111} - f_{s}^{1112}| + |f_{s}^{1112} - f_{s}^{1222}| \]
\[ |f_{s}^{1122} - f_{s}^{2222}| + |\delta_{2}f_{s}| \]
\[ \leq C(|\delta X_s| + |\delta Z_s| + |K_s|) + |\delta_{2}f_{s}|. \]

Further, because \( \forall a, b \in \mathbb{R} \) and \( \lambda \neq 0 \), \( 2ab \leq \lambda^2 a^2 + \frac{1}{\lambda^2}b^2 \), we have the inequality

\[ 2X[C(X + Z + K) + D] \leq [\kappa^2 + C(\lambda^2 + \mu^2 + 2)]X^2 + \frac{C}{\lambda^2}Z^2 + \frac{C}{\mu^2}K^2 + \frac{1}{\kappa^2}D^2 \]

for \( X, Z, K, D \in \mathbb{R} \) and \( \lambda, \mu, \kappa > 0 \). Using this, we obtain

\[ E[e^{\beta t} \delta X_t^2] + E \left[ \int_t^T e^{\beta s} \delta Z_s^2 ds \right] + \beta E \left[ \int_t^T e^{\beta s} \delta X_s^2 ds \right] + E \left[ \int_t^T \int_{\mathbb{R}} e^{\beta s} \delta K_s(z)^2 \nu(dz) ds \right] \leq E \left[ e^{\beta T} \delta \xi^2_T \right] + \frac{1}{\kappa^2}E \left[ \int_t^T e^{\beta s} \delta_{2}f_s^2 ds \right]. \]

If we now choose \( \kappa > 0 \), \( \lambda^2, \mu^2 > C \) and \( \beta \geq \alpha^2 + C(\lambda^2 + \mu^2 + 2) \) we get

\[ E[e^{\beta t} \delta X_t^2] + \frac{\lambda^2 - C}{\lambda^2}E \left[ \int_t^T e^{\beta s} \delta Z_s^2 ds \right] + \epsilon E \left[ \int_t^T e^{\beta s} \delta X_s^2 ds \right] + \frac{\mu^2 - C}{\mu^2}E \left[ \int_t^T \int_{\mathbb{R}} e^{\beta s} \delta K_s(z)^2 \nu(dz) ds \right] \leq E[e^{\beta T} \delta \xi^2_T] + \frac{1}{\kappa^2}E \left[ \int_t^T e^{\beta s} \delta_{2}f_s^2 ds \right], \]
where $\epsilon = \beta - \kappa^2 + C(\lambda^2 + \mu^2 + 2) > 0$. To finish the argument, we see that the a priori estimates for $Z$ and $K$ follows immediately. The estimate for $X$ follows by integrating from 0 to $T$ on both sides of the inequality.

These a priori estimates will be used in almost all arguments in the thesis, either directly or indirectly. This is because we got the estimates from Itô’s formula, the fundamental theorem of stochastic calculus. So when we apply the a priori estimates, we have actually done a part of the argument where we would have used Itô’s formula.

Note that with the same argumentation as in proposition 3.1, using Burkholder’s inequality and the a priori estimates, it is straightforward to show that there exists a $c > 0$ such that

$$\|X\|_{S^2_T,\beta} \leq c \|X\|_{H^2_T,\beta}.$$  \hfill (11)

As mentioned, most arguments will depend on the a priori estimate in some form. So because of (11) we can prove convergence and similar arguments under the norm of $H^2_T \times H^2_T \times \hat{H}^2_T$ instead of under the norm of $S^2_T \times H^2_T \times \hat{H}^2_T$.

### 3.2 The existence and uniqueness theorem

In the following comes the fundamental result existence result. Because the existence is proved by the contraction result, uniqueness will automatically follow. We will prove the result in $H^2_T,\beta \times H^2_T,\beta \times \hat{H}^2_T,\beta$ with the norm

$$\| (X', Z', K') \|_{H^2_T,\beta \times H^2_T,\beta \times \hat{H}^2_T,\beta} = \| X' \|_{H^2_T,\beta}^2 + \| Z' \|_{H^2_T,\beta}^2 + \| K' \|_{\hat{H}^2_T,\beta}^2$$

which is known from [4], theorem 6.2, to be a Banach space. But when $(X', Z', K')$ is the solution of a BSDE, it is also contained in $\mathcal{V}$, as we have seen in proposition 3.1.

**Theorem 3.4.** Let $(f, \xi)$ be a standard parameter. Then the BSDE (4) has a unique solution $(X, Z, K) \in \mathcal{V}$.

**Proof.** Let $(X', Z', K') \in H^2_T,\beta \times H^2_T,\beta \times \hat{H}^2_T,\beta$, and define

$$M_t = E \left[ \xi + \int_0^T f(s, X'_s, Z'_s, K'_s) ds \right].$$

Because $(f, \xi)$ is a standard parameter, $\xi + \int_0^T f(s, X'_s, Z'_s, K'_s) ds$ is square integrable and hence $M$ is a square integrable martingale. Then we know from [26], lemma 2.3, that there exists $Z \in H_\beta$, $K \in \hat{H}_\beta$ such that

$$M_t = M(0) + \int_0^t Z_s dW_s + \int_0^t K_s(z) \tilde{N}(ds, dz).$$
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If we now define $X_t = E[\xi + \int_t^T f(s, X_s', Z_s', K_s') ds | F_t]$, we have

$$M_T - M_t = \xi + \int_t^T f(s, X_s', Z_s', K_s') ds - X_t =$$

$$\int_t^T Z_s dW_s + \int_t^T \int_{\mathbb{R}_0} K_s(z) \tilde{N}(ds, dz),$$

and thus

$$X_t = \xi + \int_t^T f(s, X_s', Z_s', K_s') ds -$$

$$\int_t^T Z_s dW_s + \int_t^T \int_{\mathbb{R}_0} K_s(z) \tilde{N}(ds, dz). \quad (12)$$

We have now defined a mapping

$$\Xi : \mathcal{H}^2_{\mathcal{T},\beta} \times \mathcal{H}^2_{\mathcal{T},\beta} \times \hat{\mathcal{H}}^2_{\mathcal{T},\beta} \rightarrow \mathcal{H}^2_{\mathcal{T},\beta} \times \mathcal{H}^2_{\mathcal{T},\beta} \times \hat{\mathcal{H}}^2_{\mathcal{T},\beta}$$

by $(X', Z', K') \rightarrow (X, Z, K)$ from the discussion above. Note that because of proposition 11, this is also a mapping

$$\Xi : \mathcal{H}^2_{\mathcal{T},\beta} \times \mathcal{H}^2_{\mathcal{T},\beta} \times \hat{\mathcal{H}}^2_{\mathcal{T},\beta} \rightarrow \mathcal{V}.$$

Now, because $(\mathcal{H}^2_{\mathcal{T},\beta} \times \mathcal{H}^2_{\mathcal{T},\beta} \times \hat{\mathcal{H}}^2_{\mathcal{T},\beta}, \| \cdot \|_{\mathcal{H}^2_{\mathcal{T},\beta} \times \mathcal{H}^2_{\mathcal{T},\beta} \times \hat{\mathcal{H}}^2_{\mathcal{T},\beta}})$ is a Banach space we only need to show that $\Xi$ is a contraction. Therefore, let $\xi \in \mathcal{L}^2_{\mathcal{T},\beta}$ and $(X^n, Z^n, K^n) \in \mathcal{H}^2_{\mathcal{T},\beta} \times \mathcal{H}^2_{\mathcal{T},\beta} \times \hat{\mathcal{H}}^2_{\mathcal{T},\beta}$ for $i = 1, 2$, and let $(X^i, Z^i, K^i) = \Xi(X^n, Z^n, K^n)$ be defined as above for $i = 1, 2$. Then, from (12) we see that $(X^i, Z^i, K^i)$ is a solution of the BDSE (4) with end point $\xi$ and generator $\bar{f}(t, x, z, k) = f(t, X_t^n, Z_t^n, K_t^n)$ (and thus $\bar{f}$ is constant in the $(x, z, k)$ parameter). Then $(\bar{f}, \xi)$ trivially satisfies the assumptions in definition 2.1 with the Lipschitz constant $C = 0$ for $i = 1, 2$.

If we use the a priori estimates from theorem 3.2 with $C = 0$, $\beta = \kappa^2$, then

$$\| X^1 - X^2 \|_{\beta}^2 \leq \frac{T}{\beta} E \left[ \int_0^T e^{\beta s} |f(s, X_s'^1, Z_s'^1, K_s'^1) - f(s, X_s'^2, Z_s'^2, K_s'^2)|^2 ds \right]$$

$$\| Z^1 - Z^2 \|_{\beta}^2 \leq \frac{1}{\beta} E \left[ \int_0^T e^{\beta s} |f(s, X_s'^1, Z_s'^1, K_s'^1) - f(s, X_s'^2, Z_s'^2, K_s'^2)|^2 ds \right]$$

$$\| K^1 - K^2 \|_{\beta}^2 \leq \frac{1}{\beta} E \left[ \int_0^T e^{\beta s} |f(s, X_s'^1, Z_s'^1, K_s'^1) - f(s, X_s'^2, Z_s'^2, K_s'^2)|^2 ds \right],$$

and because $f$ is Lipschitz with constant $C_f$, this means that

$$\| (X^1 - X^2, Z^1 - Z^2, K^1 - K^2) \|_{\mathcal{H}^2_{\mathcal{T},\beta} \times \mathcal{H}^2_{\mathcal{T},\beta} \times \hat{\mathcal{H}}^2_{\mathcal{T},\beta}}^2 =$$

$$\| X^1 - X^2 \|_{\beta}^2 + \| Z^1 - Z^2 \|_{\beta}^2 + \| K^1 - K^2 \|_{\beta}^2 \leq$$

$$\frac{3C_f^2 T}{\beta} \| (X^1 - X^2, Z^1 - Z^2, K^1 - K^2) \|_{\mathcal{V}_{\beta}}^2.$$
By choosing $\beta > 3C_2^3(T + 2)$ we get the desired property of $\Xi$, and
the BSDE (4) must have a solution which is unique under the norm
$\| \cdot \|_{H^2_{T,\beta} \times H^2_{T,\beta} \times \hat{H}^2_{T,\beta}}$ for all $\beta > 3C_2^3(T + 2)$. Since the $\beta$-norms are equivalent,
this must hold for all $\beta \geq 0$. So because the range of $\Xi$ is $V$, the theorem is
proved. \hfill \square

As in [11], we can make a Picard iterative scheme that converges to the
solution of the BSDE.

**Proposition 3.5.** Suppose a sequence in $V$ is defined by $(X^0, Z^0, K^0)$ and
$(X^{k+1}, Z^{k+1}, K^{k+1})$ as the solution of

$$
dX^{k+1}_t = -f(t, X^k_t, Z^k_t, K^k_t) dt + Z^{k+1}_t dW_t + \int_{R_0} K^{k+1}_t(z) \tilde{N}(dt, dz)
$$

$$
X^{k+1}_T = \xi.
$$

Then $(X^k, Z^k, K^k)$ converges in $V$ to $(X, Z, K)$, where $(X, Z, K)$ is the
solution to the BSDE corresponding to $(f, \xi)$. Further, we have the following
inequalities for all $\beta > 6C_2^3(T + 2)$, where $C$ is the Lipschitz constant of $f$
and the norm used for $(X, Z, K)$ is $\| \cdot \|_{H^2_{T,\beta} \times H^2_{T,\beta} \times \hat{H}^2_{T,\beta}}$:

$$
\| (X^k - X, Z^k - Z, K^k - K) \|_{\beta}^2 \leq \left( \frac{3C_2^3(T + 2)}{\beta} \right)^k \| (X, Z, K) \|_{\beta}^2
$$

$$
\| (X^k, Z^k, K^k) \|_{\beta}^2 \leq \frac{\beta(T + 2)}{\beta - 6C_2^3(T + 2)} \| \xi \|_{\beta}^2 + \frac{2(T + 2)}{\beta - 6C_2^3(T + 2)} \| f(\cdot, 0, 0, 0) \|_{\beta}^2.
$$

**Proof.** Note that the first inequality verifies the convergence. Now, both
inequalities are easily verified by using the a priori estimates recursively. In
the first inequality, we use $f^1 = f(\cdot, X^{k-1}, Z^{k-1}, K^{k-1})$, $f^2 = f$. Because
$f^1$ has Lipschitz constant 0, we choose $\lambda = \mu = 0$ and $\kappa^2 = \beta$. Then we get

$$
\| (X^k - X, Z^k - Z, K^k - K) \|_{\beta}^2 \leq \frac{T + 2}{\beta} \| f(\cdot, X^{k-1}, Z^{k-1}, K^{k-1}) - f(\cdot, X, Z, K) \|_{\beta}^2 \leq \frac{3C_2^3(T + 2)}{\beta} \| (X^{k-1} - X, Z^{k-1} - Z, K^{k-1} - K) \|_{\beta}^2,
$$

and the first inequality follows by recursion.
To prove the second inequality, we use \( f^1 = 0 \) and \( f^2 = f(\cdot, X^{k-1}, Z^{k-1}, K^{k-1}) \) with \( \lambda = \mu = 0 \) and \( \kappa^2 = \beta \). Then
\[
\| (X^k, Z^k, K^k) \|_3^2 \leq (T + 2) \| \xi \|_3^2 + \frac{T + 2}{\beta} \| f(\cdot, X^{k-1}, Z^{k-1}, K^{k-1}) \|_3^2 \leq
\]
\[
(T + 2) \| \xi \|_3^2 + \frac{2(T + 2)}{\beta} \| f(\cdot, 0, 0, 0) \|_3^2 +
\]
\[
\frac{2(T + 2)}{\beta} \| f(\cdot, X^{k-1}, Z^{k-1}, K^{k-1}) - f(\cdot, 0, 0, 0) \|_3^2 \leq
\]
\[
(T + 2) \| \xi \|_3^2 + \frac{2(T + 2)}{\beta} \| f(\cdot, 0, 0, 0) \|_3^2 +
\]
\[
\frac{6(T + 2)C_f^2}{\beta} \| (X^{k-1}, Z^{k-1}, K^{k-1}) \|_3^2.
\]
Again, the result follows by a simple recursion argument.

4 Linear BSDEs with jumps

In this section I will discuss a special class of standard parameters, where the generator has a linear shape, and we will find an explicit solution to \( X \). This was maybe one of the most fascinating result from the BSDE course MAT4760 because of its simplicity, and my supervisor told me this worked in the jump case.

However, when I worked with this result I had not found any articles providing a proof. So this proof is my own in the sense that I have investigated the generalizability of the argumentation in [11]. This is possible, but in [11] the theorem is easily proven because a term trivially is a martingale. Here, much more argumentation is needed to conclude that this term is a martingale. Later in the process I have found this proven for jumps. One example is [12]. It probably is a quite obvious result, but I did this early in the process, and at this stage quite a bit of research had to be done.

4.1 Explicit formula of linear BSDEs

**Theorem 4.1.** Suppose \((X, Z, K) \in \mathcal{V}\) satisfies
\[
dX_t = \left[ \phi_t + \beta_t X_t + \gamma_t Z_t + \int_{R_0} \Psi_t(z) K_t(z) \nu(dz) \right] dt +
\]
\[
Z_t dW_t + \int_{R_0} K_t(z) \tilde{N}(dt, dz),
\]
where \( \phi \in H^2_T \), \( \beta \) and \( \gamma \) are predictable and bounded, and \( \Psi \) is predictable and satisfies
\[
D_2(1 \wedge |z|) \leq \Psi_s(z) \leq D_1(1 \wedge |z|), \quad \mathcal{P}' - a.e.
\]
for a $D_1 \geq 0$ and a $D_2 \in (-1, 0]$. Then $X$ attains the following representation

$$X_t = E\left[\xi 1_T + \int_t^T \Gamma_s \phi_s ds \right| \mathcal{F}_t],$$

where $\Gamma$ is a process which satisfies

$$d\Gamma_s^u = \Gamma_s^u [\beta_s ds + \gamma_s dW_s + \int_{\mathbb{R}_0} \Psi_s(z) \bar{N}(ds, dz)] \quad u < s \leq T$$

$$\Gamma_s^u = 1 \quad 0 \leq s \leq u$$

for $u \in [0, T]$.

Some observations are needed before we prove this theorem. First, from calculus we have that the condition (13) on $\Psi$ gives us the following inequalities

$$c_2 (1 \wedge |z|) \leq ln(1 + \Psi_t(z)) \leq c_1 (1 \wedge |z|)$$

$$c_3 (1 \wedge |z|^2) \leq ln(1 + \Psi_t(z)) - \Psi_t(z) \leq 0$$

for some constants $c_i \in \mathbb{R}, i = 1, 2, 3$. In particular, this holds because we have chosen conditions on $\Psi$ not to be arbitrary close to $-1$.

Second, we have from example 9.6 in [10] that $\Gamma$ has an explicit solution given by

$$\Gamma_t^u = \exp\left\{ \int_u^t [\beta_s - \frac{\gamma_s}{2}] ds + \int_u^t \gamma_s dW_s + \int_u^t \int_{\mathbb{R}_0} [ln(1 + \Psi_s(z)) - \Psi_s(z)] \nu(dz) ds + \int_u^t \int_{\mathbb{R}_0} ln(1 + \Psi_s(z)) \bar{N}(ds, dz) \right\}$$

where (16) and (17) assure us that the integrals in the exponent are well defined. For simplicity, we write $\Gamma_t = \Gamma_t^0$. Notice that we trivially have $\Gamma_t^u = \Gamma_t^0$.

Finally, we see that the linear BSDE here defined, trivially satisfies the assumptions in definition 2.1. In fact we have a quasi-strong standard parameter, so we have a unique solution $(X,Z,K) \in \mathcal{V}$. 
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Proof of theorem 4.1. By applying Itô’s formula on \(X_t\Gamma_t\), we get

\[
d(X_t\Gamma_t) = X_t\Gamma_t[\beta_tdt + \gamma_tdw_t] -
\]

\[
\Gamma_t[\phi_t + \beta_tX_t + \gamma_tZ_t + \int_{\mathbb{R}_0} \Psi_t(z)K_t(z)\nu(dz)]dt +
\]

\[
\Gamma_tZ_tdW_t + \Gamma_t\gamma_tdt + \Gamma_t \int_{\mathbb{R}_0} \Psi_t(z)K_t(z)\nu(dz)dt +
\]

\[
\int_{\mathbb{R}_0} [K_t(z)\Gamma_t - X_t\Gamma_t - \Psi_t(z) + K_t(z)\Gamma_t - \Psi_t(z)]dN(dt, dz)
\]

\[
= -\Gamma_t\phi_tdt + X_t\Gamma_t\gamma_tdw_t + \Gamma_tZ_tdW_t +
\]

\[
\int_{\mathbb{R}_0} [K_t(z)\Gamma_t - X_t\Gamma_t - \Psi_t(z) + K_t(z)\Psi_t(z)]dN(dt, dz).
\]

We see that \(X_t\Gamma_t + \int_0^t \Gamma_s\phi_sds\) is a local martingale. We will show that it actually is a martingale, and hence is the conditional expectation of its end point. This will imply that

\[
X_t\Gamma_t + \int_0^t \Gamma_s\phi_sds = E[X_T\Gamma_T + \int_0^T \Gamma_s\phi_sds|]\mathcal{F_t} \quad \Rightarrow
\]

\[
X_t\Gamma_t = E[X_T\Gamma_T + \int_t^T \Gamma_s\phi_sds|]\mathcal{F_t} \quad \Rightarrow
\]

\[
X_t = E[\xi\Gamma_T + \int_t^T \Gamma_s\phi_sds|]\mathcal{F_t},
\]

and the theorem will be proved.

From [24], theorem 1.51, we have that a sufficient condition for \(X_t\Gamma_t + \int_0^t \Gamma_s\phi_sds\) to be a proper martingale is that \(E[\sup_{0\leq t\leq T} |X_t\Gamma_t + \int_0^t \Gamma_s\phi_sds|] < \infty\). If \(E[\sup_{0\leq t\leq T} |\Gamma_t|^2] < \infty\), this condition is satisfied. To see this, remember that \(X \in S^2_T\) by assumption and therefore

\[
E[\sup_{0\leq t\leq T} |X_t\Gamma_t|] \leq E[\sup_{0\leq t\leq T} |X_t| \sup_{0\leq u\leq T} |\Gamma(u)|]
\]

\[
\leq E[\sup_{0\leq t\leq T} |X_t|^2]^\frac{1}{2} E[\sup_{0\leq t\leq T} |\Gamma_t|^2]^\frac{1}{2} < \infty
\]

by Hölder’s inequality. Further, we have

\[
E\left[\sup_{0\leq t\leq T} \int_0^t \Gamma_s\phi_sds\right] \leq T^{\frac{1}{2}} E\left[\int_0^T \phi_s^2ds\right]^\frac{1}{2} E\left[\sup_{0\leq t\leq T} |\Gamma_t|^2\right]^\frac{1}{2} < \infty
\]

by Hölder’s inequality and Jensen’s inequality. So to complete the proof, we will show \(E[\sup_{0\leq t\leq T} |\Gamma_t|^2] < \infty\).
With \( u = 0 \) the equation (15) attains the following explicit solution

\[
\Gamma_t = \exp\left\{ \int_0^t [\beta_s - \frac{\gamma_s^2}{2}] ds + \int_0^t \gamma_s dW_s + \right. \\
\left. \int_0^t \int_{\mathbb{R}_0} [\ln(1 + \Psi_s(z)) - \Psi_s(z)] \nu(dz) ds + \int_0^t \int_{\mathbb{R}_0} \ln(1 + \Psi_s(z)) \tilde{N}(ds, dz) \right\}.
\]

(18)

Notice that example 9.6 in [10] also gives that if \( \beta \equiv 0 \) then the expression on the right in (18) is a local martingale. Therefore, \( \Gamma_t \) is equal to the bounded process \( \exp\{\int_0^t \beta_s ds\} \) multiplied by the local martingale \( V \) given by

\[
V_t = \exp\left\{ -\int_0^t \frac{\gamma_s^2}{2} ds + \int_0^t \gamma_s dW_s + \right. \\
\left. \int_0^t \int_{\mathbb{R}_0} [\ln(1 + \Psi_s(z)) - \Psi_s(z)] \nu(dz) ds + \right. \\
\left. \int_0^t \int_{\mathbb{R}_0} \ln(1 + \Psi_s(z)) \tilde{N}(ds, dz) \right\},
\]

or equivalently

\[
dV_t = V_t [\gamma_t dW_t + \int_{\mathbb{R}_0} \Psi_t(z) \tilde{N}(dt, dz)]
\]

\[
V_t = 1.
\]

Therefore, from [16], example 1.29, the quadratic variation of \( V \) is given by

\[
[V]_t = \int_0^t V_s^2 \gamma_s^2 ds + \int_0^t \int_{\mathbb{R}_0} V_s^2 \Psi_s(z)^2 \nu(dz) ds + \\
\int_0^t \int_{\mathbb{R}_0} V_s^2 \Psi_s(z)^2 \tilde{N}(ds, dz).
\]
So because $\exp\{\int_0^t \beta_s ds\}$ is bounded, Burkholder’s inequality gives

\[ E[\sup_{0 \leq t \leq T} V_t^2] \leq C_0 E[\sup_{0 \leq t \leq T} V_t^2] \leq C_1 E[|V|] = \]
\[ C_1 E\left[ \int_0^T V_t^2 \gamma_t^2 + \int_{\mathbb{R}_0} \Psi_t(z)^2 \nu(dz) dt \right] + \]
\[ C_1 E\left[ \int_0^T \int_{\mathbb{R}_0} V_t^2 \Psi_t(z)^2 \tilde{N}(dt, dz) \right] \]
\[ \leq C_1 E\left[ \int_0^T V_t^2 \left[ C_2 + \int_{\mathbb{R}_0} C_3 |z|^2 \nu(dz) \right] dt \right] + \]
\[ C_1 E\left[ \int_0^T \int_{\mathbb{R}_0} V_t^2 \Psi_t(z)^2 \tilde{N}(dt, dz) \right] \]
\[ \leq C_4 E\left[ \int_0^T V_t^2 dt \right] + C_1 E\left[ \int_0^T \int_{\mathbb{R}_0} V_t^2 \Psi_t(z)^2 \tilde{N}(dt, dz) \right] \]

for some constants $C_i > 0$, $i = 0, 1, 2, 3, 4$. To control this expression, we rewrite $V^2$ in the following way

\[ V_t^2 = \exp\left\{ -\int_0^t \gamma_s^2 ds + \int_0^t 2\gamma_s dW_s + \int_0^t \int_{\mathbb{R}_0} \left[ \ln((1 + \Psi_s(z))^2) - 2\Psi_s(z) \right] \nu(dz) ds + \int_0^t \int_{\mathbb{R}_0} \ln((1 + \Psi_s(z))^2) \tilde{N}(ds, dz) \right\} \]
\[ = \exp\left\{ \int_0^t \gamma_s^2 ds + \int_0^t \int_{\mathbb{R}_0} \Psi_s(z)^2 \nu(dz) ds + \int_0^t 2\gamma_s dW_s - \int_0^t 2\gamma_s^2 ds + \int_0^t \int_{\mathbb{R}_0} \left[ \ln(1 + [(1 + \Psi_s(z))^2 - 1]) - [(1 + \Psi_s(z))^2 - 1] \right] \nu(dz) ds + \int_0^t \int_{\mathbb{R}_0} \ln(1 + [(1 + \Psi_s(z))^2 - 1]) \tilde{N}(ds, dz) \right\} \]
\[ = \exp\left\{ \int_0^t \gamma_s^2 ds + \int_0^t \int_{\mathbb{R}_0} \Psi_s(z)^2 \nu(dz) ds \right\} U_t \]

where

\[ \exp\left\{ \int_0^t \gamma_s^2 ds + \int_0^t \int_{\mathbb{R}_0} \Psi_s(z)^2 \nu(dz) ds \right\} \]
is by (13) a bounded process and \( U \) satisfies
\[
dU_t = U_t \left[ 2\gamma_t dW_t + \int_{\mathbb{R}_0} \left[ (1 + \Psi_t(z))^2 - 1 \right] \tilde{N}(dt, dz) \right]
\]
\( U(0) = 1 \),
which, from [16], theorem 1.36, is a martingale if the following Novikov condition for Lévy processes is satisfied
\[
E \left[ \exp \left\{ \frac{1}{2} \int_0^T (2\gamma_t)^2 dt + \int_0^T \int_{\mathbb{R}_0} (2(1 + \Psi_t(z))^2 \ln(1 + \Psi_t(z)) + 1 - (1 + \Psi_t(z)) \nu(dz) dt \right\} \right] < \infty.
\]

If we study the function
\[
h(x) = 2(1 + x)^2 \ln(1 + x) + 1 - (1 + x)^2
\]
using standard calculus techniques, we obtain that there exists a \( 1 > \epsilon > 0 \) and a constant \( c_\epsilon \) such that for all \( x \in (-\epsilon, \epsilon) \) we have
\[
0 \leq h(x) \leq c_\epsilon |x|^2.
\]
This means that there exists a \( c_2^2 \) such that for all \( z \in (-\epsilon, \epsilon) \setminus \{0\} \) we have that for a.a. \( t \in [0, T] \) that \( 0 \leq h(\Psi_t(z)) \leq c_2^2 |z|^2 \). Then we also have that the exponent in the Novikov condition is bounded, and hence the Novikov condition is satisfied and \( U \) is a martingale.

We are now ready to complete our proof. We had
\[
E \left[ \sup_{0 \leq t \leq T} \Gamma_t^2 \right] \leq C_4 \int_0^T V_t^2 dt + C_3 \int_0^T \int_{\mathbb{R}_0} V_t^2 \Psi_t(z)^2 \tilde{N}(dt, dz).
\]
Now we also know for a constant \( c_V \)
\[
E \left[ \int_0^T V_t^2 dt \right] \leq c_V E \left[ \int_0^T U_t dt \right] = c_V \int_0^T E[U_t] dt = c_V T E[U_0] < \infty.
\]
We also know
\[
E \left[ \int_0^T \int_{\mathbb{R}_0} V_t^2 \Psi_t(z)^2 \tilde{N}(dt, dz) \right] = 0
\]
because for constants \( c_4^2, c_5^2 \) we have
\[
E \left[ \int_0^T \int_{\mathbb{R}_0} V_t^2 \Psi_t(z)^2 \nu(dz) dt \right] \leq c_4^2 E \left[ \int_0^T \int_{\mathbb{R}_0} U_t^- |z|^2 \nu(dz) dt \right] \leq c_4^2 \int_0^T E[U_t] dt < \infty.
\]
The last inequality is valid because \( U \) only have a countable number of jumps. So \( E[\sup_{0 \leq t \leq T} \Gamma_t^2] < \infty \) and the theorem is proved.
4.2 The importance of linear BSDEs

In the discussion of the importance of studying BSDEs in section 2.3 we saw that the BSDE equivalent to a replicable claim is a linear one. Because the last “constant” element $\phi$ only needs the $L^2$ requirement, the linear case can be very flexible. One example, which is also mentioned in section 2.3, is this the method of penalization. Here, $\phi$ is the penalization term. Even though the article spoken of, that is, [7], does not use the explicit representation, it is imaginable that the explicit representation may give rise to useful inequalities in different settings. This is because $\phi$ can be dependent on processes.

One application we will see, and which is an example of how a BSDE may be written as a linear BSDE, is the comparison theorem. We will investigate this in the next chapter.

5 Comparison of solutions

In this section we will apply the closed formula for a linear BSDE to see that if the strong standard parameter $(f^1, \xi^1)$ and the standard parameter (not necessarily strong) $(f^2, \xi^2)$ satisfies $\xi^1 \geq \xi^2$ and $f^1 \geq f^2$ in some sense, then we must have $X^1_t \geq X^2_t$, $\Omega \times B([0, T])$-a.e.

This was proven in [25], which is one of the first articles on BSDEs with jumps I found. Here it is proven by a change of measure. But having done the effort to prove the linear case theorem, a much easier proof is done here. That is, the idea in theorem 2.2. in [11] works well with jumps. However, as in [25] we can not prove it for the general case. We need one of the standard parameters to be strong.

5.1 The comparison theorem

Theorem 5.1. Let $(f^1, \xi^1)$ be a strong standard parameter and $(f^2, \xi^2)$ be a standard parameter, and let their solutions be denoted by $(X^1, Z^1, K^1)$ and $(X^2, Z^2, K^2)$. Using the same notation as in (6) and (7), suppose that

\[
\begin{align*}
\xi^1 &\geq \xi^2 &\text{a.s.} \\
\delta_2 f_t &\geq 0 \quad &\Omega \times B([0, T]) - \text{a.e.}
\end{align*}
\]

Then we have $X^1_t \geq X^2_t$, $\Omega \times B([0, T]) - \text{a.e.}$

Proof. We split $f$ in a slightly more complex manner as in the proof of
theorem 3.2 by defining the processes

\[ A_t = \frac{f_1^{1,1,1} - f_1^{1,2,1,1}}{\delta X_t} \mathbf{1}\{\delta X_t \neq 0\} \]

\[ B_t = \frac{f_1^{1,2,1,1} - f_1^{1,2,2,1}}{\delta Z_t} \mathbf{1}\{\delta Z_t \neq 0\} \]

\[ C_t = \frac{f_1^{1,2,2,1} - f_1^{1,2,2,2}}{\int_{R_0} \Psi_t(z) \delta K_t(z) \nu(dz)} \mathbf{1}\left\{ \int_{R_0} \Psi_t(z) \delta K_t(z) \nu(dz) \neq 0 \right\}, \]

where \( \Psi \) is the function from definition 5 for \( f^1 \). It follows easily from the Lipschitz condition on \( f^1 \) that these are bounded functions, where \( C \) is bounded from below by \(-1\). We easily see that \( \delta X_t \) has the following differential form

\[ d(\delta X_t) = -\left[ A_t \delta X_t + B_t \delta Z_t + C_t \int_{R_0} \Psi_t(z) \delta K_t(z) \nu(dz) + \delta_2 f_t \right] dt + \delta Z_t dW_t + \int_{R_0} \delta K_t(z) \hat{N}(dt, dz) \]

\[ \delta X_t = \xi. \]

Because \( C \Psi \geq D_2 > -1 \) uniformly, this BSDE satisfies the conditions of theorem 4.1 and \( \delta X \) obtains the representation

\[ \delta X_t = E\left[ \Gamma^t_T \delta \xi + \int_t^T \Gamma^t_s \delta_2 f_s ds \right| \mathcal{F}_t], \]

where

\[ d\Gamma^u_t = \Gamma_{t-}[A_t dt + B_t dW_t + \int_{R_0} C_t \Psi_t(z) \nu(dz) dt] \]

\[ \Gamma^u_0 = 1. \]

All the terms in the representation (14) are positive, and hence we have \( \delta X_t \geq 0, dP \times dt\text{-a.e.} \), and the theorem is proved.

In [11], it is also proved that the comparison is strict. This is also the case for jumps. With this we mean:

**Proposition 5.2.** Suppose \((f^1, \xi^1)\) and \((f^2, \xi^2)\) satisfies the conditions of theorem 5.1. In addition, suppose for a \( t \in [0, T] \) that we have \( X^1_t = X^2_t \) a.s. on a set \( F \in \mathcal{F}_t \). Then we have \( X^1_t = X^2_t \) a.e. on \([t, T] \times F\), \( \xi_1 = \xi_2 \) a.s. on \( F \) and \( f^1(s, X^2_s, Z^2_s, K^2_s) = f^2(s, X^2_s, Z^2_s, K^2_s) \) a.e. on \([t, T] \times F\).
Proof. This follows directly from the form of $\delta X_t$, namely

$$\delta X_t = E \left[ \Gamma_t^d \delta \xi + \int_t^T \Gamma_s^d \delta_2 f_s ds \left| \mathcal{F}_t \right. \right].$$

Again, all terms in the conditional expectation are positive, so the proposition follows from the classical measure theory. See e.g. corollary 4.10 in [4].

In particular we have that a BSDE has solution with nonnegative $X$ if $\xi \geq 0$ a.s., $f(t,0,0,0) \geq 0$ a.s. and $X_0 \geq 0$ a.s. If the inequalities are equalities, then $X = 0$ a.s.

5.2 Why we need a strong generator

To complete the topic of comparison, let us investigate a little deeper why we need one generator to be strong and not only quasi-strong. The answer is found in [24], theorem 2.37, which states that if $V$ is a general semimartingale with $V_0 = 0$, then there exists a semimartingale $W$ such that

$$W_t = 1 + \int_0^t W_s dV_s, \quad (19)$$

where $W$ obtains the representation

$$W_t = \exp \left\{ V_t - \frac{1}{2} \left[V\right]_t \right\} \prod_{0 < s \leq t} \left( 1 + \Delta V_s \right) \exp \left\{ - \Delta X_s + \frac{1}{2} (\Delta V_s)^2 \right\}.$$

It is well known that an Itô-Lévy process is a semimartingale, so if we let

$$dV_t = \beta_t dt + \gamma_t dW_t + \int_{\mathbb{R}_0} \Psi_t(z) \tilde{N}(dt,dz)$$

$$V_T = 0;$$

with $\beta$, $\gamma$ and $\Psi$ as defined in theorem 4.1, we see that $\Gamma = \Gamma^0$ in (15) satisfies

$$\Gamma_t = 1 + \int_0^t \Gamma_s \cdot dV_s.$$ 

That is, it is on the form of (19). Now, because the $dt$ and $dW_t$ terms vanish in $\Delta V_s$ we have

$$\Delta V_s = V_s - V_{s-} = \Psi(s, \Delta \eta_s).$$

See e.g. [2], corollary 4.4.9. for verification. So if $\Psi$ is not bounded below by $-1$, $(1 + \Delta V_s)$ can be negative and thus $\Gamma$ is not in general positive. The extra condition for a quasi-strong generator to be strong is precisely what is needed for $C_l$ in the proof of theorem 5.1 to be bounded below by $-1$. 
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6 Dependence on a parameter

In this section I will consider a family of standard parameters \( \{ f^\alpha(\cdot), \xi^\alpha, \alpha \in \mathbb{R} \} \). Let \((X^\alpha, Z^\alpha, K^\alpha)\) be their respective solutions. I will show that if the standard parameters depends “nicely” on the parameter \( \alpha \), then the solutions also will depend “nicely” on \( \alpha \).

As in [11], “nicely” will mean continuity and differentiability. Continuity is proven more or less the same way as in [11]. I state it here, because we need it in the section about differentiability. The differentiability is proved also using the same basic idea as in [11], but the notion of Fréchet differentiability must be introduced. I will also look at differentiation when \( f^\alpha \) is quasi-strong.

One remark to this section is that many assumptions in \( \alpha \) will be given globally. Many of these could easily be generalized to only apply locally. I chose my formulation to be concise with [11] and because I think local conditions are not essentially stronger. The proofs will be the same.

In this section, all convergence results will be for \( V \) but will be proved in \( H^2_T \times H^2_T \times \hat{H}^2_T \). This is no problem because the size of the constant \( c \) in (11) depends on \((f, \xi)\), and when the bounds on \((f^\alpha, \xi^\alpha)\) are uniform, we can find a \( c \) that is valid for all \( \alpha \), or as we discussed, valid locally in \( \alpha \).

Potential applications will be given in section 8 after we have discussed the Malliavin derivative and the combination of differentiation in the parameter and in the Malliavin sense.

6.1 The continuous case

Make the following assumptions about a family \( \{ f^\alpha(\cdot), \xi^\alpha, \alpha \in \mathbb{R} \} \) of standard parameters:

**Assumption 6.1.** The family \( \{ f^\alpha(\cdot), \alpha \in \mathbb{R} \} \) is equi-Lipschitz, in the sense that there exist a \( C > 0 \) such that if \( C_\alpha \) is the Lipschitz constant of \( f^\alpha \), then \( C_\alpha \leq C \forall \alpha \in \mathbb{R} \).

**Assumption 6.2.** \( \alpha \to (f^\alpha(\cdot), \xi^\alpha) \) is continuous in the sense that if \( \alpha_0 \in \mathbb{R} \), then we have that as \( \alpha \to \alpha_0 \)

\[
\| f^\alpha(\cdot, X^{\alpha_0}, Z^{\alpha_0}, K^{\alpha_0}) - f^{\alpha_0}(\cdot, X^{\alpha_0}, Z^{\alpha_0}, K^{\alpha_0}) \|_{H^2_T} \to 0
\]

\[
\| \xi^\alpha - \xi^{\alpha_0} \|_{L^2_T} \to 0.
\]

**Theorem 6.3.** Let the assumptions 6.1 and 6.2 hold. Then we have

\[
\| (X^\alpha, Z^\alpha, K^\alpha) - (X^{\alpha_0}, Z^{\alpha_0}, K^{\alpha_0}) \|_V \to 0,
\]
as \( \alpha \to \alpha_0 \).
Proof. This is a direct consequence of the a priori estimates from theorem 3.2. We choose $\kappa > 0$, $\mu^2, \lambda^2 > C$ and $\beta \geq \kappa + C(\lambda^2 + \mu^2 + 2)$ and obtain

$$\| (X^\alpha, Z^\alpha, K^\alpha) - (X^{\alpha_0}, Z^{\alpha_0}, K^{\alpha_0}) \|_{2,\beta}^2 \leq \left[ T + \frac{\lambda^2}{\lambda^2 - C} + \frac{\mu^2}{\mu^2 - C} \right] \left( \| \xi^\alpha - \xi^{\alpha_0} \|_{2,\beta}^2 + \frac{1}{\kappa^2} \| f^\alpha(\cdot, X^{\alpha_0}, Z^{\alpha_0}, K^{\alpha_0}) - f^{\alpha_0}(\cdot, X^{\alpha_0}, Z^{\alpha_0}, K^{\alpha_0}) \|_{H^2_{T,\beta}}^2 \right)$$

which by assumption has limit 0 as $\alpha \to \alpha_0$. The theorem then follows from (11).

6.2 The differentiable case

The goal of this section is to show a differentiability result for a standard parameter which satisfies some differentiability conditions such that the solution of a limit argument coincides with using the classical chain rule on the BSDE. That is, to formally differentiate in $\alpha$.

We will show this for a general standard parameter under some conditions, and for this reason we need a way to differentiate the generator $f^\alpha(t, x, z, k)$ in the parameter $k$. To do this we notice that $k$ is an element in the Banach space $\hat{L}_2^T(\mathbb{R}_0, B(\mathbb{R}_0), \nu)$. So a natural derivative for our purpose is the so-called Fréchet derivative.

We define the Fréchet derivative in the following way. Let $A$ and $B$ be two Banach spaces with norms $\| \cdot \|_A$ and $\| \cdot \|_B$ respectively. We say that a function $h : A \to B$ is Fréchet differentiable in a point $a_0 \in A$ if there exists a bounded linear operator $l : A \to B$ such that

$$\frac{\| h(a) - h(a_0) - l(a - a_0) \|_B}{\| a - a_0 \|_A} \to 0$$

as $a \to a_0$ in the topology induced by $\| \cdot \|_A$. In this case we denote the derivative by $l = \nabla h(a_0)$. Of course, if $h$ is Fréchet differentiable in each point $a_0 \in A$, we say that $h$ is Fréchet differentiable. In this case, it is worth noticing that for each $a_0 \in A$, $\nabla h(a_0)$ defines a linear operator. So if $v \in A$, then $l(v)$ in the definition is given by $\nabla h(a_0)(v)$. Further, a linear operator $l : A \to B$ is bounded if there exits a $C > 0$ such that for all $v \in A$, $\| l(v) \|_B \leq C \| v \|_A$.

If $h$ is Fréchet differentiable, we have defined a mapping $A \to L_0(A, B)$ by $a \to \nabla h(a)(\cdot)$, where $L_0(A, B)$ is the set of all bounded linear operators from $A$ to $B$. For $l \in L_0(A, B)$ we define the norm

$$\| l \|_{L_0(A, B)} = \sup \{ \| l(a) \|_B : a \in A, \| a \|_A \leq 1 \},$$
and we say that \( h \) is \( C_1 \), i.e. differentiable with continuous derivatives, in \( a_0 \) if \( a \to \nabla h(a)(\cdot) \) is continuous in \( a_0 \). Note that \( L_0(A,B) \) is a Banach space under this norm. The definitions and results on the Fréchet derivative can e.g. be found in [6], chapter 2.1.C.

Now, consider the following assumptions for a family of standard parameters \( \{f_\alpha(\cdot), \xi_\alpha, \alpha \in \mathbb{R}\} \):

**Assumption 6.4.** For all fixed \( \alpha \in \mathbb{R} \), \( f_\alpha(\cdot) \) is differentiable in \((x,z,k)\) with derivatives denoted by \( \partial_x f_\alpha(t,x,z,k) \), \( \partial_z f_\alpha(t,x,z,k) \) and \( \nabla_k f_\alpha(t,x,z,k) \) satisfying the following uniformly boundedness and uniform continuity conditions:

1. There exists a \( C > 0 \) such that for all \((a,x,z,k)\) and \( h \in L^2_T(\mathbb{R}_0, B(\mathbb{R}_0), \nu)\) we have \( |\partial_x f_\alpha(t,x,z,k)|, |\partial_z f_\alpha(t,x,z,k)| \leq C \) and \( |\nabla_k f_\alpha(t,x,z,k)(h)| \leq C \|h\|_{L^2_T} \), \( dP \times dt \)-a.e.

2. For all \( \epsilon > 0 \) there exists \( \delta > 0 \) such that for all \((a,x,z,k)\) and \( h \in \mathbb{R} \) and \( h_k \in L^2_T(\mathbb{R}_0, B(\mathbb{R}_0), \nu) \) with \( |h|, \|h_k\| < \delta \) we have

\[
|\partial_x f_\alpha(t,x+h,z,k) - \partial_x f_\alpha(t,x,z,k)| < \epsilon \\
|\partial_z f_\alpha(t,x,z+h,k) - \partial_z f_\alpha(t,x,z,k)| < \epsilon \\
|\partial_z f_\alpha(t,x,z,k+h_k) - \partial_z f_\alpha(t,x,z,k)| < \epsilon,
\]

\( dP \times dt \)-a.e., where same inequalities apply for \( \partial_z f \) and for \( \nabla_k f_\alpha \) under the norm \( \| \cdot \|_{L^0(L^2_T(\mathbb{R}_0, B(\mathbb{R}_0), \nu), \mathbb{R})} \).

3. For all \( \epsilon > 0 \) there exists \( \delta > 0 \) such that for all \((a,x,z,k)\) and \( h \in \mathbb{R} \) with \( |h| < \delta \) we have for \( dP \times dt \)-a.a. \((\omega,t)\) that

\[
|\partial_x f_{\alpha+h}(t,x,z,k) - \partial_x f_\alpha(t,x,z,k)| < \epsilon \\
|\partial_z f_{\alpha+h}(t,x,z,k) - \partial_z f_\alpha(t,x,z,k)| < \epsilon \\
\|\nabla_k f_{\alpha+h}(t,x,z,k) - \nabla_k f_\alpha(t,x,z,k)\| < \epsilon.
\]

**Assumption 6.5.** The function \( \alpha \to (f_\alpha(\cdot), \xi_\alpha(\cdot)) \) is differentiable in the sense that for each \( \alpha_0 \in \mathbb{R} \) the expressions

\[
\frac{1}{\alpha - \alpha_0}[\xi_\alpha - \xi_{\alpha_0}] \quad (20)
\]

\[
\frac{1}{\alpha - \alpha_0}[f_\alpha(\cdot, X_\alpha, Z_\alpha, K_\alpha) - f_{\alpha_0}(\cdot, X_{\alpha_0}, Z_{\alpha_0}, K_{\alpha_0})] \quad (21)
\]

have limits in \( L^2_T \) and \( H^2_T \) respectively, which we will denote by \( \partial_\alpha \xi_{\alpha_0} \) and \( \partial_\alpha f_{\alpha_0}(t, X_{\alpha_0}, Z_{\alpha_0}, K_{\alpha_0}) \) respectively.
When the assumptions 6.4 and 6.5 applies, we will simplify the notation in the following way. We fix an $\alpha_0 \in \mathbb{R}$. Then for all $\alpha_i \in \mathbb{R}$, $i = 1, 2, 3, 4$ and $\alpha \in \mathbb{R} \setminus \{\alpha_0\}$ we write

\[
\Delta_\alpha X_t = \frac{X_t^\alpha - X_t^{\alpha_0}}{\alpha - \alpha_0},
\]

\[
\Delta_\alpha Z_t = \frac{Z_t^\alpha - Z_t^{\alpha_0}}{\alpha - \alpha_0},
\]

\[
\Delta_\alpha K_t(z) = \frac{K_t^\alpha(z) - K_t^{\alpha_0}(z)}{\alpha - \alpha_0},
\]

\[
f^{\alpha_1}(\alpha_2, \alpha_3, \alpha_4, t) = f^{\alpha_1}(t, X_t^{\alpha_2}, Z_t^{\alpha_3}, K_t^{\alpha_4})
\]

\[
\Delta_\alpha \xi = \begin{cases} 
\frac{\xi_t^\alpha - \xi_t^{\alpha_0}}{\alpha - \alpha_0} & \text{if } \alpha \neq \alpha_0 \\
\frac{\partial \xi_t^\alpha}{\partial \alpha} & \text{otherwise.}
\end{cases}
\]  

(22)

**Theorem 6.6.** Suppose that the assumtions 6.4 and 6.5 hold. Then $(X^\alpha, Z^\alpha, K^\alpha)$ is differentiable in the sense that for a given $\alpha_0 \in \mathbb{R}$, $(\Delta_\alpha X, \Delta_\alpha Z, \Delta_\alpha K)$ has a limit in $\mathcal{V}$ as $\alpha \to \alpha_0$. This limit is denoted by $(\partial_\alpha X_{\alpha_0}, \partial_\alpha Z_{\alpha_0}, \partial_\alpha K_{\alpha_0})$, and solves the following BSDE for $\alpha = \alpha_0$:

\[
d(\partial_\alpha X_t^\alpha) = -\left[ \partial_x f^{\alpha}(t, X_t^\alpha, Z_t^\alpha, K_t^\alpha) \partial_\alpha X_t^\alpha + \partial_y f^{\alpha}(t, X_t^\alpha, Z_t^\alpha, K_t^\alpha) \partial_\alpha Z_t^\alpha + \nabla_k f^{\alpha}(t, X_t^\alpha, Z_t^\alpha, K_t^\alpha) (\partial_\alpha K_t^\alpha) + \partial_\alpha f^{\alpha}(t, X_t^\alpha, Z_t^\alpha, K_t^\alpha) \right] dt + \partial_\alpha Z_t^\alpha dW_t + \int_{\mathbb{R}_0} \partial_\alpha K_t^\alpha(z) \tilde{N}(dt, dz)
\]

\[
\partial_\alpha X_T^\alpha = \partial_\alpha \xi_\alpha.
\]  

(23)

**Proof.** We start with the obvious observation that the assumptions 6.4 and 6.5 implies the assumptions 6.1 and 6.2. Also, (23) is well defined because of part 1 and 2 of assumption 6.4 and because of assumption 6.5.

To show the differentiability, we prove this in the point $\alpha_0 \in \mathbb{R}$, which will be fixed during the proof.

The idea is to split $f$ in the same manner as in the proof of theorem 5.1 by defining the processes

\[
A_t^\alpha = \begin{cases} 
\frac{f^{\alpha}(a,a,a,t) - f^{\alpha_0}(a,a,a,t)}{X_t^\alpha - X_t^{\alpha_0}} & \text{if } X_t^\alpha \neq X_t^{\alpha_0} \\
\partial_x f^{\alpha}(t, X_t^{\alpha_0}, Z_t^\alpha, K_t^\alpha) & \text{otherwise}
\end{cases}
\]

\[=
\int_0^1 \partial_x f^{\alpha}(t, X_t^{\alpha_0} + \lambda(X_t^\alpha - X_t^{\alpha_0}), Z_t^\alpha, K_t^\alpha) d\lambda
\]  
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We also define the operators $C^\alpha_t : L^2_T(\mathbb{R}_0,\mathcal{B}(\mathbb{R}_0),\nu) \to \mathbb{R}$ by

$$C^\alpha_t(h) = \int_0^1 \nabla_k f^\alpha(t, X^\alpha_t, Z^\alpha_t, K^\alpha_t + \lambda(K^\alpha_t - K^\alpha_0))h) d\lambda.$$

By assumption 6.4, $C^\alpha_t$ is a bounded linear operator, and by (2.1.11) in [6] we have

$$\int_0^1 \nabla_k f^\alpha(t, X^\alpha_t, Z^\alpha_t, K^\alpha_t + \lambda(K^\alpha_t - K^\alpha_0))(h) d\lambda = f^\alpha(t, X^\alpha_t, Z^\alpha_t, K^\alpha_t) - f^\alpha(t, X^\alpha_0, Z^\alpha_0, K^\alpha_0).$$

Because $f^\alpha$ from assumption 6.4 is assumed to have uniformly bounded derivatives, we together with the Lipschitz condition of $f$, trivially have $A^\alpha_t$, $B^\alpha_t$ and $C^\alpha_t$ to be uniformly bounded. Of course, the boundedness of $C^\alpha_t$ is in the sense of bounded linear operators. Also observe that $D^\alpha_t \in H^2_T$ for all $\alpha \in \mathbb{R}$.

Thus, if we define the function $\chi : \mathbb{R} \times [0,T] \times \mathbb{R} \times \tilde{L}^2_T(\mathbb{R}_0,\mathcal{B}(\mathbb{R}_0),\nu) \to \mathbb{R}$ given by

$$\chi^\alpha(t, x, z, k) = A^\alpha_t x + B^\alpha_t z + C^\alpha_t(k) + D^\alpha_t$$

we see that $\chi$ is a generator for all $\alpha \in \mathbb{R}$ and the solution of the BSDE

$$d(\tilde{X}_t) = -\chi^\alpha(t, \tilde{X}_t, \tilde{Z}_t, \tilde{K}_t) dt + \tilde{Z}_t dW_t + \int_{\mathbb{R}_0} \tilde{K}_t(z) \tilde{N}(dt, dz)$$

$$\tilde{X}_t = \Delta_\alpha \xi$$

is $(\tilde{X}, \tilde{Z}, \tilde{K}) = (\Delta_\alpha X, \Delta_\alpha Z, \Delta_\alpha K)$ for all $\alpha \neq \alpha_0$, and $(\tilde{X}, \tilde{Z}, \tilde{K}) = (\partial_\alpha X^\alpha, \partial_\alpha Z^\alpha, \partial_\alpha K^\alpha)$ for $\alpha = \alpha_0$.

The idea now is to prove that the family of standard parameters $\{\chi^\alpha(\cdot), \Delta_\alpha \xi, \alpha \in \mathbb{R}\}$ satisfies the assumptions 6.1 and 6.2. Then we have from theorem 6.3 that $(\Delta_\alpha X, \Delta_\alpha Z, \Delta_\alpha K)$ has limit $(\partial_\alpha X^\alpha, \partial_\alpha Z^\alpha, \partial_\alpha K^\alpha)$ in $\mathcal{V}$ as $\alpha \to \alpha_0$ and the theorem is proved.
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Because $A_t^\alpha$, $B_t^\alpha$ and $C_t^\alpha$ are uniformly bounded, assumption 6.1 is trivially satisfied. So we have to show

$$||\chi^\alpha(\cdot, \partial_\alpha X^\alpha, \partial_\alpha Z^\alpha, \partial_\alpha K^\alpha) - \chi^\alpha(\cdot, \partial_\alpha X^{\alpha_0}, \partial_\alpha Z^{\alpha_0}, \partial_\alpha K^{\alpha_0})||_{H_T^2} \to 0$$

as $\alpha \to \alpha_0$. To do this, we show that as $\alpha \to \alpha_0$,

$$|| (A^\alpha - A^{\alpha_0})\partial_\alpha X^{\alpha_0} ||_{H_T^2} \to 0 \quad (24)$$

$$|| (B^\alpha - B^{\alpha_0})\partial_\alpha Z^{\alpha_0} ||_{H_T^2} \to 0 \quad (25)$$

$$|| C^\alpha(\partial_\alpha K^{\alpha_0}) - C^{\alpha_0}(\partial_\alpha K^{\alpha_0}) ||_{H_T^2} \to 0 \quad (26)$$

$$|| D^\alpha - D^{\alpha_0} ||_{H_T^2} \to 0. \quad (27)$$

Notice that (27) is true by assumption 6.5. To show (24), (25) and (26), we split the expressions to vary each variable in $\alpha$ separately. For (24) this is obtained by showing that the expressions

$$E\left[ \int_0^T \left[ A_t^\alpha - \partial_x f^\alpha(t, X_t^{\alpha_0}, Z_t^{\alpha_0}, K_t^{\alpha_0}) \right]^2 |\partial_\alpha X_t^{\alpha_0}|^2 dt \right] \quad (28)$$

$$E\left[ \int_0^T \left[ \partial_x f^\alpha(t, X_t^{\alpha_0}, Z_t^{\alpha_0}, K_t^{\alpha_0}) - \partial_x f^\alpha(t, X_t^{\alpha_0}, Z_t^{\alpha_0}, K_t^{\alpha_0}) \right]^2 |\partial_\alpha X_t^{\alpha_0}|^2 dt \right] \quad (29)$$

$$E\left[ \int_0^T \left[ \partial_x f^\alpha(t, X_t^{\alpha_0}, Z_t^{\alpha_0}, K_t^{\alpha_0}) - \partial_x f^\alpha(t, X_t^{\alpha_0}, Z_t^{\alpha_0}, K_t^{\alpha_0}) \right]^2 |\partial_\alpha X_t^{\alpha_0}|^2 dt \right] \quad (30)$$

$$E\left[ \int_0^T \left[ \partial_x f^\alpha(t, X_t^{\alpha_0}, Z_t^{\alpha_0}, K_t^{\alpha_0}) - \partial_x f^\alpha(t, X_t^{\alpha_0}, Z_t^{\alpha_0}, K_t^{\alpha_0}) \right]^2 |\partial_\alpha X_t^{\alpha_0}|^2 dt \right] \quad (31)$$

has limit zero as $\alpha \to \alpha_0$. Note that this is satisfied in (31) because of part 3 of assumption 6.4. One important point here is that part 3 of assumption 6.4 is only used to show that (31), and the equivalent expressions for $\partial_x f^\alpha$ and $\nabla_k f^\alpha$, vanishes. See remark 6.7.

To show (28), we see by Jensen’s inequality

$$E\left[ \int_0^T \left[ A_t^\alpha - \partial_x f^\alpha(t, X_t^{\alpha_0}, Z_t^{\alpha_0}, K_t^{\alpha_0}) \right]^2 |\partial_\alpha X_t^{\alpha_0}|^2 dt \right] \leq$$

$$E\left[ \int_0^T \int_0^1 \left[ \partial_x f^\alpha(\alpha, t, X_t^{\alpha_0} + \lambda(X_t^{\alpha_0} - X_t^{\alpha_0}), Z_t^{\alpha_0}, K_t^{\alpha_0}) - \partial_x f^\alpha(t, X_t^{\alpha_0}, Z_t^{\alpha_0}, K_t^{\alpha_0}) \right]^2 |\partial_\alpha X_t^{\alpha_0}|^2 d\lambda dt \right]. \quad (32)$$
Let $\epsilon > 0$. Because $\partial_x f^\alpha$ is uniformly continuous, there exits a $\delta > 0$ such that whenever $|X^\alpha_t - X^\alpha_0| < \delta$, we have

$$|\partial_x f^\alpha(\alpha, t, X^\alpha_t, \lambda(X^\alpha_t - X^\alpha_0), Z^\alpha_t, K^\alpha_t) - \partial_x f^\alpha(t, X^\alpha_0, Z^\alpha_t, K^\alpha_t)| < \epsilon$$

for all $\lambda \in [0, 1]$. Further, because $\partial_x f^\alpha$ is uniformly bounded, we can find a $J > 0$ such that (32) becomes

$$E\left[\int_0^T [A^\alpha_t - \partial_x f^\alpha(t, X^\alpha_t, Z^\alpha_t, K^\alpha_t)] |\partial_\alpha X^\alpha_t|^2 dt\right] \leq \epsilon^2 \| \partial_\alpha X^\alpha \|_{H^2_T}^2 + J E\left[\int_0^T \{ |X^\alpha_t - X^\alpha_0| > \delta \} |\partial_\alpha X^\alpha_t|^2 dt\right].$$

We continue by noting that by splitting up the latter integral into $|\partial_\alpha X^\alpha_t|^2 > M$ and its compliment for a $M > 0$, we get

$$E\left[\int_0^T \{ |X^\alpha_t - X^\alpha_0| > \delta \} |\partial_\alpha X^\alpha_t|^2 dt\right] \leq M \int_0^T P(|X^\alpha_t - X^\alpha_0| > \delta) dt +$$

$$E\left[\int_0^T \{ |\partial_\alpha X^\alpha_t|^2 > M \} |\partial_\alpha X^\alpha_t|^2 dt\right].$$

By Markov’s inequality we have

$$P(|X^\alpha_t - X^\alpha_0| > \delta) = P(|X^\alpha_t - X^\alpha_0|^2 > \delta^2) \leq \frac{1}{\delta^2} E[|X^\alpha_t - X^\alpha_0|^2].$$

Thus, we are left with

$$E\left[\int_0^T [A^\alpha_t - \partial_x f^\alpha(t, X^\alpha_t, Z^\alpha_t, K^\alpha_t)]^2 |\partial_\alpha X^\alpha_t|^2 dt\right] \leq \epsilon^2 \| \partial_\alpha X^\alpha \|_{H^2_T}^2 + \frac{J M}{\delta^2} \| X^\alpha - X^\alpha_0 \|_{H^2_T}^2 +$$

$$J \left\{ |\partial_\alpha X^\alpha_0|^2 > M \right\} |\partial_\alpha X^\alpha_0|^2_{H^2_T}$$

for all $M > 0$ and $\epsilon > 0$ with the $\delta = \delta(\epsilon) > 0$ found as above and $J$ universal.

Now, let $\rho > 0$. From the dominated convergence theorem, we have $\| 1 \{ |\partial_\alpha X^\alpha_0|^2 > M \} |\partial_\alpha X^\alpha_0|^2_{H^2_T} \rightarrow 0$ as $M \rightarrow \infty$. Therefore, choose $M_0 > 0$ such that $J \| 1 \{ |\partial_\alpha X^\alpha_0|^2 > M \} |\partial_\alpha X^\alpha_0|^2_{H^2_T} < \frac{\rho}{3}$. Further, let $\epsilon_0 > 0$ be such that $\epsilon_0^2 \| \partial_\alpha X^\alpha_0 \|_{H^2_T}^2 < \frac{\rho}{3}$, and let $\delta_0 = \delta(\epsilon_0)$. Finally, because $\alpha \rightarrow X^\alpha$ is continuous in the sense defined in theorem 6.3, choose $\varphi > 0$ such that whenever $|\alpha - \alpha_0| < \varphi$ we have that $\frac{J M_0}{\delta_0} \| X^\alpha - X^\alpha_0 \|_{H^2_T}^2 < \frac{\rho}{3}$. Now we have
whenever $|\alpha - \alpha_0| < \varphi$, and thus

$$E\left[ \int_0^T \left[ A_t^\alpha - \partial_x f^\alpha(t, X_t^{\alpha_0}, Z_t^{\alpha_0}, K_t^{\alpha_0}) \right] \frac{\partial}{\partial \alpha} X_t^{\alpha_0} \right]^2 dt < \rho$$

as $\alpha \to \alpha_0$.

Except for the argument behind equation (32), the proof of (29) is the same as the proof of (28). The same applies for (30), where we split the expression in the sets \{ $\| K_t^\alpha - K_t^{\alpha_0} \|_{\hat{L}} > \delta$ \}, \{ $\| \partial \alpha X_t^{\alpha_0} \|^2 > M$ \} and their compliments remembering that

$$\| K^\alpha - K^{\alpha_0} \|^2_{\hat{H}} = E\left[ \int_0^T \| K_t^\alpha - K_t^{\alpha_0} \|^2_{L^2} dt \right]$$

and thus (24) is proved. The proof of (25) is completely similar. To show (26), we note that

$$\left[ \nabla_k f^\alpha(t, X_t^{\alpha_0}, Z_t^{\alpha_0}, K_t^{\alpha_0} + \lambda(K_t^\alpha - K_t^{\alpha_0}))(\partial \alpha K_t^{\alpha_0}) \right] - \nabla_k f^\alpha(t, X_t^{\alpha_0}, Z_t^{\alpha_0}, K_t^{\alpha_0}) \cdot (\partial \alpha K_t^{\alpha_0}) \right] \leq$$

$$\| \partial \alpha K_t^{\alpha_0} \|^2_{L^2} \| \nabla_k f^\alpha(t, X_t^{\alpha_0}, Z_t^{\alpha_0}, K_t^{\alpha_0} + \lambda(K_t^\alpha - K_t^{\alpha_0})) \| L_0(\hat{L}, \mathbb{R})$$

so because $\hat{L} \to L_0(\hat{L}, \mathbb{R})$ given by $k \to \nabla_k f^\alpha(t, x, z, k)$ is continuous, the proof of (26) is essentially the same as the proof of (24). But then the theorem is proved.

**Remark 6.7.** As mentioned in the proof, we only used part 3 of assumption 6.4 to show that (31), and the equivalent expressions for $\partial_z f^\alpha$ and $\nabla_k f^\alpha$, vanishes. Thus, if one can show that these expressions have limit zero, we do not need this assumption. This will be the case in section 8.

### 6.3 The differentiable case for quasi-strong generators

One important case when we would like to have theorem 6.6 valid is when the generator is quasi-strong. Therefore, it is interesting to specify for this case the assumptions 6.4 and 6.5. In addition, it will exemplify the theorem. Specifically, the linear case is contained in the quasi-strong generators. For these reasons, let us use some effort to investigate this.

Now, when $f^\alpha$ is quasi-strong for each $\alpha$, we have

$$f^\alpha(t, x, z, k) = g^\alpha(t, x, z, \int_{E_0} \Psi_{\alpha}^\alpha(y)k(y)\nu(dy)),$$
where we will call the last component of $g^α$, say, $r$, i.e. $(α, ω, t, x, z, r) → g^α(t, x, z, r)$.

Let us first find $∇_k f^α(t, x, z, k)$ in terms of $g^α$. It is the unique bounded operator $∇_k f^α(t, x, z, k)$ such that

$$|g^α(t, x, z, \int_{\mathbb{R}_0} \Psi_t^α(y)(k(y) + h(y))\nu(dy)| - g^α(t, x, z, \int_{\mathbb{R}_0} \Psi_t^α(y)k(y)\nu(dy)) - \nabla_k f^α(t, x, z, k)(h)| = o(\|h\|),$$

as $\|h\| → 0$. Now, suppose for each $(α, ω, t, x, z)$, $g^α(t, x, z, ·)$ is differentiable. Then we have, where we for notational simplicity write $g^α(t, x, z, r) = g(r)$,

$$|g(\int_{\mathbb{R}_0} \Psi_t^α(y)(k(y) + h(y))\nu(dy)) - g(\int_{\mathbb{R}_0} \Psi_t^α(y)k(y)\nu(dy)) - \partial_r g(\int_{\mathbb{R}_0} \Psi_t^α(y)k(y)\nu(dy)) \int_{\mathbb{R}_0} \Psi_t^α(y)h(y)\nu(dy)| = o(\|h\|),$$

as $\int_{\mathbb{R}_0} \Psi_t^α(y)h(y)\nu(dy)| → 0$. Now, suppose $Ψ^α$ has the bounds from definition 2.3 uniformly in $α$. Then, from Hölder’s inequality we have for a constant $D$,

$$\int_{\mathbb{R}_0} |Ψ_t^α(y)h(y)|^2\nu(dy) \leq \left( \int_{\mathbb{R}_0} |Ψ_t^α(y)|^2\nu(dy) \right)^{\frac{1}{2}} \left( \int_{\mathbb{R}_0} |h(y)|^2\nu(dy) \right)^{\frac{1}{2}} \leq D \|h\|$$

uniformly in $α$. But then

$$|g(\int_{\mathbb{R}_0} \Psi_t^α(y)(k(y) + h(y))\nu(dy)) - g(\int_{\mathbb{R}_0} \Psi_t^α(y)k(y)\nu(dy)) - \partial_r g(\int_{\mathbb{R}_0} \Psi_t^α(y)k(y)\nu(dy)) \int_{\mathbb{R}_0} \Psi_t^α(y)h(y)\nu(dy)| = o(\|h\|),$$

as $\|h\| → 0$. Hence,

$$\nabla_k f^α(t, x, z, k)(h) = \partial_r g^α(t, x, z, \int_{\mathbb{R}_0} \Psi_t^α(y)k(y)\nu(dy)) \int_{\mathbb{R}_0} \Psi_t^α(y)h(y)\nu(dy).$$

Now, which other conditions must we assume on $g^α$ and $Ψ^α$ for $\{f^α, ξ^α, α ∈ \mathbb{R}\}$ to satisfy the assumptions 6.4 and 6.5? It will be commented in theorem 8.5 that the linear case with deterministic coefficients, which trivially has a quasi-strong generator, satisfies these assumptions. For now, let us try to find more general conditions.
One thing that is obvious is that we need the existence of the derivatives of \( g^\alpha \), i.e. \( \partial_x g^\alpha \), \( \partial_z g^\alpha \) and \( \partial_r g^\alpha \). In addition, they must be uniformly bounded and uniformly continuous in the \((x, z, r)\)-parameter, equivalent to part 1 and 2 of assumption 6.4. We will also need the boundedness condition on \( \Psi^\alpha \) given over.

The problem is part 3 of assumption 6.4. That is, the problem is when \( \Psi^\alpha \) varies in \( \alpha \). For instance, to get \(|\partial_x f^{\alpha+h}(t, x, z, k) - \partial_x f^\alpha(t, x, z, k)|\) small by choosing \( h \) small, we would like to resonate in the following way, skipping the \((t, x, z)\) parameter for notational simplicity:

\[
|\partial_x f^{\alpha+h}(k) - \partial_x f^\alpha(k)| = \\
|\partial_x g^{\alpha+h} \left( \int_{R_0} \Psi_t^{\alpha+h} (y) \nu(dy) \right) - \partial_x g^\alpha \left( \int_{R_0} \Psi_t^\alpha (y) \nu(dy) \right)| \\
\leq |\partial_x g^{\alpha+h} \left( \int_{R_0} \Psi_t^{\alpha+h} (y) \nu(dy) \right) - \partial_x g^\alpha \left( \int_{R_0} \Psi_t^{\alpha+h} (y) \nu(dy) \right)| + \\
|\partial_x g^\alpha \left( \int_{R_0} \Psi_t^{\alpha+h} (y) \nu(dy) \right) - \partial_x g^\alpha \left( \int_{R_0} \Psi_t^\alpha (y) \nu(dy) \right)|.
\]

If \( \partial_x g^\alpha \) is uniformly continuous in \( \alpha \), the first of these two estimates we may get small by choosing \( h \) small. The second, however, would require that we can get \( \| (\Psi_t^{\alpha+h} - \Psi_t^\alpha) k \| \) small by choosing \( h \) small. This is of course impossible to obtain uniformly in \( k \), unless \( \Psi^\alpha \) does not vary in \( \alpha \) or that the derivatives of \( g^\alpha \) does not vary in the \( r \) parameter, which is essentially the same as \( g^\alpha \) being linear in \( r \).

If neither of these suggestions apply, we would need to remove the condition that we need uniform continuity, for instance by studying how often \( K_i^\alpha(z) \) is big. This is interesting, but out of the scope of this thesis. However, the two cases discussed may be part of sufficient conditions for the assumptions 6.4 and 6.5 to hold. This leads us to the following two propositions.

**Proposition 6.8.** Suppose \( \{f^\alpha, \xi^\alpha, \alpha \in \mathbb{R}\} \) is quasi-strong for each \( \alpha \in \mathbb{R} \), where \( g^\alpha \) has uniformly bounded, uniformly continuous derivatives in \((\alpha, x, z, r)\). Suppose further that \( \Psi^\alpha \) is independent of \( \alpha \) and satisfies

\[
D_2(1 \land |z|) \leq \Psi_t(z) \leq D_1(1 \land |z|)
\]

uniformly for some \( D_1 \geq 0 \) and \( D_2 \in (-1, 0] \). Finally, suppose \( \{f^\alpha, \xi^\alpha, \alpha \in \mathbb{R}\} \) satisfies assumption 6.5. Then \( \{f^\alpha, \xi^\alpha, \alpha \in \mathbb{R}\} \) also satisfies assumption 6.4.

**Proof.** This follows from our discussion over. \( \square \)

**Proposition 6.9.** Suppose \( g^\alpha(\omega, t, x, z, r) = h^\alpha(\omega, t, x, z) + r \), where \( h \) satisfies 6.4 and 6.5. Further, suppose \( \xi^\alpha \) satisfies (20). Finally, suppose
Ψα is differentiable in α with uniformly bounded derivative and that there exists $D_1 \geq 0$ and $D_2 \in (-1, 0]$ such that the following holds uniformly:

$$D_2 (1 \wedge |y|) \leq \Psi_t^α(y), \quad \partial_α \Psi_t^α(y) \leq D_1 (1 \wedge |y|).$$

If $f^α(t, x, z, k) = g^α(t, x, z, \int_{\mathbb{R}_0} \Psi_t^α(y)k(y)\nu(dy))$, then $\{f^α, \xi^α, \alpha \in \mathbb{R}\}$ satisfies 6.4 and 6.5.

**Proof.** Now $f^α$ is the sum of two generators. One is $h^α$ which satisfies 6.4 and 6.5 by assumption and does not vary in $k$. The other is $\int_{\mathbb{R}_0} \Psi_t^α(y)k(y)\nu(dy)$ which does not vary in $(x, z)$. So all we have to do is to show that the latter also satisfies 6.4 and 6.5. Note that $\nabla_k \left( \int_{\mathbb{R}_0} \Psi_t^α(y)k(y)\nu(dy) \right)(h) = \int_{\mathbb{R}_0} \Psi_t^α(y)k(y)\nu(dy)$. Thus, part 1 of assumption 6.4 follows from the uniform bounds on $\Psi^α$. Because the derivative is constant, part 2 is trivial. Part 3 follows from the mean value inequality, the uniform bound on $\partial_α \Psi^α$ and the non-dependence on $r$ in the derivatives of $g^α$ as we discussed above. To prove that 6.5 is satisfied, observe that

$$E \left[ \int_0^T \left( \int_{\mathbb{R}_0} \frac{\Psi_t^α(y) - \Psi_{t_0}^α(y)}{\alpha - \alpha_0} - \partial_α \Psi_t^{α_0}(y) \right) K_t^{α_0}(y)\nu(dy) dt \right] \leq$$

$$E \left[ \int_0^T \left( \int_{\mathbb{R}_0} \frac{\Psi_t^α(y) - \Psi_{t_0}^α(y)}{\alpha - \alpha_0} - \partial_α \Psi_t^{α_0}(y) \right)^2 \nu(dy) dt \right] \rightarrow 0$$

as $α \rightarrow α_0$. This follows from the bounded convergence theorem. Thus, the limit of (21) is $\partial_α h^{α_0}(t, X_t^{α_0}, Z_t^{α_0}) + \int_{\mathbb{R}_0} \partial_α \Psi_t^{α_0}(y) K_t^{α_0}(y)\nu(dy)$. This completes the proof. 

**7 Malliavin derivative**

In this section I will prove a result about the Malliavin derivative of the solution of a BSDE. In [11], where this is done in the pure Wiener setting, the derivatives solve a BSDE obtained by formally differentiating each term in the BSDE. I will show a similar result in the jump direction, but because the chain rule is quite different in the jump component, the result will not have this property.

The work on this section was done in the spring semester while learning about the Malliavin calculus. I followed classes and did research on my own. When I was reading literature, it soon became clear that there are many definitions of the derivative. Many specifies $Ω$, for instance the white noise definition and canonical space-type definitions, and many seemed to be a Master project in their own.
I had to choose one that I could work on within the time frame. This I found in [23] which uses a definition that generalize the one for the pure Wiener and pure jump cases in [10]. That is, the definition uses a chaos expansion based on an iterative approach using a representation theorem, which in my case is the martingale representation theorem for Lévy processes. References for this is e.g. [17] or theorem 5.3.6 in [2].

In the main theorem, many results that are classic for the Malliavin derivative are used. So I could have assumed that I had a definition at hand where these results are valid. This is of course not satisfactory. But because the definition in [23] is a mere generalization of the definitions in [10], I have been able to prove all preliminary results needed in the main theorem, the most important being the chain rule.

The preliminary results, I used a significant amount of time proving. However, my supervisor recommended me not to state the proofs as they are very tedious and similar to the classical proofs. Instead I will comment on the idea behind, leaving the proofs as a good exercise.

Now, in [11], the proof of the Malliavin differentiability in the pure Wiener case is done by first proving in section 5.1 a result about extension of filtration in addition to do it in a \( L^p \) setting with \( p > 1 \) instead of \( L^2 \). This gave the fundamental inequality

\[
\| X \|_{S^p}^p \leq C_p E \left[ \left( |\xi| + \int_0^T |f(s, X_s, Z_s)| ds \right)^p \right]
\]

which is strictly stronger than the a priori estimate. Using Hölder’s inequality one obtains

\[
\left( \int_0^T |f(s, X_s, Z_s)| ds \right)^p \leq T^{p^*} \int_0^T |f(s, X_s, Z_s)|^2 ds.
\]

Thus, one may choose \( T \) sufficiently small as a tool. Also, this theorem uses a so-called orthogonal decomposition with respect to Brownian motion. Unfortunately, after much research, I was unable to find any references to this, and much less any references to the jump case. I found a result called the Kunita-Watanabe decomposition, but this was not enough. Thus, because of short time, I had to abandon this research.

Because I did not have the choosing \( T \) sufficiently small tool, I needed other conditions to get the expressions converge to zero. In an article by Delong and Imkeller, see [9], which shows a similar theorem for time delayed generators, and using another definition of the derivative, the condition that \( D^1_{\theta, z} \xi \) behave sufficiently nice around \( z = 0 \) combined with the ideas of [11], the theorem is proved using appropriate inequalities. Note that I will use slightly different inequalities.

One point to notice is that, as in [11] but for another reason, \( T \) is chosen small in the proof in [9]. This is not required in my argument.
The reason for only proving the main theorem in the jump direction the same as is stated in the introduction in [9]. Here, several articles where the pure Wiener case is studied are mentioned. Also, differentiability in the Wiener direction in models with jumps are studied. The authors of [9], as well as myself, has been unable to find the case I am going to prove. This is enough, I think, for my result to be interesting. I will, in addition, give more reasons in a discussion after the main result.

In this section, \((f, \xi)\) will be a standard parameter and, to be consistent with [23], \(\nu\) a centered Lévy process.

### 7.1 Definition of the Malliavin derivative and preliminary results

Our definition will consist of mixed iterated Poisson and Wiener integrals. For that purpose we define the following unifying notation, with \(\lambda\) as the Lebesgue measure

\[
U_0 = [0, T] \text{ and } U_1 = [0, T] \times \mathbb{R}_0
\]

\[
Q_0(dt^0) = dW(t^0) \text{ and } Q_1(dt^1, dz^1) = \tilde{N}(dt^1, dz^1)
\]

\[
d(Q_0) = d\lambda \text{ and } d(Q_1) = d\lambda \times d\nu
\]

and define an expanded simplex as follows:

\[
G_{j_1, \ldots, j_k} = \left\{ (u_{j_1}^{t_1}, \ldots, u_{j_k}^{t_k}) \in \prod_{i=1}^k U_{j_i} : 0 < t_1 < \ldots < t_k < T \right\}
\]

for \(j_1, \ldots, j_k = 0, 1\).

A chaos expansion is constructed the same way as in [10], section 1.2 and 10.2, using a representation theorem. We use the one in theorem 5.3.5 in [2]. A more general is given in [17]. Because this result decomposes the random variable into both a Wiener and a jump integral, we get in each iterative step twice as many terms in addition to a remainder. So instead of a representation on the form

\[
F = \sum_{n=0}^{\infty} I_n(f_n)
\]

one must expect that for each \(n\), one has \(2^n\) integrals representing the \(2^n\) ways to combine \(dW_t\) and \(\tilde{N}(dt, dz)\) \(n\) times. We also get \(2^n\) remainders,
and not just the one in [10]. However, we can show that these $2^n$ remainders are no more problematic than the one in [10]. So if we define the following $n$-fold integral $J_n^{(j_1,...,j_n)}(g_{j_1,...,j_n})$ as

$$J_n^{(j_1,...,j_n)}(g_{j_1,...,j_n}) = \int_{G_{j_1,...,j_n}} g_{j_1,...,j_n}(u_1^{j_1},...,u_n^{j_n})Q_{j_1}(du_1^{j_1})...Q_{j_n}(du_n^{j_n})$$

for $g_{j_1,...,j_n} \in L^2(G_{j_1,...,j_n}) = L^2(G_{j_1,...,j_n}, \bigotimes_{i=1}^n d(Q_{j_i}))$, we obtain the following theorem from [23]:

**Theorem 7.1.** For every $F \in L^2(\mathcal{F}_T, P)$, there exists a unique sequence $\{g_{j_1,...,j_n}\}$, $j_1,...,j_n = 0, 1$, where $\{g_{j_1,...,j_n}\} \in L^2(G_{j_1,...,j_n})$, such that

$$F = \sum_{n=0}^{\infty} \sum_{j_1,...,j_n=0,1} J_n^{(j_1,...,j_n)}(g_{j_1,...,j_n})$$

and we have the isometry

$$\| F \|_{L^2(P)}^2 = \sum_{n=0}^{\infty} \sum_{j_1,...,j_n=0,1} \| g_{j_1,...,j_n} \|_{L^2(G_{j_1,...,j_n})}^2.$$

The isometry is true because the $n$-folded integrals are orthogonal. This follows from the following proposition.

**Proposition 7.2.** Suppose $\phi \in H^2_T(\mathbb{R})$, $\psi \in \hat{H}^2_T(\mathbb{R})$, and define $X_t = \int_0^t \phi_s dW_s$ and $Y_t = \int_0^t \int_{\mathbb{R}_0} \psi_s(z) \tilde{N}(ds,dz)$. Then $XY$ is a martingale.

**Proof.** Using theorem 9.5 in [10] (Itô’s formula) on $f(t, x, y) = xy$, we obtain

$$X_tY_t = \int_0^t Y_{s-} \phi_s dW_s + \int_0^t \int_{\mathbb{R}_0} X_{s-} \psi_s(z) \tilde{N}(ds,dz)$$

We always choose Wiener and jump integrals to be càdlàg, and thus by [24], theorem 1.3, the following are well defined stopping times:

$$\tau_n^1 = \inf\{t > 0 : |Y_t| > n\}$$

$$\tau_n^2 = \inf\{t > 0 : |X_t| > n\}.$$ 

Because $X$ and $Y$ are square integrable and càdlàg, they are a.s. finite. So $\tau_n^i \to \infty$ a.s. for $i = 1, 2$. Therefore, for all $n \geq 1$,

$$E \left[ \int_0^T (Y_{t\wedge} \phi_t)^2 1\{\tau_n^1 < t\} dt \right] < \infty$$

$$E \left[ \int_0^T \int_{\mathbb{R}_0} (X_{t\wedge} \psi_t(z))^2 1\{\tau_n^2 < t\} \nu(dz) dt \right] < \infty.$$
So $XY$ is a local martingale. Further, by Hölder’s and Doob’s inequalities, we have that for all stopping times $\tau$, with $\tau \in [0, T]$ a.s., there exists a $C > 0$, independent of $\tau$, such that

$$E[X_\tau Y_\tau] \leq E[\sup_{0 \leq t \leq T} X_t^2]^{\frac{1}{2}} E[\sup_{0 \leq t \leq T} Y_t^2]^{\frac{1}{2}} \leq CE[X_T^2]^{\frac{1}{2}} E[Y_T^2]^{\frac{1}{2}} < \infty.$$ 

But then $XY$ is of class DL and hence a martingale. See [15], definition 1.4.8 and exercise 1.5.19 (i). For Doob’s inequality, see [15], theorem 3.8 (iv). This theorem requires a right continuous submartingale. This is satisfied by $|X_t|$ and $|Y_t|$ by proposition 3.6, also in [15].

As mentioned, this shows that $J_n^{(j_1, \ldots, j_n)}(g_{(j_1, \ldots, j_n)})^1$ and $J_m^{(j_1, \ldots, j_n)}(h_{(j_1, \ldots, j_n)})^2$ are orthogonal. Here, orthogonality is in the sense that

$$E\left[J_n^{(j_1, \ldots, j_n)}(g_{(j_1, \ldots, j_n)})^1 J_m^{(j_1, \ldots, j_n)}(h_{(j_1, \ldots, j_n)})^2\right] = 0,$$

whenever $(j_1, \ldots, j_n)^1 \neq (j_1, \ldots, j_n)^2$. If $m > n$, $J_n^{(j_1, \ldots, j_n)}(g_{(j_1, \ldots, j_n)})$ and $J_m^{(k_1, \ldots, k_m)}(h_{(k_1, \ldots, k_m)})$ also are orthogonal, and

$$E\left[J_n^{(j_1, \ldots, j_n)}(g_{(j_1, \ldots, j_n)}) J_m^{(k_1, \ldots, k_m)}(h_{(k_1, \ldots, k_m)})\right] = 0.$$

To show this last point, note that if the last $n$ components in $(k_1, \ldots, k_m)$ are equal to $(j_1, \ldots, j_n)$, the reasoning in [10], formula (1.7), can be used. That is, we take the expectation of two Wiener integrals or two jump integrals $n$ times until we have only the expectation of a single of either integrals. If they differ on one of the components, we can apply proposition 7.2 directly because we get the expectation of a jump integral times a Wiener integral.

We are now ready to define the directional derivatives. As in [23], we define the derivatives in both the Wiener direction and jump direction. To do this, we define an expanded simplex

$$G_{j_1, \ldots, j_n}^{(k)}(t) = \left\{(u_{j_1}^1, \ldots, u_{j_k}^k, \ldots, u_{j_n}^n) \in G_{j_1, \ldots, j_k-1, j_{k+1}, \ldots, j_n} : 0 < t_1 < \ldots < t_{k-1} < t < t_{k+1} < \ldots < t_n < T \right\},$$

where the $\hat{u}_{j_k}$-notation means that we omit the $k$-th element. Note that $G_{j_1, \ldots, j_n}^{(k)}(t) \cap G_{j_1, \ldots, j_n}^{(l)}(t) = \emptyset$ whenever $k \neq l$. Now we define the directional derivatives as follows:
Definition 7.3. 1. Let $\mathbb{D}_{1;2}^{(l)}$ be defined as

$$\mathbb{D}_{1;2}^{(l)} = \left\{ \xi \in L^2(\Omega), \xi = E[\xi] + \sum_{n=1}^{\infty} \sum_{j_1,\ldots,j_n=0,1} J_n^{(j_1,\ldots,j_n)}(g_{j_1,\ldots,j_n}): \right.$$ \n
$$\sum_{n=1}^{\infty} \sum_{j_1,\ldots,j_n=0,1} \sum_{i=1}^{n} 1\{j_i = l\} \int_{U_{ji}} \| g_{j_1,\ldots,j_n}(\cdot, u_i^l, \cdot) \|^2_{L^2(G_{j_1,\ldots,j_n}(t))} d\langle Q_l \rangle(u_i^l) < \infty \right\}.$$ 

2. For $\xi \in \mathbb{D}_{1;2}^{(l)}$ we define the derivative in the $l$-th direction as:

$$D_{u_l}^{(l)}\xi = \sum_{n=1}^{\infty} \sum_{j_1,\ldots,j_n=0,1} \sum_{i=1}^{n} 1\{j_i = l\} J_n^{(j_1,\ldots,j_n)} \left( g_{j_1,\ldots,j_n}(\cdot, u_i^l, \cdot) 1_{G_{j_1,\ldots,j_n}(t)} \right).$$

It is worth mentioning that this definition reduces to the classical definition in [10] if only the Wiener or the jump part is considered. Now, because we want to differentiate processes, we will also need to define two classes of processes. These are classical spaces when considering Malliavin differentiability of processes.

Definition 7.4. Let $L_{1;2}^{(l)}$, $l \in \{0,1\}$, be two spaces of processes $\phi : \Omega \times [0,T] \to \mathbb{R}$ and $\psi : \Omega \times [0,T] \times \mathbb{R}_0 \to \mathbb{R}$ for $l = 0$ and $l = 1$ respectively, such that

$$\phi \in H_T^2, \psi \in \tilde{H}_T^2,$$

$$\phi_s \in \mathbb{D}_{1;2}, \lambda - a.e.,$$

$$\psi_s(y) \in \mathbb{D}_{1;2}, \lambda \times \nu - a.e.$$

$$E\left[ \int_0^T \int_0^T \int_{\mathbb{R}_0} D_{t,z}^1 \phi_s^2 \nu(dz)dtds \right] < \infty$$

$$E\left[ \int_0^T \int_{\mathbb{R}_0} \int_0^T \int_{\mathbb{R}_0} D_{t,z}^1 \psi_s(y)^2 \nu(dz)dtd
\nu(dy)ds \right] < \infty.$$
Note that these are a Banach spaces under the norms

\[ \| \phi \|_{L^2_{(0,1)}}^2 = E \left[ \int_0^T \phi_s^2 ds \right] + E \left[ \int_0^T \int_0^T \int_{\mathbb{R}_0} D_{1,z}^1 \phi_s^2 \nu(dz) dt ds \right], \]

\[ \| \psi \|_{L^2_{(1,1)}}^2 = E \left[ \int_0^T \int_{\mathbb{R}_0} \psi_s(y)^2 \nu(dy) ds \right] + E \left[ \int_0^T \int_{\mathbb{R}_0} \int_0^T \int_{\mathbb{R}_0} D_{1,z}^1 \psi_s(y)^2 \nu(dz) dt ds \right]. \]

We may define equivalent spaces for the derivative in the Wiener direction, but this is not used in this thesis.

As mentioned, we will need a chain rule. It is well known from the pure jump or pure Wiener case, see e.g. [10]. Also, [23] proves one for our setting in the Wiener direction. I will state one for the jump direction. The proof is using the same idea as is used in chapter 12.2 in [10] where we find the derivative of the members of a spanning set.

Let us briefly go through the argument. We start by finding a family of Doléans-Dade exponentials that spans \( L^2(\Omega, \mathcal{F}, P) \). This is achieved in [23] by defining the continuous function

\[ \gamma(z) = \begin{cases} 
  e^z - 1 & z \leq 0 \\
  1 - e^{-z} & z > 0.
\end{cases} \]

Note that this is a function bounded by 1, and is known to have the following properties, which is proved in [19] page 872: \( \gamma \in L^2(\nu), e^{\alpha \gamma} - 1 \in L^2(\nu) \) \( \forall \alpha \in \mathbb{R} \) and for \( h \in C([0, T]) \) we have \( e^{\gamma h} - 1 \in L^2(\lambda \times \nu), h \gamma \in L^2(\lambda \times \nu) \) and \( e^{\lambda h} - 1 - \lambda h \in L^1(\lambda \times \nu) \). Now we have that [23] gives the following lemma:

**Lemma 7.5.** The linear span \( S \) of random variables \( Y_T \), where the \( Y = \{ Y_t : t \in [0, T] \} \) are on the form

\[ Y_t = \exp \left\{ \int_0^t \sigma h_s dW_s + \int_0^t \int_{\mathbb{R}_0} h_s \gamma(z) \tilde{N}(ds, dz) \right\} - \int_0^t \frac{\sigma^2 h_s^2}{2} ds - \int_0^t \int_{\mathbb{R}_0} (e^{h_s \gamma(z)} - 1 - h_s \gamma(z)) \nu(dz) ds \]

for \( h \in L^2([0, T]) \), is dense in \( L^2(\Omega, \mathcal{F}, P) \).

To find the chaos expansion of the elements of \( S \), we do a simple exercise with Itô’s formula and obtain for a \( Y \in S \)

\[ dY_t = Y_{t-} \left[ \sigma h_t dW_t + \int_{\mathbb{R}_0} (e^{h_t \gamma(z)} - 1) \tilde{N}(dt, dz) \right] \]
and thus
\[ Y_t = 1 + \int_0^t Y_s \left[ \sigma h_s dW_s + \int_{\mathbb{R}_0} (e^{h_s \gamma(z)} - 1) \tilde{N}(ds, dz) \right]. \]

If we do this iteratively on the kernels, observing that the remainders vanish, we obtain
\[ Y_T = \sum_{n=0}^{\infty} \sum_{j_1, \ldots, j_n = 0, 1} J_n^{(j_1, \ldots, j_n)} (g_{j_1, \ldots, j_n}), \]

where
\[ g_{j_1, \ldots, j_n}(u_1, \ldots, u_k) = \left( \prod_{\{i: j_i = 0\}} \sigma h(t_i) \right) \left( \prod_{\{i: j_i = 1\}} (e^{h(t_i) \gamma(z_i)} - 1) \right). \]

Here the product over an empty index set is 1. Further, we can show that \( Y \in D_{l,1,2} \cap D_{1,1,2} \) with derivatives
\[ D_{l}^{(l)} Y_T = c^l(u^l) Y_T, \]

where \( c^l(u^l) = \sigma h_l \) for \( l = 0 \) and \( c^l(u^l) = e^{h_l \gamma(z)} - 1 \) for \( l = 1 \). In this thesis, we are interested in \( l = 1 \), and we see we have the same representation for the spanning set \( S \) as in [10], section 12.2. So using the same argument as in the proof of theorem 12.8 in [10], we obtain the chain rule. Note that there is a misprint on the condition \( \varphi(F) + D_{t,z}^1 F) - \varphi(F) \in L^2(P \times \lambda \times \nu) \). Also, the proof depends on theorem 7.8, but we state the chain rule first because this is most fundamental for the main result of the section.

**Theorem (chain rule) 7.6.** Let \( k \in \mathbb{N} \) and suppose \( F_i \in D_{1,2}^1 \) for \( i = 1, \ldots, k \) and \( \varphi : \mathbb{R}^k \to \mathbb{R} \) is continuous. Further, suppose \( \varphi(F) \in L^2(P) \) and \( \varphi(F + D_{t,z}^1 F) - \varphi(F) \in L^2(P \times \lambda \times \nu) \), where \( F = (F_1, \ldots, F_k) \). Then \( \varphi(F) \in D_{1,2}^1 \) and
\[ D_{t,z}^1 \varphi(F) = \varphi(F + D_{t,z}^1 F) - \varphi(F). \]

Let us give some other results used in the main result which are not stated in [23]. We start by a result regarding the representation of a stochastic variable. The proof is a long exercise with the chaos expansions.

**Lemma 7.7.** Suppose we have that \( \xi \in D_{1,2}^1, l \in \{1, 2\}, \phi \in H_{l,1}^2(\mathbb{R}) \) and \( \psi \in H_{l,2}^2(\mathbb{R}) \). Further, suppose that
\[ \xi = \int_0^T \phi_s dW_s + \int_0^T \int_{\mathbb{R}_0} \psi_s(z) \tilde{N}(ds, dz). \]

Then \( \phi \in L_{1,2}^{0,1} \) and \( \psi \in L_{1,2}^{1,1} \).
One important tool working with Malliavin calculus is the closeability of the derivative. Often we can show that the terms in an approximating sequence is differentiable. The following theorem then gives conditions for the limit to be differentiable. The proof is essentially the same as the proof of theorem 12.6 in [10].

**Theorem 7.8.** Suppose \( \xi \in L^2(P) \) and \( \xi_k \in D^{1,2}_{1,2} \) for \( k \in \mathbb{N} \) is such that \( \xi_k \to \xi \) in \( L^2(P) \) and \( D_{\theta,z}\xi_k \) converges in \( L^2(\lambda \times \nu \times P) \). Then \( \xi \in D^{1,2}_{1,2} \) and \( D_{\theta,z}\xi_k \to D_{\theta,z}\xi \) in \( L^2(\lambda \times \nu \times P) \).

The next lemma says that the Malliavin derivative of an integral with respect to a finite measure, for instance the Lebesgue measure on a bounded interval, is the integral of the Malliavin derivative of the kernel. The result in a different setting is proved in lemma 3.3 in [9], but the proof may be applied here. The proof depends heavily on a fubini-type result for stochastic and Lebesgue integrals. See e.g. problem 3.6.12 in [15] for the Brownian case. For the jump case, see theorem 5 in [1].

**Lemma 7.9.** Suppose \( \phi \in L^{0,1}_{0,1,2} \) and \( \psi \in L^{1,1}_{1,2} \). Further, let \( \mu_1 \) and \( \mu_2 \) be finite measures on \( ([0,T],B([0,T])) \) and \( ([0,T] \times \mathbb{R}_0, B([0,T]) \times B(\mathbb{R}_0)) \) respectively. Then

\[
\int_0^T \phi_t \mu_1(dt) \in D^{1,2}_{0,1,2} \\
\int_0^T \int_{\mathbb{R}_0} \psi_t(y) \mu_2(dt,dy) \in D^{1,2}_{1,2},
\]

and the following holds for \( \lambda \times \nu \)-a.a. \((\theta,z)\):

\[
D_{\theta,z}^1 \int_0^T \phi_t \mu_1(dt) = \int_0^T D_{\theta,z}^1 \phi_t \mu_1(dt) \\
D_{\theta,z}^0 \int_0^T \Psi_t(y) \mu_2(dt,dy) = \int_0^T \int_{\mathbb{R}_0} D_{\theta,z}^1 \Psi_t(y) \mu_2(dt,dy).
\]

A similar lemma, which is not a corollary of lemma 7.9, but with a proof that uses the same idea is the following.

**Lemma 7.10.** Suppose \( K \in L^{1,1}_{1,2} \) and \( \Psi \in \tilde{H}^2_T \), where \( \Psi \) is deterministic and satisfies uniformly

\[
C_2(1 \wedge |y|^2) \leq \Psi_t(y) \leq C_1(1 \wedge |y|^2)
\]

for \( C_2 \in (-1,0] \) and \( C_1 \geq 0 \). Then, for \( \lambda \)-a.a. \( t \)

\[
\int_{\mathbb{R}_0} \Psi_t(y) K_t(y) \nu(dy) \in D^{1,2}_{1,2}.
\]
and $\lambda \times \nu$-a.e. we have

$$D^{1}_{\theta,z} \int_{\mathbb{R}_0} \Psi_t(y)K_t(y)\nu(dy) = \int_{\mathbb{R}_0} \Psi_t(y)D^{1}_{\theta,z}K_t(y)\nu(dy).$$

The last lemma is the equivalent to proposition 3.12 in [10]. The proof is straightforward though tedious.

**Lemma 7.11.** Suppose $\xi \in \mathbb{D}^1_{1,2}$. Then $E[\xi|\mathcal{F}_t] \in \mathbb{D}^1_{1,2}$ and, for $\lambda \times \nu$-a.a. $(\theta,z)$,

$$D^{1}_{\theta,z}E[\xi|\mathcal{F}_t] = E[D^{1}_{\theta,z}\xi|\mathcal{F}_t]1_{[0,t]}(\theta).$$

### 7.2 Differentiability in $\tilde{N}$

Now that we have established the definition and the preliminary results, let us prove the differentiability for a standard parameter $(f,\xi)$. To do this, we need the following assumption:

**Assumption 7.12.** $(f,\xi)$ is quasi-strong with $f$ deterministic and $\xi \in \mathbb{D}^1_{1,2}$. Further, $\xi$ satisfies

$$\lim_{\epsilon \to 0^+} E\left[\int_0^T \int_{|z|<\epsilon} |D^{1}_{\theta,z}\xi|^2 \nu(dz)d\theta\right] = 0, \quad (33)$$

and $\Psi$ in definition 2.3 satisfies the stronger condition

$$C_2(1 \wedge |z|^2) \leq \Psi_t(z) \leq C_1(1 \wedge |z|^2), \quad \mathcal{P}' - \text{a.e.} \quad (34)$$

for $C_2 \in (-1,0]$ and $C_1 \geq 0$. Further, $\Psi$ is deterministic.

Some comments are needed on the motivation of this assumption. We need $f$ deterministic because we are going to apply the chain rule, which we only have for deterministic functions. Because we need to differentiate the arguments of $f$, with the theory available in this thesis we need $f$ to have only real arguments, not operator arguments. So, with $\Psi$ deterministic, we have

$$f(t,x,z,k) = g(t,x,z,\int_{\mathbb{R}_0} \Psi_t(y)k(y)\nu(dy)),$$

and because $\Psi$ satisfies the stronger integrability condition (34), we have from theorem 7.10 that if $K_t(y) \in \mathbb{D}^1_{1,2}$, then

$$D^{1}_{\theta,z} \int_{\mathbb{R}_0} \Psi_t(y)K_t(y)\nu(dy) = \int_{\mathbb{R}_0} \Psi_t(y)D^{1}_{\theta,z}K_t(y)\nu(dy).$$
Now, let \((X, Z, K)\) be the solution of the corresponding BSDE. We use the \(f\)-representation of the generator for notational simplicity. Define
\[
\hat{f} : \Omega \times [0, T] \times \mathbb{R} \times \mathbb{R} \times \hat{L}_T^2(\mathbb{R}_0, \mathcal{B}(\mathbb{R}_0), \nu) \to \mathbb{R}
\]
\[
\hat{f}(t, x, z, k) = f(t, X_t + x, Z_t + z, K_t + k) - f(t, X_t, Z_t, K_t).
\] (35)

It is easy to see that \(\hat{f}\) is Lipschitz with the same Lipschitz constant as \(f\), and that it is \(\mathcal{P} \times \mathcal{B}(\mathbb{R}) \times \mathcal{B}(\mathbb{R}_0, \mathcal{B}(\mathbb{R}_0), \nu)\)-measurable. Thus, for \(\lambda \times \nu\text{-a.a.}\) \((\theta, z), (\hat{f}, D_{\theta,z}\xi)\) is a standard parameter. Let \((X^{\theta,z}, Z^{\theta,z}, K^{\theta,z})\) be the solution of the corresponding BSDE, i.e. \((X^{\theta,z}, Z^{\theta,z}, K^{\theta,z})\) solves
\[
\tilde{X}_t = D_{\theta,z}\xi + \int_t^T \hat{f}(s, \tilde{X}_s, \tilde{Z}_s, \tilde{K}_s)ds + \int_t^T \tilde{Z}_s dW_s - \int_t^T \int_{\mathbb{R}_0} \tilde{K}(s, y)\tilde{N}(ds, dy)
\] (36)
for \(\lambda \times \nu\text{-a.a.}\) \((\theta, z)\). Note that from picard iteration, i.e. theorem 3.5, we can show that this is the a.e. limit of a \(\lambda \times \nu\) measurable sequence and thus is \((\theta, z)\)-measurable itself. The argumentation is only slightly different to the argumentation behind (38) in the proof. Further, because \(\hat{f}(\cdot, 0, 0, 0) = 0\), we see from the inequalities of theorem 3.5 that for some \(C > 0\)
\[
\int_0^T \int_{\mathbb{R}_0} \left(\|X^{\theta,z}\|_\beta^2 + \|Z^{\theta,z}\|_\beta^2 + \|K^{\theta,z}\|_\beta^2\right)\nu(dz)d\theta \\
\leq C \int_0^T \int_{\mathbb{R}_0} \|D_{\theta,z}\xi\| \nu(dz)d\theta < \infty.
\]

**Theorem 7.13.** Suppose \((f, \xi)\) satisfies assumption 7.12. Then \((X, Z, K) \in \mathbb{L}_{1,2}^{0,1} \times \mathbb{L}_{1,2}^{0,1} \times \mathbb{L}_{1,2}^{1,1}\) and \((D_{\theta,z}^1 X, D_{\theta,z}^1 Z, D_{\theta,z}^1 K)\) is a version of the solution \((X^{\theta,z}, Z^{\theta,z}, K^{\theta,z})\) of the BSDE (36) for \(\lambda \times \nu\text{-a.a.}\) \((\theta, z)\) with \(\theta \leq t\).

**Proof.** As said, the main idea is from [11] and uses Picard iteration and the fact from theorem 7.8 that the malliavin operators are closed operators. In this proof, we let \((X^{\theta,z}, Z^{\theta,z}, K^{\theta,z})\) be a version of the solution of BSDE (36) for \(t \geq \theta\) for \(\lambda \times \nu\text{-a.a.}\) \((\theta, z)\), and \((X^{\theta,z}, Z^{\theta,z}, K^{\theta,z}) = (0, 0, 0)\) elsewhere.

We define the sequence \((X^k, Z^k, K^k)\) by \((X^0, Z^0, K^0) = (0, 0, 0)\) and \((X^{k+1}, Z^{k+1}, K^{k+1})\) the solution of the BSDE
\[
X_t^{k+1} = \xi + \int_t^T f(s, X_s^k, Z_s^k, K_s^k)ds \\
- \int_t^T Z_s^{k+1} dW_s - \int_t^T \int_{\mathbb{R}_0} K_s^{k+1}(y)\tilde{N}(ds, dy).
\] (37)

We know from proposition 3.5, that \((X^k, Z^k, K^k) \to (X, Z, K)\) in \(\mathcal{V}\). Now, suppose \((X^k, Z^k, K^k) \in \mathbb{L}_{1,2}^{0,1} \times \mathbb{L}_{1,2}^{0,1} \times \mathbb{L}_{1,2}^{1,1}\). Because of the Lipschitz condition
on \( f \), it is continuous and satisfies
\[
f(t, X_t^k, Z_t^k, K_t^k) \in L^2(P),
\]
and
\[
f(t, X_t^k + D_{\theta, z}^1 X_t^k, Z_t^k + D_{\theta, z}^1 Z_t^k, K_t^k + D_{\theta, z}^1 K_t^k) - f(t, X_t^k, Z_t^k, K_t^k) \in L^2(P \times \lambda \times \nu).
\]
Thus, by theorem (7.6), we have for \( \lambda \)-a.a. \( t \)
\[
\xi + f(t, X_t^k, Z_t^k, K_t^k) \in D_{1,2}^1,
\]
with derivative
\[
D_{\theta, z}^1 \xi + f(t, X_t^k + D_{\theta, z}^1 X_t^k, Z_t^k + D_{\theta, z}^1 Z_t^k, K_t^k + D_{\theta, z}^1 K_t^k) - f(t, X_t^k, Z_t^k, K_t^k).
\]
From the construction of the solution in the proof of theorem 3.4, we have
\[
X_{t+1}^k = E\left[ \xi + \int_t^T f(s, X_s^k, Z_s^k, Z_s^k) ds \right| F_t
\]
Thus
\[
X_{t+1}^k \in D_{1,2}^1, \lambda \text{-a.e.}, \text{and, for } \theta \leq t, \text{we have from lemma 7.11}
\]
\[
D_{\theta, z}^1 X_{t+1}^k = E\left[ D_{\theta, z}^1 \xi + \int_t^T [f(s, X_s^k + D_{\theta, z}^1 X_s^k, Z_s^k + D_{\theta, z}^1 Z_s^k, K_s^k + D_{\theta, z}^1 K_s^k) - f(s, X_s^k, Z_s^k, K_s^k)] ds \right| F_t
\]
Further, from the Lipschitz condition on \( f \), we easily see
\[
E\left[ \int_0^T \int_0^T \int_{\mathbb{R}_0} D_{\theta, z}^1 X_{t+1}^k \nu(dz) d\theta dt \right] < \infty,
\]
and so \( X^{k+1} \in \mathbb{L}_{1,2}^{(0,1)} \), see definition (7.4). Because \( Z^{k+1} \) and \( K^{k+1} \) is constructed as
\[
E\left[ \xi + \int_0^T f(s, X_s^k, Z_s^k, Z_s^k) ds \right| F_t
\]
we have from lemma 7.7 that \( (X^{k+1}, Z^{k+1}, K^{k+1}) \in \mathbb{L}_{1,2}^{(0,1)} \times \mathbb{L}_{1,2}^{(0,1)} \times \mathbb{L}_{1,2}^{(1,1)} \). Because we obviously have \( (0, 0, 0) \in \mathbb{L}_{1,2}^{(0,1)} \times \mathbb{L}_{1,2}^{(0,1)} \times \mathbb{L}_{1,2}^{(1,1)} \), we have proved
that \((X^k, Z^k, K^k) \in \mathbb{L}^{(0,1)}_{1,2} \times \mathbb{L}^{(0,1)}_{1,2} \times \mathbb{L}^{(1,1)}_{1,2}\) for all \(k \in \mathbb{N}_0\). When this is established, we use (37) and proposition 6 in [23] and obtain

\[
D^1_{\theta,z} X_t^{k+1} = D^1_{\theta,z} \xi + \int_t^T \left( f(s, X^k_s + D^1_{\theta,z} X_s^k, Z^k_s + D^1_{\theta,z} Z_s^k, K^k_s + D^1_{\theta,z} K_s^k) - f(s, X^k_s, Z^k_s, K^k_s) \right) ds + \int_t^T D^1_{\theta,z} Z_s^{k+1} dW_s + \int_t^T \int_{\mathbb{R}_0} D^1_{\theta,z} K_s^{k+1}(y) \hat{N}(ds, dy),
\]

for \(\theta \leq t\), and, of course, \((D^1_{\theta,z} X_t^{k+1}, D^1_{\theta,z} Z_t^{k+1}, D^1_{\theta,z} K_t^{k+1}) = (0, 0, 0), \lambda \times P\)-a.e. for \(\theta > t\). If we let

\[
f^k(s, x, z, k) := f(s, X^k_s + D^1_{\theta,z} X_s^k, Z^k_s + D^1_{\theta,z} Z_s^k, K^k_s + D^1_{\theta,z} K_s^k) - f(s, X^k_s, Z^k_s, K^k_s),
\]

we obviously have that \((f^k, D^1_{\theta,z} \xi)\) is a standard parameter for a.a. \((\theta, z)\), and \((D^1_{\theta,z} X^{k+1}, D^1_{\theta,z} Z^{k+1}, D^1_{\theta,z} K^{k+1})\) is the corresponding solution. Note that \(f^k\) does not vary in \((x, z, k)\).

Let us show that \((X^k, Z^k, K^k)\) converges in \(\mathbb{L}^{(0,1)}_{1,2} \times \mathbb{L}^{(0,1)}_{1,2} \times \mathbb{L}^{(1,1)}_{1,2}\). Because \((X^k, Z^k, K^k) \to (X, Z, K)\) in \(\mathcal{V}\), we need to verify that as \(k \to \infty\),

\[
E \left[ \int_0^T \int_0^T \int_{\mathbb{R}_0} |X^k_{t,z} - D^1_{\theta,z} X_t^{k+1}|^2 \nu(dz) d\theta dt \right] + E \left[ \int_0^T \int_0^T \int_{\mathbb{R}_0} |Z^k_{t,z} - D^1_{\theta,z} Z_t^{k+1}|^2 \nu(dz) d\theta dt \right] + E \left[ \int_0^T \int_{\mathbb{R}_0} \int_0^T \int_{\mathbb{R}_0} |K_{t,z}^k - D^1_{\theta,z} K_t^{k+1}(y)|^2 \nu(dz) d\theta \nu(dy) dt \right] \to 0. \tag{39}
\]

Then we have from theorem 7.8 that \((X, Z, K)\) is Malliavin differentiable in the jump direction, and the derivatives equals (up to a modification) the solution of the BSDE with standard parameters \((\hat{f}, D^1_{\theta,z} \xi)\) for \(\lambda \times \nu - a.a. \ (\theta, z)\) such that \(\theta \leq t\).

To show (39), we use (33). Whith \(f^1 = f^k\) and \(f^2 = \hat{f}\) from the a priori estimates we split \(\delta_2 f\) in two different ways. One for very small \(|z|\) and one for the other. To be specific, we choose an \(L > 0\) such that the following two
inequalities are uniformly true:
\[ |\delta_2 f_t|^2 = |\hat{f}(t, X_t^{\theta,z}, Z_t^{\theta,z}, K_t^{\theta,z}) - f^k(t, X_t^{\theta,z}, Z_t^{\theta,z}, K_t^{\theta,z})|^2 \leq 2 \left( |\hat{f}(t, X_t^{\theta,z}, Z_t^{\theta,z}, K_t^{\theta,z})|^2 + |f^k(t, X_t^{\theta,z}, Z_t^{\theta,z}, K_t^{\theta,z})|^2 \right) \leq L \left( |D_{\theta,z}^1 X_t^k|^2 + |D_{\theta,z}^1 Z_t^k|^2 + \| D_{\theta,z}^k K_t \|^2 + |X_t^{\theta,z}|^2 + |Z_t^{\theta,z}|^2 + \| K_t^{\theta,z} \|^2 \right), \tag{40} \]

and for all \( \nu > 0 \),
\[ |\delta_2 f_t|^2 = |\hat{f}(t, X_t^{\theta,z}, Z_t^{\theta,z}, K_t^{\theta,z}) - f^k(t, X_t^{\theta,z}, Z_t^{\theta,z}, K_t^{\theta,z})|^2 \leq (1 + \nu)(2 + 1/\nu)L \left( |X_t^k - X_t|^2 + |Z_t^k - Z_t|^2 + \| K_t^k - K_t \|^2 \right) \]
\[ \leq (1 + 1/\nu)^2L \left( |X_t^{\theta,z} - D_{\theta,z}^1 X_t^k|^2 + |Z_t^{\theta,z} - D_{\theta,z}^1 Z_t^k|^2 + \| K_t^{\theta,z} - D_{\theta,z}^k K_t \|^2 \right). \tag{41} \]

(41) is true because \( 2ab \leq \nu a^2 + \frac{1}{\nu} b^2 \) for all \( a, b, \nu > 0 \), and thus we have
\[ (a + (a + b))^2 \leq (1 + v)a^2 + (1 + \frac{1}{\nu})(a + b)^2 \leq (1 + \nu)a^2 + (1 + \frac{1}{\nu})(1 + v)a^2 + (1 + \frac{1}{\nu})^2b^2 \leq (1 + v)(2 + \frac{1}{\nu})a^2 + (1 + \frac{1}{\nu})^2b^2. \]

From now, we will work with the \( \beta \)-norms, remembering the equivalence of the norms. We need the following assumptions on the size of \( \beta \) where we choose \( \lambda^2, \mu^2 > C_f \), where \( C_f \) is the Lipschitz constant of \( f \):
\[ \beta > \max \{ C_f(2 + \lambda^2 + \mu^2), 3C_f^2(T+2), L(T+2) \}. \tag{42} \]

Now, let \( \epsilon > 0 \), and let \( \delta > 0 \) be such that
\[ E \left[ \int_0^T \int_{|\xi|<\delta} |D_{\theta,z}^1 \xi|^2 \nu(d\theta) d\xi \right] < \epsilon. \]
By the a priori estimates and (40) we now have
\[
\int_0^T \int_{0<|z|<\delta} \left( \| X^\theta,z - D_{\theta,z}^1 X^{k+1} \|_\beta^2 + \| Z^\theta,z - D_{\theta,z}^1 Z^{k+1} \|_\beta^2 + \| K^\theta,z - D_{\theta,z}^1 K^{k+1} \|_\beta^2 \right) \nu(dz) d\theta \leq
\]
\[
L \left[ \int_0^T \int_{0<|z|<\delta} \left( \| X^\theta,z \|_\beta^2 + \| Z^\theta,z \|_\beta^2 + \| K^\theta,z \|_\beta^2 \right) \nu(dz) d\theta + \right.
\]
\[
\left. \int_0^T \int_{0<|z|<\delta} \left( \| D_{\theta,z}^1 X^k \|_\beta^2 + \| D_{\theta,z}^1 Z^k \|_\beta^2 + \| D_{\theta,z}^1 K^k \|_\beta^2 \right) \nu(dz) d\theta. \quad (43) \right.
\]
Let us control these two integrals. To control the first one we use the a priori estimates with \( f^1 = \hat{f}, \ f^2 = 0 \), choosing \( \lambda^2, \mu^2 > C_f \) according to (42). We now have \( f^1(t,0,0,0) = 0 \), and hence \( \delta_2 f = 0 \). Because \( C_f \) also is the Lipschitz constant of \( \hat{f} \), we have
\[
\int_0^T \int_{0<|z|<\delta} \left( \| X^\theta,z \|_\beta^2 + \| Z^\theta,z \|_\beta^2 + \| K^\theta,z \|_\beta^2 \right) \nu(dz) d\theta \leq
\]
\[
e^{\beta T} \left( T + \frac{\lambda^2}{\lambda^2 - C_f} + \frac{\mu^2}{\mu^2 - C_f} \right) \left[ \int_0^T \int_{0<|z|<\delta} \left| \frac{D_{\theta,z}^1 \xi}{\lambda^2} \right|^2 \nu(dz) d\theta \right] <
\]
\[
e^{\beta T} \left( T + \frac{\lambda^2}{\lambda^2 - C_f} + \frac{\mu^2}{\mu^2 - C_f} \right) \epsilon. \]
Of course, this is valid only if \( \beta > C_f (\lambda^2 + \mu^2 + 2) \), which is verified by (42).

To control the second integral in (43), we see from the a priori estimates with \( f^1 = 0, \ f^2 = f^k \) that we have
\[
|\delta_2 f^2|^2 = |f(t, X_t^{k-1} + D_{\theta,z}^1 X_t^{k-1}, Z_t^{k-1} + D_{\theta,z}^1 Z_t^{k-1}, K_t^{k-1} + D_{\theta,z}^1 K_t^{k-1}) -
\]
\[
f(t, X_t^{k-1}, Z_t^{k-1}, K_t^{k-1})|^2 \leq
\]
\[
3C_f^2 (|D_{\theta,z}^1 X_t^{k-1}|^2 + |D_{\theta,z}^1 Z_t^{k-1}|^2 + |D_{\theta,z}^1 K_t^{k-1}|^2). \]

Note that \( f^2 \) has Lipschitz constant 0. We choose \( \kappa \) in the a priori estimates to be \( \kappa^2 = \beta \), and get
\[
\int_0^T \int_{0<|z|<\delta} \left( \| D_{\theta,z}^1 X^k \|_\beta^2 + \| D_{\theta,z}^1 Z^k \|_\beta^2 + \| D_{\theta,z}^1 K^k \|_\beta^2 \right) \nu(dz) d\theta \leq
\]
\[
(T + 2) e^{\beta T} \left[ \int_0^T \int_{0<|z|<\delta} \left| \frac{D_{\theta,z}^1 \xi}{\lambda^2} \right|^2 \nu(dz) d\theta \right] +
\]
\[
\frac{3(T + 2) C_f^2}{\beta} \int_0^T \int_{0<|z|<\delta} \left( \| D_{\theta,z}^1 X^{k-1} \|_\beta^2 + \right.
\]
\[
\left. \| D_{\theta,z}^1 Z^{k-1} \|_\beta^2 + \| D_{\theta,z}^1 K^{k-1} \|_\beta^2 \right) \nu(dz) d\theta. \]
If we define $a = \frac{3(T+2)C^2}{\beta}$, then $a < 1$ because $\beta > 3C^2(T + 2)$ by (42). Thus, we recursively see

$$\int_0^T \int_{|z| < \delta} \left( \| D_{\theta,z}^1 X^k \|_\beta^2 + \| D_{\theta,z}^1 Z^k \|_\beta^2 + \| D_{\theta,z}^1 K^k \|_\beta^2 \right) \nu(dz)d\theta \leq (T + 2)e^{\beta T} \left(1 + a + \ldots + a^{k-1}\right) E \left[ \int_0^T \int_{|z| < \delta} |D_{\theta,z}^1 \xi| \right] \nu(dz)d\theta +$$

$$a^{k-1} \int_0^T \int_{|z| < \delta} \left( \| D_{\theta,z}^1 X^0 \|_\beta^2 + \| D_{\theta,z}^1 Z^0 \|_\beta^2 + \| D_{\theta,z}^1 K^0 \|_\beta^2 \right) \nu(dz)d\theta \leq \frac{(T + 2)e^{\beta T}}{1 - a} \epsilon$$

because $(X^0, Z^0, K^0) = (0, 0, 0)$. So both the integrals in (40) are bounded by $\epsilon$ multiplied by constants independent of $k$ for a given $\beta$. So the integrals can be chosen as small as we want by choosing $\epsilon$ and $\delta$ sufficiently small.

Now, by (41) and the reasoning with the a priori estimates, we have, if we choose $k^2 = \beta$,

$$\int_0^T \int_{|z| \geq \delta} \left( \| X^{\theta,z} - D_{\theta,z}^1 X^{k+1} \|_\beta^2 + \| Z^{\theta,z} - D_{\theta,z}^1 Z^{k+1} \|_\beta^2 + \| K^{\theta,z} - D_{\theta,z}^1 K^{k+1} \|_\beta^2 \right) \nu(dz)d\theta \leq$$

$$\frac{(T + 2)}{\beta} \int_0^T \int_{|z| \geq \delta} \| \delta f \|_\beta^2 \nu(dz)d\theta \leq$$

$$\frac{L(T + 2)}{\beta} \left(1 + \frac{1}{\nu} \right)^2 \int_0^T \int_{|z| \geq \delta} \left( \| X^{\theta,z} - D_{\theta,z}^1 X^k \|_\beta^2 + \| Z^{\theta,z} - D_{\theta,z}^1 Z^k \|_\beta^2 + \| K^{\theta,z} - D_{\theta,z}^1 K^k \|_\beta^2 \right) \nu(dz)d\theta +$$

$$\left(1 + \nu \right)(2 + \frac{1}{\nu}) \left[ \int_0^T \int_{|z| \geq \delta} \nu(dz)d\theta \right]. \quad (44)$$

Because $\beta > K(T + 2)$ we can choose $\nu$ so big that $\frac{K(T+2)}{\beta}(1 + \frac{1}{\nu})^2 < 1$. Further, choose $N \in \mathbb{N}$ such that for all $k \geq N$, we have

$$(1 + \nu)(2 + \frac{1}{\nu}) \left( \| X^k - X \|_\beta^2 + \| Z^k - Z \|_\beta^2 + \| K^k - K \|_\beta^2 \right) \int_0^T \int_{|z| \geq \delta} \nu(dz)d\theta < \epsilon.$$
If we define 
\[ b_2 = (1 + \frac{1}{\upsilon})^2 \frac{K(T + 2)}{\beta} < 1, \]
using (41) recursively, we have for all \( k \geq N \)

\[
\int_0^T \int_{|z| \geq \delta} \left( \| X^{\theta,z} - D_{\theta,z}^1 X^k \|_\beta^2 + \| Z^{\theta,z} - D_{\theta,z}^1 Z^k \|_\beta^2 + \| K^{\theta,z} - D_{\theta,z}^1 K^k \|_\beta^2 \right) \nu(dz) d\theta \leq b_2^{k-N} \int_0^T \int_{|z| \geq \delta} \left( \| X^{\theta,z} - D_{\theta,z}^1 X^N \|_\beta^2 + \| Z^{\theta,z} - D_{\theta,z}^1 Z^N \|_\beta^2 + \| K^{\theta,z} - D_{\theta,z}^1 K^N \|_\beta^2 \right) \nu(dz) d\theta + \frac{\epsilon}{1 - b_2}.
\]

Here, \( b_2 \) does not depend on \( \epsilon \) and we can get this expression as close to \( \frac{\epsilon}{1 - b_2} \) as we want by choosing \( k \) big.

Let us complete the proof. We choose \( \beta \) according to (42) so that we can get (41), in the equivalent \( \beta \)-norm, as small as we want by first choosing an \( \epsilon > 0 \) and a \( \delta > 0 \) to control the small \( |z| \)'s and get (43) to be smaller than a constant independent of \( \epsilon \) times \( \epsilon \) itself. Then we can get (44) small by choosing \( k \) big. But then the convergence is established and hence the theorem is proved.

This theorem worked because we had the fundamental chain rule at hand. However, it would be much more interesting if the generator was allowed to be stochastic. The equivalent result in [11], for instance, has this at hand, as well as the result in [9]. Why it is interesting is obvious. For instance, when pricing options, the interest rate and volatility will be coefficients in the generator, and these are rarely deterministic.

To study this, one could first look at the linear case with differentiable coefficients. Then the deterministic chain rule may be applied directly when one uses the Picard method in the proof above assuming that \((X^k, Z^k, K^k)\) is differentiable to show that \((X^{k+1}, Z^{k+1}, K^{k+1})\) is differentiable. As have been discussed, the linear case is important, and if time would have allowed this, this investigation would have been part of the thesis.

To find a chain rule in the general case, where the randomness is not only in well-handled coefficients, it seems like one has to specify \( \Omega \) to a certain degree. For instance in equation (3.4) in [9], a shift is done on \( \omega \), which is allowed because \( \Omega \) is a canonical-type space. In the Wiener direction, one extra term, the derivative of \( f \) itself, will be the result. In the jump direction, however, it seems like we get the same differential operator shape on the chain rule. See equation (4.9) in [9]. So the proof over could very well work out for random generators if we had the stochastic chain rule.
Note that most of the preliminary results in section 7.1 are not affected by a random generator. Also, for other definitions of the derivative, these usually maintain true. The only problem both in the linear case and the general case for quasi-strong generators would be to verify lemma 7.10 with $\Psi$ random. However, this intuitively seems like an easier task.

If I had time to study the case of random generators, in addition to prove differentiability in the Wiener direction, it would be interesting to look at the Clark-Ocone formula, see e.g. chapter 4 in [10]. We could get a powerful alternative representation of the solution of a BSDE.

Let us end this section by the following corollary. It is a classical one when Malliavin differentiability of BSDEs are discussed. It gives an interpretation of the solution components. Because we have only proved differentiability in the jump direction, we get the corollary only for the jump integral term $K$.

**Corollary 7.14.** Under the assumptions of theorem 7.13 the following holds:

$$D_{\theta,z}^1 X_\theta = K_\theta(z)$$

for $\lambda \times \nu$-a.a. $(\theta, z)$, a.s.

For a proof, we may use the same idea as in [9], corollary 4.1., which is a little stronger. The same result in the pure Wiener case is proved in [11].

### 8 Combining the derivatives

In this section I will present a result about the double derivative of a family \( \{ f^\alpha, \xi^\alpha, \alpha \in \mathbb{R} \} \), one time in the parameter and one in the Malliavin sense. After working very much with both derivatives, this seemed like a natural result, even though it is not done in [11]. The two types of derivatives are not dependent on each other in any specific way, and the proof should be a simple verification. At least this was my first thought.

The problem is that to be interesting, the solutions should live in

$$L^2(P \times \lambda \times \nu \times \lambda) \times L^2(P \times \lambda \times \nu \times \lambda) \times L^2(P \times \lambda \times \nu \times \lambda \times \nu).$$

But integrability with respect to $(\theta, z)$ is clearly not a part of theorem 6.6. So for the general case I have therefore not been able to give what I would call natural conditions for this to be well defined. However, in the linear case, it is possible to make sense of this concept.

This is done in the last months before deadline, so I will sketch the idea I have been working on. Then I will, to make the thesis reflect some of my work, prove part two of the list under. Further, I will explain what I think are to unnatural assumptions for part 3 of the list to work. Finally, I will show that this works in the simple linear case. In this case, the problematic terms vanish.
8.1 The idea

Idea list 8.1. Consider the following algorithm:

1. Suppose \( \{ f^\alpha, \xi^\alpha, \alpha \in \mathbb{R} \} \) satisfies the assumptions 6.4 and 6.5. Suppose further that for each \( \alpha \in \mathbb{R} \), \( (f^\alpha, \xi^\alpha) \) satisfies the assumption 7.12. Then both derivatives are well defined.

2. Because the Malliavin derivatives solves for each \( \alpha \) the BSDE corresponding to \( \tilde{f}^\alpha, D_{\theta,z}^1 \xi^\alpha \), we give \( (\tilde{f}^\alpha, D_{\theta,z}^1 \xi^\alpha) \) sufficient conditions for theorem 6.6 to be true, \( \lambda \times \nu \)-a.e. In particular, the BSDE \( (23) \) is then well defined for a.a. \( (\theta, z) \). Remember the definition of \( \tilde{f}^\alpha \) in \( (35) \). We call the solution of \( (23) \) in this case \( (\partial_\alpha D_{\theta,z}^1 X^\alpha, \partial_\alpha D_{\theta,z}^1 Z^\alpha, \partial_\alpha D_{\theta,z}^1 K^\alpha) \).

3. We show that

\[
\int_0^T \int_{\mathbb{R}^2} \| (\partial_\alpha D_{\theta,z}^1 X^\alpha, \partial_\alpha D_{\theta,z}^1 Z^\alpha, \partial_\alpha D_{\theta,z}^1 K^\alpha) \|^2_{V_{\lambda}} \nu(dz) d\theta < \infty
\]

for all \( \alpha \in \mathbb{R} \), and hence is well defined with the wanted integrability condition.

4. Because for all \( \alpha_0 \in \mathbb{R} \), \( (\Delta_\alpha X, \Delta_\alpha Z, \Delta_\alpha K) \to (\partial_\alpha X^{\alpha_0}, \partial_\alpha Z^{\alpha_0}, \partial_\alpha K^{\alpha_0}) \) from theorem 6.6, and \( (\Delta_\alpha X, \Delta_\alpha Z, \Delta_\alpha K) \in L^{0.1}_1 \times L^{0.1}_1 \times L^{1.1}_1 \), we show

\[
\int_0^T \int_{\mathbb{R}^2} \| (D_{\theta,z}^1 \Delta_\alpha X - \partial_\alpha D_{\theta,z}^1 X^{\alpha_0}, D_{\theta,z}^1 \Delta_\alpha Z - \partial_\alpha D_{\theta,z}^1 Z^{\alpha_0},

D_{\theta,z}^1 \Delta_\alpha K - \partial_\alpha D_{\theta,z}^1 K^{\alpha_0}) \|^2_{V_{\lambda}} \nu(dz) d\theta \to 0.
\]

Then, by theorem 7.8, \( (D_{\theta,z}^1 \Delta_\alpha X, D_{\theta,z}^1 \Delta_\alpha Z, D_{\theta,z}^1 \Delta_\alpha K) \) is well defined with the wanted integrability condition and equal to \( (\partial_\alpha D_{\theta,z}^1 X^{\alpha_0}, \partial_\alpha D_{\theta,z}^1 Z^{\alpha_0}, \partial_\alpha D_{\theta,z}^1 K^{\alpha_0}) \). Because

\[
(D_{\theta,z}^1 \Delta_\alpha X, D_{\theta,z}^1 \Delta_\alpha Z, D_{\theta,z}^1 \Delta_\alpha K) = (\Delta_\alpha D_{\theta,z}^1 X, \Delta_\alpha D_{\theta,z}^1 Z, \Delta_\alpha D_{\theta,z}^1 K),
\]

we have also proved the convergence

\[
\int_0^T \int_{\mathbb{R}^2} \| (\Delta_\alpha D_{\theta,z}^1 X - \partial_\alpha D_{\theta,z}^1 X^{\alpha_0}, \Delta_\alpha D_{\theta,z}^1 Z - \partial_\alpha D_{\theta,z}^1 Z^{\alpha_0},

\Delta_\alpha D_{\theta,z}^1 K - \partial_\alpha D_{\theta,z}^1 K^{\alpha_0}) \|^2_{V_{\lambda}} \nu(dz) d\theta \to 0.
\]

Note that we must do it in this order, that is, make sense of

\[
(\partial_\alpha D_{\theta,z}^1 X^{\alpha_0}, \partial_\alpha D_{\theta,z}^1 Z^{\alpha_0}, \partial_\alpha D_{\theta,z}^1 K^{\alpha_0})
\]
before we make sense of

\[(D_{\theta,z}^1, \partial_\alpha X^\alpha, D_{\theta,z}^1, \partial_\alpha Z^\alpha, D_{\theta,z}^1, \partial_\alpha K^\alpha).\]

This is because we only have the Malliavin chain rule for deterministic

\[\text{generators},\] 
and \((\partial_\alpha X^\alpha, \partial_\alpha Z^\alpha, \partial_\alpha K^\alpha)\) certainly does not have a deterministic

\[\text{generator. Thus, we need to use the closeability of the derivative.}\]

Before we proceed, one remark is needed.

**Remark 8.2.** When we do a limit argument for \(\lambda \times \nu\)-a.a. \((\theta, z)\) letting
\(\alpha \to \alpha_0\), this is strictly speaking only valid for a sequence \(\alpha_k \to \alpha_0, k \to \infty\).

However, all results used holds in this case, and we use for notational

\[\text{simplicity the limit notation} \alpha \to \alpha_0 \text{ we have used} \text{everywhere else.}\]

**8.2 The results on the combined derivative**

Let us give sufficient conditions for part 1 and 2 of the idea list to be true.

**Assumption 8.3.** \(\{f^\alpha, \xi^\alpha, \alpha \in \mathbb{R}\}\) satisfies the assumptions 6.4 and 6.5,

\[\text{and for all} \alpha \in \mathbb{R}, \text{the assumption 7.12. Further, for all} \alpha_0 \in \mathbb{R}, \text{for} \lambda \times \nu\text{-a.a.}\]

\((\theta, z)\), the following has limit in \(H_T^2\):

\[
\frac{1}{\alpha - \alpha_0}[f^\alpha(., X_t^{\alpha_0} + D_{\theta,z}^1 X_t^{\alpha_0}, Z_t^{\alpha_0} + D_{\theta,z}^1 Z_t^{\alpha_0}, K_t^{\alpha_0} + D_{\theta,z}^1 K_t^{\alpha_0}) - \\
f^\alpha(., X_t^{\alpha_0} + D_{\theta,z}^1 X_t^{\alpha_0}, Z_t^{\alpha_0} + D_{\theta,z}^1 Z_t^{\alpha_0}, K_t^{\alpha_0} + D_{\theta,z}^1 K_t^{\alpha_0})],
\]

as \(\alpha \to \alpha_0\). We call this limit

\[
\partial_\alpha f^\alpha(t, X_t^{\alpha_0} + D_{\theta,z}^1 X_t^{\alpha_0}, Z_t^{\alpha_0} + D_{\theta,z}^1 Z_t^{\alpha_0}, K_t^{\alpha_0} + D_{\theta,z}^1 K_t^{\alpha_0}).
\]

Further, for all \(\alpha_0 \in \mathbb{R}\) there exists \(\partial_\alpha D_{\theta,z}^1 \xi^{\alpha_0} \in L^2(P \times \nu \times \lambda)\) such that

\[\Delta_\alpha D_{\theta,z}^1 \xi \to \partial_\alpha D_{\theta,z}^1 \xi^{\alpha_0} \text{ in } L^2(P \times \nu \times \lambda)\] 

as \(\alpha \to \alpha_0\). Finally, \(\partial_\alpha \xi^{\alpha_0} \in \mathbb{D}_{1,2}\)

\[\text{and } D_{\theta,z}^1 \partial_\alpha \xi^{\alpha_0} = \partial_\alpha D_{\theta,z}^1 \xi^{\alpha_0}.\]

**Proposition 8.4.** Under assumption 8.3 on \(\{f^\alpha, \xi^\alpha, \alpha \in \mathbb{R}\}\), then for all
\(\alpha_0 \in \mathbb{R}, \text{for} \lambda \times \nu\text{-a.a.} \ (\theta, z), \) we have the following:

1. The BSDE (23) with \((f^\alpha, \xi^\alpha)\) substituted by \((\hat{f}^\alpha, D_{\theta,z}^1 \xi^\alpha)\) for \(\alpha = \alpha_0\) is

\[\text{well defined in } \mathcal{V}. \text{ We call the solution}\]

\[(\partial_\alpha D_{\theta,z}^1 X^\alpha, \partial_\alpha D_{\theta,z}^1 Z^\alpha, \partial_\alpha D_{\theta,z}^1 K^\alpha).\]

2. We have

\[
(\Delta_\alpha D_{\theta,z}^1 X, \Delta_\alpha D_{\theta,z}^1 Z, \Delta_\alpha D_{\theta,z}^1 K) \to \\
(\partial_\alpha D_{\theta,z}^1 X^{\alpha_0}, \partial_\alpha D_{\theta,z}^1 Z^{\alpha_0}, \partial_\alpha D_{\theta,z}^1 K^{\alpha_0})
\]

in \(\mathcal{V}\) as \(\alpha \to \alpha_0\).
Proof. To prove this, we need to show that \((\hat{f}^\alpha, D_{\theta,z}^1 \xi^\alpha)\) satisfies the assumptions 6.4 and 6.5. For simplicity, we let \(\alpha_0 = 0\).

Now, observe

\[
\partial_x \hat{f}^\alpha(t, x, z, k) = \partial_x f^\alpha(t, x + X^\alpha_t, z + Z^\alpha_t, k + K^\alpha_t) = \partial_x f^\alpha(t, x + X^\alpha_t, z + Z^\alpha_t, k + K^\alpha_t),
\]

and similarly

\[
\partial_z \hat{f}^\alpha(t, x, z, k) = \partial_z f^\alpha(t, x + X^\alpha_t, z + Z^\alpha_t, k + K^\alpha_t)
\]

\[
\nabla_k \hat{f}^\alpha(t, x, z, k) = \nabla_k f^\alpha(t, x + X^\alpha_t, z + Z^\alpha_t, k + K^\alpha_t).
\]

Realizing this, we easily verify part 1 and 2 of assumption 6.4. Let us verify assumptions 6

To prove this, we need to show that

\[
\frac{1}{\alpha}[\hat{f}^\alpha(\cdot, D_{\theta,z}^1 X^0_t, D_{\theta,z}^1 Z^0_t, D_{\theta,z}^1 K^0_t) - f^0(\cdot, D_{\theta,z}^1 X^0_t, D_{\theta,z}^1 Z^0_t, D_{\theta,z}^1 K^0_t)] = \frac{1}{\alpha}[f^\alpha(\cdot, D_{\theta,z}^1 X^0_t + X^\alpha_t, D_{\theta,z}^1 Z^0_t + Z^\alpha_t, D_{\theta,z}^1 K^0_t + K^\alpha_t) - f^0(\cdot, D_{\theta,z}^1 X^0_t + X^0_t, D_{\theta,z}^1 Z^0_t + Z^0_t, D_{\theta,z}^1 K^0_t + K^0_t)] -
\]

\[
\frac{1}{\alpha}[f^\alpha(\cdot, X^\alpha_t, Z^\alpha_t, K^\alpha_t) - f^0(\cdot, X^0_t, Z^0_t, K^0_t)],
\]

as \(\alpha \to 0\). We have already found the limit of the second term in (46) in the proof of theorem 6.6. That is, we proved

\[
\frac{1}{\alpha} f^\alpha(\cdot, X^\alpha_t, Z^\alpha_t, K^\alpha_t) \to f^0(\cdot, X^0_t, Z^0_t, K^0_t) \]

\[
\partial_x f^0(\cdot, X^0_t, Z^0_t, K^0_t) \partial_\alpha X^0 + \partial_z f^0(\cdot, X^0_t, Z^0_t, K^0_t) \partial_\alpha Z^0 +
\]

\[
\nabla_k f^0(\cdot, X^0_t, Z^0_t, K^0_t) (\partial_\alpha K^0) + \partial_\alpha f^0(\cdot, X^0_t, Z^0_t, K^0_t)
\]

in \(H^2_t\) as \(\alpha \to 0\). To find the limit of the first term in (46), we split the expression with the notation \(f(t, \alpha_1, \alpha_2, \alpha_3, \alpha_4) = f^{\alpha_1}(t, D_{\theta,z}^1 X^0_t + X^\alpha_t, D_{\theta,z}^1 Z^0_t + Z^\alpha_t, D_{\theta,z}^1 K^0_t + K^\alpha_t)\):

\[
\frac{1}{\alpha}[f^\alpha(t, D_{\theta,z}^1 X^0_t + X^0_t, D_{\theta,z}^1 Z^0_t + Z^0_t, D_{\theta,z}^1 K^0_t + K^0_t) -
\]

\[
f^0(t, D_{\theta,z}^1 X^0_t + X^0_t, D_{\theta,z}^1 Z^0_t + Z^0_t, D_{\theta,z}^1 K^0_t + K^0_t)] =
\]

\[
\frac{1}{\alpha}[f(t, \alpha_1, \alpha_1, \alpha_1, \alpha_1) - f(t, \alpha_2, 0, 0, 0)] + \frac{1}{\alpha}[f(t, \alpha_3, 0, 0, 0) - f(t, \alpha_4, 0, 0, 0)] +
\]

\[
\frac{1}{\alpha}[f(t, 0, 0, 0, 0) - f(t, 0, 0, 0, 0)].
\]
Note that by assumption 8.3, the last of the terms has limit $\partial_\alpha f^0(t, D_{\theta_z}^1 X_t^0 + X_t^0, D_{\theta_z}^1 Z_t^0 + Z_t^0, D_{\theta_z}^1 K_t^0 + K_t^0)$. To find the limit of the first term, we observe

$$
\frac{1}{\alpha} \left[ f^0(t, D_{\theta_z}^1 X_t^0 + X_t^0, D_{\theta_z}^1 Z_t^0 + Z_t^0, D_{\theta_z}^1 K_t^0 + K_t^0) - f^0(t, D_{\theta_z}^1 X_t^0 + X_t^0, D_{\theta_z}^1 Z_t^0 + Z_t^0, D_{\theta_z}^1 K_t^0 + K_t^0) \right] =
$$

$$
\frac{1}{\alpha} \left[ f^0(t, D_{\theta_z}^1 X_t^0 + X_t^0, D_{\theta_z}^1 Z_t^0 + Z_t^0, D_{\theta_z}^1 K_t^0 + K_t^0) - f^0(t, D_{\theta_z}^1 X_t^0 + X_t^0, D_{\theta_z}^1 Z_t^0 + Z_t^0, D_{\theta_z}^1 K_t^0 + K_t^0) \right] =
$$

$$
\left[ \int_0^1 \partial_\alpha f^0(t, D_{\theta_z}^1 X_t^0 + X_t^0 + \lambda(X_t^0 - X_t^0), D_{\theta_z}^1 Z_t^0 + Z_t^0, D_{\theta_z}^1 K_t^0 + K_t^0) d\lambda \right] \Delta_\alpha X_t.
$$

Using the exact same argumentation as is used to show that (32) has zero limit, we can show that this has limit

$$
\partial_\alpha f^0(\cdot, D_{\theta_z}^1 X_0^0 + X_0^0, D_{\theta_z}^1 Z_0^0 + Z_0^0, D_{\theta_z}^1 K_0^0 + K_0^0) \partial_\alpha X_0
$$

in $H_1^2$ as $\alpha \to 0$.

Note that because $\partial_\alpha f^\alpha$ is uniformly bounded and uniformly continuous, the Malliavin derivatives in the arguments and the fact that we multiply by $\Delta_\alpha X_t$ instead of $\partial_\alpha X_t^0$ easily taken care of.

Using the same argument for the second and third term in (47) we may conclude that

$$
\frac{1}{\alpha} \left[ f^0(\cdot, D_{\theta_z}^1 X_0^0, D_{\theta_z}^1 Z_0^0, D_{\theta_z}^1 K_0^0) - f^0(\cdot, D_{\theta_z}^1 X_0^0, D_{\theta_z}^1 Z_0^0, D_{\theta_z}^1 K_0^0) \right] \rightarrow
$$

$$
\left[ \int_0^1 \partial_\alpha f^0(\cdot, D_{\theta_z}^1 X_0^0 + X_0^0, D_{\theta_z}^1 Z_0^0 + Z_0^0, D_{\theta_z}^1 K_0^0 + K_0^0) - \partial_\alpha f^0(\cdot, X_0^0, Z_0^0, K_0^0) \right] \partial_\alpha X_0 +
$$

$$
\left[ \int_0^1 \partial_\alpha f^0(\cdot, D_{\theta_z}^1 X_0^0 + X_0^0, D_{\theta_z}^1 Z_0^0 + Z_0^0, D_{\theta_z}^1 K_0^0 + K_0^0) - \partial_\alpha f^0(\cdot, X_0^0, Z_0^0, K_0^0) \right] \partial_\alpha Z_0 +
$$

$$
\left[ \int_0^1 \partial_\alpha f^0(\cdot, D_{\theta_z}^1 X_0^0 + X_0^0, D_{\theta_z}^1 Z_0^0 + Z_0^0, D_{\theta_z}^1 K_0^0 + K_0^0) - \partial_\alpha f^0(\cdot, X_0^0, Z_0^0, K_0^0) \right] \partial_\alpha K_0 +
$$

$$
\left[ \int_0^1 \partial_\alpha f^0(\cdot, D_{\theta_z}^1 X_0^0 + X_0^0, D_{\theta_z}^1 Z_0^0 + Z_0^0, D_{\theta_z}^1 K_0^0 + K_0^0) - \partial_\alpha f^0(\cdot, X_0^0, Z_0^0, K_0^0) \right] \partial_\alpha t
$$

(48)

in $\mathcal{V}$ as $\alpha \to 0$. Thus, we have verified assumption 6.5 and we call this limit

$$
\partial_\alpha f^0(t, D_{\theta_z}^1 X_t^0, D_{\theta_z}^1 Z_t^0, D_{\theta_z}^1 K_t^0).
$$

We have also proved part 1 of the theorem. That is, all the terms in the generator are well defined and satisfies definition 2.1.
Now, the only point left to verify is part 3 of assumption 6.4. Because of remark 6.7, this assumption can be omitted, and instead we verify the condition equivalent to (31). That is, we must show

\[
E \left[ \int_0^T \left| \partial_x f^\alpha \left( t, D_{\theta,z}^1 X_t^0, D_{\theta,z}^1 Z_t^0, D_{\theta,z}^1 K_t^0 \right) \right|^2 dt \right] \to 0 \quad (49)
\]

and the equivalent expressions for \( \partial_x \hat{f} \) and \( \nabla_k \hat{f} \). Because these are proven the same way, we only prove (49). To do this, we observe that with \( \partial_x f(t, \alpha_1, \alpha_2, \alpha_3, \alpha_4) = \partial_x f^{\alpha_1}(t, D_{\theta,z}^1 X_t^0 + X_t^{\alpha_2}, D_{\theta,z}^1 Z_t^0 + Z_t^{\alpha_3}, D_{\theta,z}^1 K_t^0 + K_t^{\alpha_4}) \), we have

\[
|\partial_x \hat{f}^\alpha(t, D_{\theta,z}^1 X_t^0, D_{\theta,z}^1 Z_t^0, D_{\theta,z}^1 K_t^0) - \partial_x \hat{f}^0(t, D_{\theta,z}^1 X_t^0, D_{\theta,z}^1 Z_t^0, D_{\theta,z}^1 K_t^0)|^2 \\
= \left| \partial_x f(\alpha, \alpha, \alpha, \alpha, t) - \partial_x f(0, 0, 0, t) \right|^2 \\
\leq 4 \left( |\partial_x f(\alpha, \alpha, \alpha, \alpha, t) - \partial_x f(0, 0, 0, \alpha, t)|^2 + \\
|\partial_x f(\alpha, 0, 0, \alpha, t) - \partial_x f(0, 0, 0, t)|^2 + \\
|\partial_x f(0, 0, 0, \alpha, t) - \partial_x f(0, 0, 0, t)|^2 + \\
|\partial_x f(0, 0, 0, 0, t) - \partial_x f(0, 0, 0, 0, t)|^2 \right).
\]

Because \( \partial_\alpha D_{\theta,z}^1 X_0 \) is well defined in the sense of part 1 of the lemma, the three first expressions substituted into (49) gives us the situation in (32) and because \( f^\alpha \) it self satisfies part 3 of assumption 6.4, the last term gives the same situation as in (31). So (49) is proven using known techniques. But then the lemma is proved.

The problem now is that \( \partial_\alpha \hat{f}^\alpha(t, D_{\theta,z}^1 X_t^\alpha, D_{\theta,z}^1 Z_t^\alpha, D_{\theta,z}^1 Z_t^\alpha) \) is not necessarily in \( L^2(P \times \lambda \times \nu \times \lambda) \). For instance, we would need the following to be true:

\[
E \left[ \int_0^T \int_{\mathbb{R}_0} \left| \partial_\alpha f^\alpha(t, D_{\theta,z}^1 X_t^\alpha, Z_t^\alpha, K_t^\alpha) \right|^2 dt \nu(dz)d\theta \right] < \infty. \quad (50)
\]

Other than assuming this is true, it is very hard to find any assumptions on \( \partial_x \hat{f}^\alpha \) for this to work. One suggestion could be that \( \partial_x f^\alpha \) is bounded and Lipschitz. Then one may control this by terms on the form

\[
E \left[ \int_0^T \int_{\mathbb{R}_0} \left[ (1 \wedge |D_{\theta,z}^1 X_t^\alpha|)^2 \right] |\partial_\alpha X_t^\alpha|^2 dt \nu(dz)d\theta \right].
\]

Still it is not trivial to see what could be done to get this finite. So unfortunately, this must be left to later studies. However, the idea list 8.1 works in a very simple linear case. Here the problematic terms vanish.
Theorem 8.5. Suppose the family of standard parameters \( \{ f^\alpha, \xi^\alpha, \alpha \in \mathbb{R} \} \) is on the following form:

\[
f^\alpha(t, x, z, k) = \beta^\alpha_t x + \gamma^\alpha_t z + \int_{\mathbb{R}_0} \Psi^\alpha_t(y)k(y)\nu(dy) + \phi^\alpha_t,
\]

where \( \beta, \gamma, \Psi \) and \( \phi \) satisfies the conditions in theorem 4.1 uniformly in \( \alpha \). Suppose further that they are bounded, deterministic and differentiable in \( \alpha \) with bounded, continuous derivatives. Further, there exists constants \( D_1 \geq 0, D_2 \in (-1, 0) \) such that, for all \( (\alpha, t, z) \) we have

\[
D_2(1 \land |y|^2) \leq \partial_\alpha \Psi^\alpha_t(y)^2 \leq D_1(1 \land |y|^2)
\]

Then 1-4 in idea list 8.1 are true for \( \{ f^\alpha, \xi^\alpha, \alpha \in \mathbb{R} \} \).

Proof. We must check that \( \{ f^\alpha, \xi^\alpha \} \) satisfies assumption 8.3. Assumption 7.12 is trivially satisfied, and by theorem 6.8, assumption 6.4 is satisfied. Also, (20) is true by assumption.

We are left to verify (21) and (45). For notational simplicity, we prove this in \( \alpha_0 = 0 \). Now, consider

\[
\begin{align*}
\frac{1}{\alpha} & \left[ f^\alpha(t, D_{\theta, z}^1 X_t^0 + X_t^0, D_{\theta, z}^1 Z_t^0 + Z_t^0, D_{\theta, z}^1 K_t^0 + K_t^0) - f^0(t, D_{\theta, z}^1 X_t^0 + X_t^0, D_{\theta, z}^1 Z_t^0 + Z_t^0, D_{\theta, z}^1 K_t^0 + K_t^0) \right] = \\
& \frac{\beta^\alpha_t - \beta^0_t}{\alpha} (D_{\theta, z}^1 X_t^0 + X_t^0) + \frac{\gamma^\alpha_t - \gamma^0_t}{\alpha} (D_{\theta, z}^1 Z_t^0 + Z_t^0) + \\
& \int_{\mathbb{R}_0} \Psi^\alpha_t(y) - \Psi^0_t(y) \left( D_{\theta, z}^1 K_t^0(y) + K_t^0(y) \right) \nu(dy) + \frac{\phi^\alpha_t - \phi^0_t}{\alpha}.
\end{align*}
\]

Because all the coefficients are bounded and deterministic with uniformly bounded derivatives, we see by the mean value inequality, that this is finite for all \( \alpha \in \mathbb{R} \). Further, by the bounded convergence theorem we see that for \( \lambda \times \nu \)-a.a. \((\theta, z), \) it has limit

\[
\partial_\alpha \beta^\alpha_t (D_{\theta, z}^1 X_t^0 + X_t^0) + \partial_\alpha \gamma^\alpha_t (D_{\theta, z}^1 Z_t^0 + Z_t^0) + \\
\int_{\mathbb{R}_0} \partial_\alpha \Psi^\alpha_t(y) (D_{\theta, z}^1 K_t^0(y) + K_t^0(y)) \nu(dy) + \partial_\alpha \phi^\alpha_t
\]

in \( H^2_T \) as \( \alpha \to 0 \). Similarly

\[
\begin{align*}
\frac{1}{\alpha} & \left[ f^\alpha(t, X_t^0, Z_t^0, K_t^0) - f^0(t, X_t^0, Z_t^0, K_t^0) \right] \to \\
& \partial_\alpha \beta^0_t X_t^0 + \partial_\alpha \gamma^0_t Z_t^0 + \int_{\mathbb{R}_0} \partial_\alpha \Psi^\alpha_t(y) K_t^0(y) \nu(dy) + \partial_\alpha \phi^\alpha_t
\end{align*}
\]
in $H^2_T$ as $\alpha \to 0$. This again implies that
\[
\partial_\alpha f^\alpha(t, D^1_{\theta, z}X_t^0, D^1_{\theta, z}Z_t^0, D^1_{\theta, z}K_t^0) = \\
\partial_\alpha \beta^\alpha_t D^1_{\theta, z}X_t^0 + \partial_\alpha \gamma^\alpha_t D^1_{\theta, z}Z_t^0 + \int_{\mathbb{R}_0} \partial_\alpha \Psi^\alpha_t(y) D^1_{\theta, z}K_t^0(y) \nu(dy),
\]
\[
\lambda \times \nu \text{-a.e. So because } \hat{f}^\alpha \text{ obtain the simple form from }
\hat{f}^\alpha(t, x, z, k) = \beta^\alpha_t x + \gamma^\alpha_t z + \int_{\mathbb{R}_0} \Psi^\alpha_t(y)k(y) \nu(dy),
\]
we conclude that for a given $\alpha \in \mathbb{R}$, for $\lambda \times \nu$-a.a. $(\theta, z)$, $(\partial_\alpha D^1_{\theta, z}X^\alpha, \partial_\alpha D^1_{\theta, z}Z^\alpha, \partial_\alpha D^1_{\theta, z}K^\alpha)$ is the solution of the BSDE with generator
\[
\partial_\alpha f^\alpha,\theta, z(t, x, z, k) := \beta^\alpha_t x + \gamma^\alpha_t z + \int_{\mathbb{R}_0} \Psi^\alpha_t(y)k(y) \nu(dy)+ \\
\partial_\alpha \beta^\alpha_t D^1_{\theta, z}X_t^\alpha + \partial_\alpha \gamma^\alpha_t D^1_{\theta, z}Z_t^\alpha + \int_{\mathbb{R}_0} \partial_\alpha \Psi^\alpha_t(y) D^1_{\theta, z}K_t^\alpha(y) \nu(dy).
\]
To verify part 3 of the idea list, we see from the assumptions on $\xi^\alpha$ and the boundedness of the derivatives of the coefficients in $\alpha$ that this is now trivial. This is because all the terms regarding $\partial_x \hat{f}^\alpha$, $\partial_x \hat{f}^\alpha$ and $\nabla_k \hat{f}^\alpha$ are constant, and hence vanish in (48). Further, $\partial_\alpha \hat{f}^\alpha$ does not depend on $(X^\alpha, Z^\alpha, K^\alpha)$. Thus we are left with an easy exercise with the a priori estimates.

To verify step 4 of the idea list, remember that because of the linearity of the Malliavin derivative, we have $(D^1_{\theta, z} \Delta_\alpha X, D^1_{\theta, z} \Delta_\alpha Z, D^1_{\theta, z} \Delta_\alpha K) = (\Delta_\alpha D^1_{\theta, z} X, \Delta_\alpha D^1_{\theta, z} Z, \Delta_\alpha D^1_{\theta, z} K)$, and we will work with the latter. We then observe that $(\Delta_\alpha D^1_{\theta, z} X, \Delta_\alpha D^1_{\theta, z} Z, \Delta_\alpha D^1_{\theta, z} K)$, defined in (22), solves the BSDE, still with $a_0 = 0$:
\[
\Delta_\alpha D^1_{\theta, z} X_t = \Delta_\alpha D^1_{\theta, z} \xi + \\
\int_t^T \left[ \frac{1}{\alpha} (\beta^\alpha_s D^1_{\theta, z} X_s^\alpha - \beta^0_s D^1_{\theta, z} X_s^0) + \frac{1}{\alpha} (\gamma^\alpha_s D^1_{\theta, z} Z_s^\alpha - \gamma^0_s D^1_{\theta, z} Z_s^0) + \\
\frac{1}{\alpha} \int_{\mathbb{R}_0} (\Psi^\alpha_s(y) D^1_{\theta, z} K_s^\alpha(y) - \Psi^0_s(y) D^1_{\theta, z} K_s^0(y)) \nu(dy) \right] ds + \\
\int_t^T \Delta_\alpha D^1_{\theta, z} Z_s dW(s) + \int_t^T \int_{\mathbb{R}_0} \Delta_\alpha D^1_{\theta, z} K_s(y) \tilde{N}(ds, dy),
\]
Thus, \( (\Delta_0 D_{\theta,z} X, \Delta_0 D_{\theta,z} Z, \Delta_0 D_{\theta,z} K) \) solves the BSDE with generator

\[
\Delta_0 f^{\theta,z}(s, x, z_0, k) := \beta_s^\alpha x + \gamma_s^\alpha z_0 + \int_{\mathbb{R}_0} \Psi_s^\alpha(y) \Delta_0 D_{\theta,z} K_s(y) \nu(dy) + \frac{\beta_s^\alpha - \beta_0^\alpha}{\alpha} D_{\theta,z}^1 X_s^0 + \frac{\gamma_s^\alpha - \gamma_0^\alpha}{\alpha} D_{\theta,z}^1 Z_s^0 + \int_{\mathbb{R}_0} \Psi_s^\alpha(y) - \Psi_0^\alpha(y) \frac{D_{\theta,z}^1 K_s^0(y) \nu(dy)}{\alpha}.
\]

\( \lambda \times \nu \)-a.e. Finally, to prove that

\[
(\Delta_0 D_{\theta,z} X, \Delta_0 D_{\theta,z} Z, \Delta_0 D_{\theta,z} K) \rightarrow (\partial_\alpha D_{\theta,z}^1 X^0, \Delta_0 D_{\theta,z}^1 Z^0, \Delta_0 D_{\theta,z}^1 K^0)
\]

in \( L^2(P \times \lambda \times \nu | \lambda) \times L^2(P \times \lambda \times \nu | \lambda) \times L^2(P \times \lambda \times \nu | \lambda) \) as \( \alpha \rightarrow 0 \), we use the a priori estimates with \( f^1 = \Delta_0 f^{\theta,z} \) and \( f^2 = \partial_\alpha f^{\alpha,\theta,z} \). Then we have

\[
\delta_{2} f_s = (\beta_s^\alpha - \beta_0^\alpha) \partial_\alpha D_{\theta,z}^1 X_s^0 + (\gamma_s^\alpha - \gamma_0^\alpha) \partial_\alpha D_{\theta,z}^1 Z_s^0 + \int_{\mathbb{R}_0} (\Psi_s^\alpha(y) - \Psi_0^\alpha(y)) \partial_\alpha D_{\theta,z}^1 K_s^0(y) \nu(dy) + \frac{(\partial_\alpha \beta_s^\alpha - \partial_\alpha \beta_0^\alpha)}{\alpha} D_{\theta,z}^1 X_s^0 + (\partial_\alpha \gamma_s^\alpha - \gamma_s^\alpha) \frac{\partial_\alpha D_{\theta,z}^1 Z_s^0}{\alpha} + \int_{\mathbb{R}_0} (\partial_\alpha \Psi_s^\alpha(y) - \Psi_0^\alpha(y)) \frac{\partial_\alpha D_{\theta,z}^1 K_s^0(y) \nu(dy)}{\alpha}.
\]
Thus, for a constant $L$ independent of $\alpha$, we obtain

\[
\int_0^T \int_\mathbb{R} \left[ \| \partial_\alpha D_{\theta,z}^1 X^0 - \Delta_\alpha D_{\theta,z}^1 X \|^2 + \| \partial_\alpha D_{\theta,z}^1 Z^0 - \Delta_\alpha D_{\theta,z}^1 Z \|^2 + \| \partial_\alpha D_{\theta,z}^1 K^0 - \Delta_\alpha D_{\theta,z}^1 K \|^2 \right] \nu(dz) d\theta \leq L \int_0^T \int_\mathbb{R} \left[ \| \partial_\alpha D_{\theta,z}^1 \xi^0 - \Delta_\alpha D_{\theta,z}^1 \xi \|^2 \right] \nu(dz) d\theta + L \int_0^T \int_\mathbb{R} \left[ \| (\partial_\alpha \beta - \frac{\beta^0}{\alpha}) D_{\theta,z}^1 X^0 \|^2_{H^2_T} + \| (\beta^0 - \beta^0) \partial_\alpha D_{\theta,z}^1 X^0 \|^2_{H^2_T} + \| (\partial_\alpha \gamma - \frac{\gamma^0}{\alpha}) D_{\theta,z}^1 Z^0 \|^2_{H^2_T} + \| (\gamma^0 - \gamma^0) \partial_\alpha D_{\theta,z}^1 Z^0 \|^2_{H^2_T} + \| (\partial_\alpha \Psi - \frac{\Psi^0}{\alpha}) D_{\theta,z}^1 K^0 \|^2_{H^2_T} + \| (\Psi^0 - \Psi^0) \partial_\alpha D_{\theta,z}^1 K \|^2_{H^2_T} \right] \nu(dz) d\theta.
\]

Because $(D_{\theta,z}^1 X^0, D_{\theta,z}^1 Z^0, D_{\theta,z}^1 K^0)$ and $(\partial_\alpha D_{\theta,z}^1 X^0, \partial_\alpha D_{\theta,z}^1 Z^0, \partial_\alpha D_{\theta,z}^1 K^0)$ both have finite integrals and because $\beta, \gamma$ and $\Psi$ are deterministic, bounded and differentiable in $\alpha$ with bounded, continuous derivatives, we get from the bounded convergence theorem that this has limit zero. Hence the theorem is proved.

As was mentioned in the discussion after theorem 7.13, it would be of high interest to study the case where $\beta^0, \gamma^0$ and $\Psi^0$ are stochastic. We would not have the problematic terms like (50). However, the chain rule would give us terms on the form

\[
D_{\theta,z}^1 (X_t^\alpha \beta_t^\alpha) = \beta_t^\alpha D_{\theta,z}^1 X_t^\alpha + X_t^\alpha D_{\theta,z}^1 \beta_t^\alpha + D_{\theta,z}^1 \beta_t^\alpha D_{\theta,z}^1 X_t^\alpha.
\]

Proving this to be contained in $L^2(P \times \lambda \times \nu \times \lambda)$ would lead anyway to the same problem as in (50). So there are much left to study in this section.

By now, I do not directly see any applications for this, but I see potential for applications. For instance, when calculating the greeks, $\Delta$ may be calculated as

\[
\Delta = \frac{\partial}{\partial \alpha} E[\varphi(X_T^\alpha)],
\]

with $\alpha$ representing the initial price. See chapter 4.4. in [10]. Controlling the differential of $X^\alpha$ in the parameter, could be a tool. Also, when controlling $D_{\theta,z}^1 \partial_\alpha X^\alpha$, one could use the Clark-Ocone formula on the $\alpha$-derivatives as a tool. This is of course speculation, and certainly much more study is needed.
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