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A B S T R A C T   

An accurate method to estimate the age of a stain or the time since deposition (TsD) would represent an 
important tool in police investigations for evaluating the true relevance of a stain. In this study, two laboratories 
reproduced an mRNA-based method for TsD estimation published by another group. The qPCR-based assay in-
cludes four transcripts (B2M, LGALS2, CLC, and S100A12) and showed preferential degradation of the 5′ end 
over the 3′ end. In this study, the blood-specific marker ALAS2 was added to examine whether it would show the 
same degradation pattern. Based on our qPCR data several elastic net models with different penalty combinations 
were created, using training data from the two laboratories separately and combined. Each model was then used 
to estimate the age of bloodstains from two independent test sets each laboratory had prepared. The elastic net 
model built on both datasets with training samples up to 320 days old displayed the best prediction performance 
across all test samples (MAD=18.9 days). There was a substantial difference in the prediction performance for 
the two laboratories: Restricting TsD to up to 100 days for test data, one laboratory obtained an MAD of 2.0 days 
when trained on its own data, whereas the other laboratory obtained an MAD of 15 days.   

1. Introduction 

A DNA profile provides information on the identity of the donor of a 
biological stain detected at a crime scene, but it is not informative on 
how or when the stain was deposited. The victim and suspect may have 
had previous contacts and several opportunities for the deposition of 
biological material. In these cases, a method to determine the time since 
deposition (TsD) of a biological stain would be of great assistance. Over 
the years several approaches have been tested in search of suitable 
methods for TsD estimation, such as spectroscopic measurements of 
bloodstains of different ages [1], changes in the microbiome composi-
tion over time [2–4], and time-dependent degradation of RNA [5–7]. 

Although mRNA is known for its rapid postmortem and in vitro decay 
because of the ubiquitously present RNAses [8], several studies found 
surprisingly high stability of RNA molecules under controlled condi-
tions. For example, one study reported successful RNA analysis from a 
23-year-old blood stain [9]. The use of mRNAs as markers to determine 
the presence of a specific body fluid in a crime scene stain has been 
thoroughly investigated for the past decades [10–13]. Several forensic 
laboratories are implementing these techniques in their forensic case-
work [14]. Already in the early investigations of RNA analysis in 

forensics, Bauer et al. [15] demonstrated the temporal degradation of 
RNA as a potential method to determine TsD. In crime scene stains, the 
amount of biological material originally deposited is not known; hence 
measuring the presence of a target where the amount is expected to 
decrease over time will not by itself provide useful information. Instead, 
Bauer et al. [15] proposed analyzing two different targets, one that is 
expected to be stable over time and one that is degrading. By analyzing 
two different targets within the housekeeping gene β-actin, one located 
at the 3′ end and one located at the 5′ end, they were able to detect a 
time-related difference [15]. The method also has the advantage that it 
reduces inter- and intra-personal variance as it is expected that the same 
amounts of both targets were present when the stain was deposited at 
time point 0. This strategy has later been developed further by other 
groups. Anderson et al. examined the relative degradation of β-actin 
mRNA and 18 S rRNA by qPCR in blood samples [5]. A time frame of 150 
days was inspected, and a linear degradation of both of these house-
keeping genes was observed, whereas 18S rRNA was more stable than 
β-actin mRNA. This proof of concept was refined [16] in that the authors 
investigated the temporal degradation of two differently sized targets 
within the same RNA molecules and found that the larger fragment 
disappeared faster than the shorter fragment. More recently, Fu and 
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Allen [17] suggested four RNA transcripts for TsD estimation (LGALS2, 
CLC, S100A12, and B2M). They reported that the targets located at the 5′ 
end of the transcripts degraded faster than the ones at the 3′ end. They 
hypothesize that chemical hydrolysis reactions might be responsible for 
the breaking of RNA molecules and consequently lead to different rates 
of degradation at the 5′ and the 3′ ends [18]. Thus, a ratio between the 5′ 
and the 3′ target was used to correlate with the age of the stain. By 
statistically analyzing the degradation curve of each marker, the authors 
determined that the TsD of bloodstains could be estimated within 2–4 
weeks for stains less than six months old and within 4–6 weeks for older 
bloodstains. Approaches to adjust for changes in temperature and hu-
midity for this panel have been investigated [19]. Another strategy to 
estimate TsD was to analyze a ratio for temporal changes in two different 
RNAs (e.g. β-actin and 18S rRNA) [5,6,20–22]. In addition, some miR-
NAs [6,20,23,24] and circRNAs [25] have been shown to degrade at a 
slower rate than mRNA targets. Moreover, the whole transcriptome has 
been analyzed for time-dependent changes in different body fluids [7, 
26,27]. So far, no reliable method for TsD estimation in any of the 
forensically relevant body fluids has come forth, but promising ap-
proaches exist. 

This study is a cooperation between two laboratories, the Section of 
Forensic Genetics at Oslo University Hospital (Laboratory 1) and the 
Zurich Institute of Forensic Medicine (Laboratory 2). We investigated if 
the method to estimate TsD of blood stains presented by Fu and Allen 
[17] could be reproduced, and if a similar pattern would be observed by 
targeting the 5′ and 3′ ends of the blood-specific marker Aminolevulinate 
synthetase 2 (ALAS2). ALAS2 was chosen since it is a generally recog-
nized blood marker, well-described in the literature, and relatively 
stable. ALAS2 is moderately expressed in human blood, but not as highly 
expressed as the genes HBB or HBA encoding the beta/alpha hemoglobin 
chains, which would be challenging to include in a multiplex. The 
protocols have been adapted from Fu and Allen [17], with in-house 
modifications regarding sample collection, storage, extraction 
methods, and instrumentation. In addition, we used machine learning 
modeling to predict the age of bloodstains. 

2. Materials and methods 

This study was approved by by the data protection officer at Oslo 
University Hospital (case number 22/05747) and by the local ethics 
committee in Zurich (declaration of no objection KEK-No. 24-2015). All 
participants gave informed consent prior to participating in the study. 
The MIQE guidelines [28] were followed for qPCR experiments when 
possible. 

2.1. Sample collection 

In laboratory 1, blood samples were collected by finger prick from 
five volunteers. Parallels of 10 µl blood were pipetted directly from the 
finger onto clean (washed at 60 ◦C and UV irradiated on each side for 30 
min) pieces of fabric (1.5 ×1.5 cm). The sample collection was repeated 
once from the same participants to obtain more samples. The samples 
were stored in ventilated plastic containers, at room temperature 
(approx. 22 ◦C) and exposed to some artificial light during daytime until 
further processing. Extractions were performed on fresh stains (1–2 h 
after deposition), and then after 2, 16, 28, 42, 54, 210, and 310 days 
(only 4 samples at 210 and 310 days), in total 38 samples. Test samples 
not included in the training data were extracted from the same sample 
pool at different time points (74, 277, and 357 days). In addition, 
samples from a separate participant extracted at 1, 21, 1100, and 1200 
days were included. 

Laboratory 2 used RNA extracts from a former study on the degra-
dation of human mRNA transcripts over time as an indicator of TsD [7]. 
For this study, blood had been obtained by venipuncture and collected in 
EDTA-coated tubes. Blood was collected from three different in-
dividuals. Samples were prepared by pipetting 50 µl of blood directly on 

sterile cotton swabs (Milian) and the blood stains were subjected to two 
different environmental conditions. Indoor samples were placed in a 
dark dry space at room temperature, while outdoor samples were 
positioned on a flat rooftop, where they faced sun, wind, etc., but were 
protected from rain. Fresh samples (day 0) were directly analyzed upon 
collection. For the other samples, analysis proceeded after one day, 7 
days, 4 weeks (28 days), 6 months (182 days), one year (364 days), and 
1.5 years (551 days). In total, 42 RNA extracts (21 for indoor conditions, 
and 21 for outdoor conditions) were analyzed that had been stored for 
approx. 2 years at -80 ◦C. In addition, eleven test samples were collected 
and aged for a variety of TsDs (1, 1, 3, 14, 21, 24, 25, 32, 32, 85, and 
2310 days). The test samples were prepared by pipetting 50 µl of blood, 
collected from different persons that have not contributed to the 
long-term time series experiment on a sterile swab. The samples were 
stored at room temperature (approx. 22 ◦C) without direct UV-light 
exposure until further processing. 

2.2. RNA extraction and reverse transcription 

In Laboratory 1, RNA was extracted with the ReliaPrep™ RNA Tissue 
Miniprep System (Promega) using the Non-Fibrous Tissue protocol and 
the following pretreatment: the stains were placed in Eppendorf tubes 
and 250 µl of LBA+TG buffer was added and incubated at 25 ◦C for 10 
min at 600 rpm. The fabric and liquid were transferred to a DNA IQ™ 
spin basket, placed in a new Eppendorf tube, and centrifuged at 15,000 
rpm for 1 min. One negative control was included in each extraction. 

In Laboratory 2 the RNA from the long-term time series experiment 
had been extracted as stated by Salzmann et al. [7]. Briefly, the RNA was 
extracted using the ReliaPrep™ RNA Cell Miniprep kit (Promega) ac-
cording to the protocol for > 5 × 105 to 2 × 106 cells with the following 
modifications: Stains were incubated in BL + TG buffer for 2–3 h and 
transferred to NAO™ Baskets before the protocol was followed. The final 
elution volume was 30 µl. The test samples were extracted either with 
the ReliaPrep™ RNA Tissue Miniprep System (Promega) with the same 
adaptation as mentioned above (samples B1- B5, B10-B11) or with the 
mirVana™ miRNA Isolation kit (Invitrogen) (samples B6 – B9). The 
manufacturer’s protocol was followed (using 450 µl of lysis buffer 
initially) with the following modifications: For the first washing step, 
500 µl of miRNA wash solution 1 was applied to the filter cartridge, and 
the RNA was eluted in 60 µl of DPEC H2O. 

All RNA extracts from laboratory 2 and the samples at the first 6 
timepoints from laboratory 1 were quantified using the QuantiFluor® 
RNA HS System (Promega) on a Quantus™ Fluorometer (Promega) ac-
cording to the manufacturer’s instructions. However, the RNA quality 
and integrity were not checked, and no testing for PCR-inhibiting factors 
was carried out. If the samples were extracted using the ReliaPrep™ 
RNA Cell Miniprep kit (Promega), a DNase treatment was already per-
formed during the extraction because it is part of the protocol. In 
addition, all RNA extracts were treated with a second DNase treatment 
employing the TURBO DNA-free Kit (Thermo Fisher Scientific) accord-
ing to the protocol. The reverse transcription of all RNA extracts was 
performed using SuperScript™ IV VILO™ (Thermo Fisher Scientific) 
according to the protocol, with 10 µl of the RNA extract added to the 
reaction in a total volume of 20 µl. RT minus controls were included in 
Laboratory 1 to detect possible genomic DNA contamination: 2 µl of 
RNA were combined with 4 µl of SuperScript IV VILO No RT control in a 
total volume of 20 µl. No RT minus controls for the time series samples of 
Laboratory 2 could be obtained since there was not enough RNA extract 
available. However, Laboratory 2 included RT minus controls for the test 
sample set. cDNA and RT minus controls were then stored at -80 ◦C in 
Laboratory 1 and at -20 ◦C in Laboratory 2. 

2.3. qPCR assay 

To measure mRNA transcript quantity and the relative abundance of 
the 5′ and 3′ targets for each transcript a qPCR assay was set up. The 
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qPCR primer sequences for the transcripts LGALS2, CLC, S100A12, and 
B2M were taken from Fu and Allen [17]. For ALAS2 new primer pairs 
located at the 3′ and 5′ ends of the transcript were designed and their 
specificity was checked using the NCBI primer-blast tool. The reverse 
primers of both the 3′ and the 5′ targets spanned an exon-exon junction. 
All primer sequences are listed in Table 1. 

Real-Time qPCR was performed with the PowerUp™ SYBR™ Green 
Master Mix (Thermo Fisher Scientific) on a 7500 Real-Time PCR System 
(Thermo Fisher Scientific). The qPCR reaction was done according to the 
protocol in a 10 µl reaction, with 5 µl PowerUp™ SYBR™ Green Master 
Mix, 1 µl primer mix (f+r, diluted to 5 µM), 1 µl cDNA, and 3 µl H2O. The 
recommended cycling conditions were as follows: 50 ◦C for 2 min, 95 ◦C 
for 2 min followed by 40 cycles of 95 ◦C for 15 s and 60 ◦C for 1 min, 
followed by a continuous melt curve ramp increment. Cq values were 
determined manually using a threshold of 0.1 and an automatic base-
line. One qPCR negative control per target was included in each run. 

The melting curve analysis was performed to check the specificity of 
the qPCR assay since it is an easy and sensitive method that may be used 
to identify artifact amplification [28,29]. It is more sensitive than size 
fractionation by gel electrophoresis, for the melting temperature of a 
DNA fragment is given by its size, nucleotide sequence, composition, 
and reaction conditions [30]. DNA-binding dye such as SYBR Green will 
be released upon DNA denaturation resulting in a decrease in fluores-
cence. The negative first derivative of the melting curve depicts the 
temperature at which the examined DNA fragment denatures fastest. 
The temperature at which the negative first derivative peaks approaches 
the melting temperature (Tm), which describes the temperature at which 
50% of the DNA exists as double-stranded and 50% as single-stranded. 
Therefore, a single amplification product will generate one peak only 
at the product’s melting temperature. Multiple peaks in a melt curve 
denote the presence of non-specific amplification products and/or 
primer dimers [31]. 

2.4. Statistical analysis 

Statistical analyses were performed on the indoor samples from both 
laboratories. In the first part of the analysis, we did a simple regression 
analysis to explore the association between TsD and Delta Cq (ΔCq). This 
was carried out for each marker using training data from each laboratory 
and also combined. Statistical testing of the association was conducted 
by calculating p-values and R2 values from the regression model. 

In the second part of the analysis, machine learning models for TsD 
predictions were created using the elastic net (EN) model implemented 

in the glmnet R-package (v4.1–6) with the argument “alpha=0.5″ [32], 
using the marker-specific Delta Cq (ΔCq) measurements as explanatory 
variables. We built models using the training data within each labora-
tory separately or combined. The regularized regression method elastic 
net estimates linear models using both lasso and ridge regression pen-
alties, allowing for variable selection and utilizing dependency between 
the explanatory variables. The model penalty was estimated using two 
different measures of errors: Mean Square Error (MSE) or Mean absolute 
error (MAE) employing the in-built cv.glmnet function where 
leave-one-out cross-validation was performed. Subsequently, a fixed 
value of the penalty was used to fit the model: Either the “min” penalty 
or the “1se” penalty was used. Hence each model is assigned as a com-
bination of selected error measurement and penalty type. The impor-
tance of each marker was quantified based on the estimated coefficients 
where the explanatory variables were standardized before doing the 
model fit. We required the samples to have at most one missing marker, 
and these values were imputed as “column means” using the makeX 
function from the glmnet library. We investigated the performance of 
the EN model with independent test sets not used in the training of the 
model. A negative prediction of TsD was restricted to zero days 
(TSD=0). 

3. Results 

3.1. qPCR results 

In Laboratory 1 only one extraction negative control obtained Cq 
values, all were higher than for ordinary samples (range 33–38). All RT 
minus reactions and all qPCR negative controls were negative (Cq >40). 
Cq values were detected for all markers in all samples except for the 
LGLAS2 3′ in two samples at day 42 and one sample at 310 days. The Cq 
values increased for the samples collected up to 42 days, while a small 
decrease was detected in the samples at 210 days. 

In Laboratory 2 no extraction negative controls were available from 
the long-term time series experiment conducted by Salzmann et al. [7]. 
RT minus controls were only prepared for the independent test sample 
set. Mainly for the markers CLC and B2M, Cq values were sporadically 
detected, either in the 3′ or the 5′ target (all Cq values above 35, except 
for B2M 3′ in B5 (28.3)). Not all of the qPCR negative controls were 
negative, but they displayed high Cq values (>32.5). Cq values were 
detected for almost all markers in indoor and outdoor samples, however, 
the detection was less reliable for outdoor samples (Fig. 1). Fig. 1 shows 
in how many samples the Cq values could be measured for each target. 

Table 1 
Targets included in the qPCR analysis and the sequences of the corresponding primers.  

Marker Name Reference Sequence Primer forward (5′ to 3′)  
Primer reverse (5′ to 3′) 

Size (bp) Reference 

S100A12 5′ NM_005621.1 GGGGTTAACATTAGGCTGGGA 
TGTCAAAATGCCCCTTCCGA 

102 [15] 

S100A12 3′  TCCAAGGCCTGGATGCTAATC 
TGTGGTAATGGGCAGCCTTC 

93 [15] 

LGLAS 5′ NM_006498.2 CGGGGGAACTTGAGGTTAAGA 
TTACAAAGCCATCAGTGCCATC 

93 [15] 

LGLAS 3′  ATGGGCACGAGCTGACTTTT 
CTTGAAAGAGGACATGTTGAACCC 

92 [15] 

CLC 5′ NM_001828 GGAGACAACAATGTCCCTGCT 
AGTGGTCGCCCTTTGATTGTC 

90 [15] 

CLC 3′  ATGGTGCAAGTGTGGAGAGAT 
AGGGATTCCTTGGCAACATGA 

91 [15] 

B2M 5′ NM_004048.2 TGGAGGCTATCCAGCGTACT 
CCCAGACACATAGCAATTCAGG 

95 [15] 

B2M 3′  TCTTCAATCTCTTGCACTCAAAGC 
TCCCCCAAATTCTAAGCAGAGT 

91 [15] 

ALAS2 5′ NM_000032.5 AGAGGTTGTTTTGTGAGGACTT 
GGGACAGCGTCCAATACCAA 

149 This study 

ALAS2 3′  TGATGGAAGATTTTGTGGAGAAGC 
CCCCATGTTCCCGAAGTAGG 

155 This study  
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The remaining samples showed Cq values > 40. All Cq values can be 
found in the Supplementary Material (Supplementary Material, 
Table S1). 

In  Fig. 2, Cq values for each target in each transcript are displayed for 
both laboratories. Measured Cq values for the respective targets are 
comparable between the two laboratories. 

3.2. Melt curve analysis 

Laboratory 1 observed single peaks in the melting curves except for 
the occurrence of an additional peak at a lower temperature for the 
LGALS2 5′ target in 7/38 samples. The occurrence was random in 
regards to samples and time points. In Laboratory 2, some of the melt 
curves indicate the presence of either primer dimers or non-specific 
amplification, since peaks at lower melting temperatures were 
observed. The melt curves of the targets in B2M (Supplementary Mate-
rial, Fig. S1), S100A12 and CLC 3′ (data not shown) did not depict any 
signs of non-specific amplification. However, primer dimers seem to be 
an issue in the LGALS2 5′ and the ALAS2 5′ targets (Supplementary 
Material, Fig. S1). Mostly the older samples (time points 364d and 551d) 
show signs of primer dimers and non-specific amplification, more often 
in, outdoor than in indoor samples (Supplementary Material, Fig. S1). 

3.3. Regression analysis per marker 

For both data sets, the ΔCq values were calculated to investigate the 
hypothesis of a faster degradation at the 5′ end of the transcript than at 
the 3′ end, as suggested by Fu and Allen [17]. Calculations of the ΔCq 
values were performed by subtracting the Cq value measured for the 3′ 
target from the Cq value measured from the 5′ target (Supplementary 
Material, Fig. S2). In addition, the average ΔCq value was plotted against 
time to capture the overall trend of the ΔCq values (Supplementary 
Material, Fig. S3). 

Moreover, a linear regression was conducted to examine the corre-
lation between ΔCq and time per marker. The regression analysis was 
performed on the data set of each laboratory separately first (Fig. 3, 
columns 1 and 2). Significance for the markers analyzed and corre-
sponding R2-values were recorded (Table 2, significance level: 
p < 0.05)). In addition, short-time TsD (up to 54 days) was considered 
separately (Supplementary Material, Fig. S4). Only CLC displayed a 
correlation between ΔCq and time (p = 0.04) for Laboratory 1, while no 
correlations (p < 0.05) were observed in the Laboratory 2 indoor data, 
Table 2. To increase the amount of data in the short-term setting the data 
from both laboratories were combined up to 54 days (0, 1, 2, 7, 16, 28, 

42, and 54 days) and subjected to regression analysis. The results of the 
short-term regression analysis on the combined data set are shown in 
Fig. 3 (column 3) and Table 2. 

A significant correlation (p < 0.05) between ΔCq and time was 
observed for all markers except ALAS2 for Laboratory 1 and all markers 
except ALAS2 and LAGLS2 for Laboratory 2. The trend of differential 
degradation between the 3′ and 5′ ends appears less obvious in the 551d 
samples from Laboratory 2 (Fig. 3). On the short time scale, there was a 
significant correlation with time for S100A12 and CLC when the data 
was combined. 

As for the outdoor time series from Laboratory 2, ΔCq values that 
could be obtained per time point showed even more variation than in 
indoor conditions. A regression analysis was performed on the qPCR 
data of the full time series that revealed a significant correlation for CLC 
only in outdoor conditions (Supplementary Material, Fig. S4). Regarding 
the short-time setting, a significant correlation between the degradation 
pattern of the markers CLC and LGALS2 was observed (Supplementary 
Material, Fig. S5). Since considerable inter-individual variation occurred 
in the outdoor data, in addition to the melt curves showing signs of non- 
specific amplification, we decided to not further analyze the outdoor 
data. Moreover, Cq values could not be obtained for all the targets 
examined. 

3.4. Analysis using machine learning model 

For the analysis based on the machine learning model, the data from 
the outdoor samples from Laboratory 2 was excluded. The ALAS2 result 
for sample B2 for Laboratory 1 was removed, due to being a clear 
outlying data point. The importance of each marker for the elastic net 
model can be seen in Table 3. Overall, the MSE and MAE model penalties 
gave quite similar importances, and the two models selected the same 
markers. For Laboratory 1, we found that mostly all markers are 
important, but to various degrees, whereas this was not the case for 
Laboratory 2. The importance of CLC was overall higher than for the 
other markers. LGALS2 was the additional marker included for a less 
strict model (“Min”), with only a small importance (5–6%). For Labo-
ratory 2, the marker CLC was the only marker of importance when a 
stricter model penalty was applied (“1se”), whereas LGALS2 and 
S100A12 were also included for the less strict model (“Min”), however 
with small importance (<15%). When combining the two datasets we 
obtained an “in-between dataset model”, including the markers 
S100A12 and B2M as less important compared to CLC. 

Table 4 summarizes the estimated TsD for the independent test 
samples of the models using different penalties. The top row of Table 4 

Fig. 1. Successful qPCR analysis for the long-term time series experiment of Laboratory 2. The different shades of grey to white represent the number of samples 
where Cq values were obtained, displayed by targets. The figure is divided into indoor samples on the left and outdoor samples on the right. 
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shows the training data used for each model (penalty combination). An 
overview of the Mean absolute deviation (MAD) scores is given in the 
Supplementary Material (Tables S2 and S3). 

The model based on Laboratory 1 training data performed very well 
for Laboratory 1 test samples, the lowest overall MAD observed was 2 
days (model penalty MAE/1se, all markers being important except 
LGALS2, Table 4, Supplementary Material Table S2, and S3). Interest-
ingly, we observed that a model which also included LGALS2 obtained 
better prediction for test samples with larger TsD (beyond 100 days, 
based on model penalty “Min”). For the prediction of both test datasets 
together, the best-performing model gave an MAD of 11.5 days based on 
Laboratory 1 training data only (model penalty MSE/Min, Tables S2 and 
S3). 

When including all time points in the Laboratory 2 training data, the 
predictions for the Laboratory 2 test samples were poor with an MAD of 
137.8 days. The Laboratory 2 test samples were best predicted with the 
Laboratory 1 training data with an MAD of 39.9 days (Supplementary 
Material, Table S2). A restriction of including samples only with TsD up 

to 320 drastically improved the performance of the models for Labora-
tory 2. The restriction only affected Laboratory 2 and combined pre-
dictions, as Laboratory 1 did not include any training samples with TsD 
above 320 days. The best prediction performance for Laboratory 2 was 
an MAD of 15 days where the markers CLC, LGALS2, and S100A12 were 
included (using model penalty MSE/Min, Supplementary Material, 
Table S3). 

4. Discussion 

In this study, we investigated the reproducibility of the TsD esti-
mation method suggested by Fu and Allen [17] using the four markers 
B2M, LGALS2, S100A12, and CLC in blood. In addition, we tested the 
blood-specific marker ALAS2 for differential transcript degradation at 
the 5′ and 3′ ends. To do so, we examined the degradation pattern in 
aging bloodstains analyzed in two different laboratories. Correlations 
with time were assessed for each marker using linear regression. Sta-
tistical models based on machine learning techniques incorporating 

Fig. 2. Cq values measured for indoor samples for each target in all five transcripts for Laboratory 1 (red) and Laboratory 2 (blue). (For interpretation of the references 
to color in this figure, the reader is referred to the online version of this article). 
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multiple markers were built using different datasets. Data from separate 
laboratories or combined were used for 1) building the model (train) or 
2) investigating the performance of the model (test). 

While Fu and Allen [17] analyzed bloodstains over regular TsD in-
tervals (every two weeks for the first 24 weeks of storage, then every 
four weeks up to week 52), the current dataset from Laboratory 1 con-
tained frequent measurements for up to 54 days followed by additional 
measurements at 210 and 310 days. The first period was chosen since it 
showed a rather strong increase in ΔCq values for some markers in the 
study of Fu and Allen [17], who reported that “for B2M the ΔCq value 
rises rapidly up to about 8 weeks of storage and then levels off rising 
only slightly over the course of one year of storage”. In the current study, 
additional samples with larger TsD were included later on, since the 

preliminary results showed fewer changes in ΔCq than expected. Labo-
ratory 2 focused on a longer time frame, and analyzed seven time points 
during 1.5 years, expecting to see considerable changes between the 
more spaced-out time points. 

The melt curve analysis showed some nonspecific amplification and 
primer dimers for some of the targets for Laboratory 2 and LAGALS2 5′ 
for 7 samples from Laboratory 1. Amplification artifacts in qPCR ex-
periments are a frequently discussed topic in the literature, nevertheless, 
why they arise is not entirely clear. It is evident though that the absence 
of template DNA or low-template input may lead to low melting arti-
facts, most likely primer dimers [33]. Very low target concentration 
increases the probability of nonspecific product formation [33,34]. 
Moreover, the occurrence of PCR artifacts depends on primer 

Fig. 3. Scatterplot of the ΔCq values (natural logarithm) over time in Laboratories 1 and 2 (indoor setting only) and the combined data sets in a short-term setting (up 
to 54 days), including regression lines. 

Table 2 
p-values and R2-values of the long-term regression analysis for indoor data of each laboratory and the short-term regression analysis (data combined up to 54 days).  

Marker Lab1 Lab1 Lab2 Lab2 Lab1 þ Lab2 Lab1 þ Lab2   

p-values R2-values p values R2 values p-values R2 values 

ALAS 2  0.3  0.03  0.28  0.02  0.44  0.024 
B2M  0.0001  0.34  0.028  0.22  0.23  0.041 
LGALS2  0.008  0.2  0.17  0.06  0.25  0.03 
S100A12  7.8e− 6  0.43  0.01  0.30  0.02  0.14 
CLC  3.94e− 16  0.84  2.03e− 06  0.72  0  0.22  
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concentrations and the time for setting up the qPCR experiment. Cq 
values of reaction wells that produced specific amplicons are affected by 
the concentration of non-template cDNA, in that a minimal amount of 
carrier DNA is essential for a successful quantification [33]. Although 
both laboratories experienced issues regarding the qPCR amplification 
process, they were more prevalent in Laboratory 2. For one, it might be 
expected that lower amounts of RNA can be recovered from older 
samples, as Laboratory 2 sampled over a longer period. Additionally, a 
storage time of approximately 2 years at -80 ◦C of the RNA extracts 
might have affected the RNA integrity and quality of the time series 
samples as well. Generally, artifact amplification should be circum-
vented by assay design and optimization [31], and validation and 
optimization of novel primer designs are necessary to examine speci-
ficity and sensitivity [34]. Nonetheless, since Laboratory 1 did not 
observe the same issues as Laboratory 2, and it was not systematically 
prevalent for all samples or all targets, we propose the matter is more 
likely connected to the samples analyzed than the primer design or the 
experimental setup. However, the assay might benefit from a future 
re-design of the LGALS2 5′ target, since Laboratory 1 also observed oc-
casional non-specific amplification. 

A rather large inter-individual variability in ΔCq values was observed 
by both laboratories and also the course of the ΔCq over time curves was 
not as conclusive. For freshly extracted bloodstains (0d), one would 

expect that ΔCq values are close to zero since no preferential degrada-
tion of the mRNA should have taken place. Nevertheless, a rather large 
variation in ΔCq values at timepoint 0 was observed by both labora-
tories. The timepoint 0 samples in the study by Fu and Allen were 
extracted at 16 h while the current study extracted samples 0–2 hours 
after deposition (thus not completely dry). For some of the markers, we 
observed a drop in ΔCq values in the 1d/2d samples indicating a change 
in the dried samples. After 6 months and up to one year, a larger change 
in ΔCq values can be observed in the results from Laboratory 2 before a 
drop in the ΔCq values can be noticed after one year in indoor and 
outdoor samples. Salzmann et al. [7], who provided the RNA extracts of 
the long-term time series experiment, described difficulties with the 
identification of putative markers displaying long-term stability or a 
steady degradation. Besides, no transcript with a significant resilience to 
degradation beyond the 1-year mark was found. 

The results of Laboratory 1 revealed a correlation (p < 0.05) be-
tween ΔCq values and TsD for all markers except ALAS2 in a long-term 
setting (up to 310d). In Laboratory 2, correlations (p < 0.05) could be 
detected for the markers CLC, B2M, and S100A12 in indoor conditions in 
up to 1.5 years old samples. The blood-specific marker ALAS2 showed 
no correlation with TsD. The primers for the ALAS2 markers amplified 
longer sequences than for the other markers. In addition, ALAS2 is a 
longer transcript and the 3′ and 5′ targets are located further apart 
(127–256 and 1523–1658) than in the other markers. ΔCq values of B2M 
increased over time for both laboratories, however, not as much as for 
some of the other transcripts and some time points displayed large 
variations between samples. Thus, this marker was not strongly corre-
lated with time. Likewise, Fu and Allen [17] observed differences in the 
degradation kinetics of the inspected markers. Nonetheless, it was the 
transcript B2M that differed from the rest in that it displayed signs of 
degradation mostly over the first 6–8 weeks, but then the curve flattened 
(up to week 52). The authors proposed a balancing of the degradation of 
the 5′ and 3′ ends after 8 weeks, thus the ΔCq values became stable. 

In the outdoor samples, Cq values could not be obtained for all 
markers, probably due to stronger degradation in the targets in outdoor 
conditions and the uncontrolled environment the samples were exposed 
to. Moreover, inter-individual variation was even bigger than for indoor 
samples (Supplementary Material, Fig. S1), hence emphasizing the un-
predictable effect on transcript stability and degradation of 

Table 3 
Importance of markers given as a percentage (%) tested with different “model 
penalties” and training data sources (TsD up to 310d).  

Training Data Model ALAS2 B2M CLC LGALS2 S100A12 

Lab1 MSE/Min 11.9 1.1 63.4 5.8 17.8 
Lab1 MAE/Min 12.1 1.2 63.6 5.3 17.9 
Lab1 MSE /1se 10 2.2 70.2 0 17.7 
Lab1 MAE/1se 6.1 2.4 74.9 0 16.6 
Lab2 MSE/Min 0 0 77.6 14.9 7.5 
Lab2 MAE/Min 0 0 80.2 13.5 6.4 
Lab2 MSE /1se 0 0 100 0 0 
Lab2 MAE/1se 0 0 100 0 0 
Lab1 + Lab2 MSE/Min 0 7.5 77.8 0 14.7 
Lab1 + Lab2 MAE/Min 0 6.9 77.6 0 15.5 
Lab1 + Lab2 MSE /1se 0 6 78.4 0 15.5 
Lab1 + Lab2 MAE/1se 0 4 80.9 0 15.1  

Table 4 
Predicted age in days for test samples of Laboratory 1 (A1 to A11) and Laboratory 2 (B1 to B11) based on all different model penalties (model). Predictions closest to the 
true TsD are bold and underlined.    

Lab1 Lab1 Lab1 Lab1 Lab2 Lab2 Lab2 Lab2 Lab 
1 þ 2 

Lab 
1 þ 2 

Lab 
1 þ 2 

Lab 
1 þ 2 

ID True 
TsD 

MSE/ 
Min 

MAE/ 
Min 

MSE/ 
1se 

MAE/ 
1se 

MSE/ 
Min 

MAE/ 
Min 

MSE/ 
1se 

MAE/ 
1se 

MSE/Min MAE/Min MSE/ 1se MAE/ 1se 

A1 1 0 0 0 0 18.86 19.76 25.59 28.75 0 1.1 6.09 12.62 
A2 1 0 0 0 0 4.51 6.89 20.61 25.72 27.99 27.72 24.51 17.21 
A3 1 12.53 12.63 29.43 38.9 26.85 26.61 28.12 30.3 91.42 84.66 76.39 61.41 
A4 21 14.47 14.35 17.9 22.23 25.61 26.61 31.91 32.61 13.74 19.6 23.57 29.09 
A5 21 15.36 14.83 17.34 23.91 23.5 24.42 30.45 31.72 21.18 26.58 29.77 33.79 
A6 74 76.14 75.76 70.99 69.94 48.36 47.56 42.72 39.21 72.47 71.14 70.17 68.73 
A7 74 NA NA NA NA NA NA NA NA NA NA NA NA 
A8 277 316.61 303.59 160.25 144.22 0 0.86 54.73 46.54 151.83 141.6 134.13 123.22 
A9 357 371.28 369.92 320.73 289.77 151.27 140.5 84.21 64.54 316.07 288.75 269.71 242.71 
A10 1100 NA NA NA NA NA NA NA NA NA NA NA NA 
A11 1200 0 0 0 0 0 0 0 9.39 0 0 0 0 
B1 1 0 0 0 7.58 15.81 18.18 30.33 31.65 5.85 12.27 16.55 22.46 
B2 1 0 0 0 0 7.85 9.77 21.32 26.15 0 0 0 0 
B3 3 NA NA 54.45 56.22 NA NA 37.9 36.27 55.6 57.08 57.81 58.58 
B4 14 0 0 0 0 0 0 0.53 13.45 0 0 0 0 
B5 21 4.09 4.08 6.38 9 17.18 18.84 27.88 30.15 0 1.52 7.07 14.77 
B6 24 89.23 88.89 90.83 94.79 66.75 64.14 49.83 43.55 112.78 107.1 103.14 97.52 
B7 25 160.94 160.22 143.76 135.52 80.8 77.19 57.09 47.98 146.99 137.45 131.05 122.18 
B8 32 197.58 196.99 174.25 159.61 89.94 84.72 57.79 48.41 170.1 158.66 150.4 138.45 
B9 32 249.81 249.27 211.77 184.47 98.94 93.71 64.52 52.52 183.71 169.72 160.37 147.49 
B10 85 129.84 129.6 118.89 111.53 70 67.13 51.19 44.38 118.55 111.98 107.44 101.04 
B11 2310 NA NA 139.45 135.57 NA NA 56.53 47.64 155.66 145.34 138.04 127.59  
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environmental conditions. Additionally, the qPCR data is less reliable 
since the melt curves showed non-specific amplification for certain 
targets while the reason for this is not entirely clear. Hence, the results of 
the regression analysis are less reliable than for indoor conditions. In 
outdoor conditions, CLC was the only transcript whose degradation 
pattern showed a correlation (p < 0.05) with TsD in a long-term setting. 
However, up to 28d, both CLC and LGALS2 correlated with TsD, but the 
preferential degradation of the 5′ end over the 3′ end became less pro-
nounced over time in the marker LGALS2. 

Since the ΔCq values of both laboratories were comparable, the in-
door data of both laboratories was combined in a short-term regression 
analysis (0, 1, 2, 7, 16, 28, 42, and 54 days). The markers CLC and 
S100A12 showed the strongest association with TsD, also when the data 
sets were analyzed individually using the entire time series. In the sta-
tistical analysis, we calculated the marker importance using an elastic 
net model trained on different data sets and penalty combinations. CLC 
had the highest importance in all analyses regardless of training data 
and penalty combination. S100A12 was also influential in models 
especially using qPCR data from Laboratory 1 or all data as training 
data. LGALS2, B2M, and ALAS2 had less influence in the models. 
Therefore, Cq values of CLC were most strongly correlated with time. Fu 
and Allen [17] used a linear regression curve to estimate the age of 
additional blood stains to test the limitations of their method. TsD was 
estimated based on each marker individually. The authors did not 
comment on which marker performed best, however, B2M was not 
informative above a TsD of 8–10 weeks due to its specific degradation 
pattern. 

We estimated the TsD of independent test samples, from both labo-
ratories. Predictions were made for all test samples using models trained 
on the qPCR data from Laboratory 1, Laboratory 2, and the combined 
data. The model that provided the overall lowest MAD was always based 
on the training data from the respective laboratory. However, pre-
dictions for the Laboratory 1 test samples with TsD< 100 days provided 
a MAD of 4.6 days using the model based on both datasets. Predictions of 
TsD for test samples from Laboratory 1 provided an overall lower MAD 
than the Laboratory 2 test samples. The training data from Laboratory 1 
contains more data points, 5 individuals (4 for 210 and 310 days) at 8 
time points, while Laboratory 2 included data from 3 individuals and 
only 5 time points. Two of the time points for Laboratory 2 (364 and 551 
days) showed a stagnation in the ΔCq values. Including these data points 
in the training data for any of the prediction models increased the MAD, 
hence these time points were excluded from the training data for the 
final model. Moreover, some of the test samples in the independent test 
set of Laboratory 2 were extracted with a different extraction method 
(B6 – B9). The Cq values measured for the targets in these samples were 
overall slightly lower compared to samples with similar age, though the 
ΔCq values were comparable. Nonetheless, compared to test samples of 
similar age extracted with the same method as the training data, the Cq 
values per marker were quite different. Consequently, the greatest pre-
diction errors for samples with TsD of < 100 days were observed for 
samples B6 – B9. An important observation is that the older stains seem 
to have ΔCq values closer to fresh ones, which will lead to mis-
classifications. Three of the test samples included in the test set had ages 
outside the range of the training data. The predicted ages of these were 
either non-conclusive or estimated considerably lower than the true TsD 
(B11). This supports the finding that after a period of more than 1.5 
years a shift in ΔCq can be observed and this can lead to incorrect pre-
dictions of old stains. Older stains may experience more similar degra-
dation at both ends of the transcript. 

5. Conclusion 

Although the change in ΔCq values in the current study differs to 
some degree in the time-wise change from the data Fu and Allen [17] 
reported, we have observed a correlation between ΔCq and TsD for some 
of the markers and demonstrated how this can be used in a statistical 

model. Two laboratories performed the analysis on bloodstains stored 
under indoor conditions with a similar methodology, although a certain 
degree of inter-laboratory variation was observed. We found that the 
samples with similar TsD (up to 54 days) gave comparable ΔCq values 
and that there is a significant correlation between ΔCq and time when 
the data was combined. In the elastic net model, predictions could also 
be made based on the combined datasets as training data, especially for 
Laboratory 1 where the lowest MAD was 4.3 days. Nevertheless, the 
prediction performance using test data from Laboratory 1 was good and 
resulted in an MAD of 2.0 days. As seen for the outdoor data, assessing 
samples that were highly exposed to environmental effects might be 
very challenging. Therefore, further test samples exposed to different 
conditions or on different carrier materials are needed to fully explore 
the predictive potential of this method. The qPCR assay requires a large 
amount of sample (1 µl for each marker) and many pipetting steps, thus 
making it an error-prone and time-consuming process. Combining all 
TsD markers in one analysis could help to accelerate and to streamline 
the process, also sample consumption could be minimized. Considering 
the results of this study, it is obvious that the training data is a crucial 
factor for the performance of the prediction model. The prediction 
performance of a future model could be improved by homogenizing the 
training set in that more sampling points at regular time intervals could 
be included. Further, biological replicates from the same individual 
could increase the robustness of the model even more. 
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