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Abstract

We give a short introduction to some of the theory and methods involved in stochastic control with partial observation. As an illustration we use the stochastic maximum principle and the Kalman-Bucy filter to solve explicitly a problem about optimal consumption in an economy where the mean relative growth rate is only observed indirectly (partially).

1 Introduction

Many classic mathematical models in finance assume complete knowledge of all the parameters involved. For example, if an economic quantity $X(t)$ grows like a mean reverting Ornstein-Uhlenbeck process of the form

$$dX(t) = (\mu - \rho X(t))dt + \alpha dW(t)$$  \hspace{1cm} (1.1)

where $\mu$, $\rho > 0$ and $\alpha$ are constants, it is often assumed that these constants are completely observable. However, in practical situations one cannot observe these quantities directly, only indirectly (partially) through the observations of $X(s)$; $s \leq t$. Then the question is: How do we find optimal consumption and/or optimal portfolio in such a situation? This is an example of a stochastic control problem with partial observation.

The purpose of this paper is to give an introduction to the theory and methods of such problems. This is done by studying in detail the specific problem of optimal consumption from the economy (1.1) under a terminal constraint in the case when the mean relative growth rate $\mu$ is only partially observed. We solve this problem explicitly by using the stochastic maximum principle and the Kalman-Bucy filter.
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For more information about stochastic control with partial observation we refer to e.g. [B2], [EGK] and the references therein.

2 Statement of the problem

a) Complete observation case

Suppose the wealth $X(t) = X^{(c)}(t)$ of a person with consumption rate $c(t) \geq 0$ satisfies the stochastic differential equation

$$
\begin{cases}
  dX(t) = (\mu - \rho X(t) - c(t))dt + \alpha(t)dW(t) ; & t \in [0, T] \\
  X(0) = x > 0
\end{cases}
$$

(2.1)

Here $c(t) = c(t, \omega)$ is an $\mathcal{F}_t$-adapted process (our control), $\alpha(t)$ is a given deterministic function and $\mu, \rho, T, x$ are (known) positive constants.

Suppose the expected total discounted utility $J^{(c)}$ corresponding to the consumption rate $c(t)$ is given by

$$
J = J^{(c)} = E\left[ \int_0^T e^{-\delta t} \frac{c^\gamma(t)}{\gamma} dt \right],
$$

(2.2)

where $\delta > 0, \gamma \in (0, 1)$ are (known) constants ($1 - \gamma$ is the risk aversion of this person) and $E = E^x$ denotes the expectation given that $X(0) = x$.

We say that $c = c(t, \omega)$ is admissible and write $c \in \mathcal{A}$ if $c(t, \omega)$ is $\mathcal{F}_t$-adapted, nonnegative and satisfies the terminal condition

$$
E[X^{(c)}(T)] = x_T
$$

(2.3)

where $x_T \in \mathbb{R}$ is a given constant. This constraint expresses that on the average a certain wealth $x_T$ should be left for the next generation. Consider the problem

**Problem 2.1** Find $\bar{J}$ and $\bar{c} \in \mathcal{A}$ such that

$$
\bar{J} := \sup\{J^{(c)} ; c \in \mathcal{A}\} = J^{(\bar{c})}.
$$

(2.4)

This is a stochastic control problem with complete information, because we assume that all the parameters involved $(\mu, \rho, \alpha(\cdot), \ldots)$ are known and the consumption rates considered are allowed to be adapted to the filtration $\mathcal{F}_t$.

b) Partial observation case

In the partial observation case the setup and the problem is the same as in (2.1)-(2.4) above, but with one important difference:
We no longer assume that $\mu$ is a known constant. Instead we assume that $\mu = \mu(\omega)$ is a random variable with a known distribution and that $\mu$ is independent of $\{W(s)\}_{s \geq 0}$. Thus the specific value of $\mu$ in (2.1)-(2.4) is not known, and we assume that we cannot observe it directly. We only assume that we can observe it indirectly through the observations of the process $\xi(t)$ defined by
\[
d\xi(t) = \mu \, dt + \alpha(t)dW(t) ; \quad t \geq 0 \quad \xi(0) = 0 \quad (2.5)
\]
We claim that this is equivalent to saying that we observe the no consumption wealth $X^{(0)}(t)$ given by
\[
dX^{(0)}(t) = (\mu - \rho X^{(0)}(t))dt + \alpha(t)dW(t) . \quad (2.6)
\]
To verify this claim, first note that by (2.6), we have
\[
dX^{(0)}(t) + \rho X^{(0)}(t)dt = d\xi(t) \quad (2.7)
\]
or
\[
d(e^{\rho t} X^{(0)}(t)) = e^{\rho t} d\xi(t) \quad (2.8)
\]
which gives
\[
X^{(0)}(t) = X^{(0)}(0)e^{-\rho t} + \int_0^t e^{-\rho(t-s)}d\xi(s) . \quad (2.9)
\]
Hence, if we observe $\xi(s); s \leq t$ then we know $X^{(0)}(s); s \leq t$.

On the other hand, by (2.6) we also have
\[
d\xi(t) = dX^{(0)}(t) + \rho X^{(0)}(t)dt \quad (2.10)
\]
which gives
\[
\xi(t) = X^{(0)}(t) - X^{(0)}(0) + \rho \int_0^t X^{(0)}(s)ds . \quad (2.11)
\]
So, if we know $X^{(0)}(s); s \leq t$, we also know $\xi(s); s \leq t$. This proves the claim.

Let $\mathcal{G}_t$ denote the $\sigma$-algebra generated by $\{\xi(s)\}_{s \leq t}$. We say that $c(t, \omega)$ is admissible for the partial observation problem and write $c \in \mathcal{A}_p$ if $c(t, \omega)$ is $\mathcal{G}_t$-adapted, nonnegative and satisfies the terminal condition
\[
E[X^{(c)}(T)] = x_T . \quad (2.12)
\]
The partial observation problem is

**Problem 2.2** Find $J^*$ and $c^* \in \mathcal{A}_p$ such that
\[
J^* = \sup \{J^{(c)}, c \in \mathcal{A}_p\} = J^{(c^*)} \quad (2.13)
\]
where, as before,
\[
J^{(c)} = E \left[ \int_0^T e^{-\delta t} \frac{c^*(t)}{\gamma}dt \right] . \quad (2.14)
\]
Here $E$ denotes the expectation with respect to the joint probability law of $\mu$ and $\{W(t)\}_{t \in [0, T]}$. 
3 Optimal consumption with complete observation

We first solve the complete observation problem (Problem 2.1). To this end we recall the stochastic maximum principle (see e.g. [B1], [P] or [YZ] for proofs and more details):

Suppose $X(t) = X^{(u)}(t)$ is a controlled stochastic system of the form

$$
\begin{cases}
    dX(t) = b(t, X(t), u(t))dt + \sigma(t, X(t))dW(t); & t \in [0, T] \\
    X(0) = x
\end{cases}
$$

(3.1)

where $b : [0, T] \times \mathbb{R}^n \times U \rightarrow \mathbb{R}^n$ and $\sigma : [0, T] \times \mathbb{R}^n \rightarrow \mathbb{R}^{n \times m}$ are given $C^2$ functions with respect to $x$ whose partial derivatives are uniformly Lipschitz continuous w.r.t. $x$ and uniformly continuous w.r.t. $u$, where $(U, d(\cdot, \cdot))$ is a metric space. $W(t) = (W_1(t), \ldots, W_m(t))^T$ is $m$-dimensional Brownian motion and $u : [0, T] \times \Omega \rightarrow U$ is an $\mathcal{F}_t$-adapted control process.

Let $f : [0, T] \times \mathbb{R}^n \times U \rightarrow \mathbb{R}$, $g : \mathbb{R}^n \rightarrow \mathbb{R}$ and $G : \mathbb{R}^n \rightarrow \mathbb{R}^N$ be given lower bounded functions satisfying the same conditions as $b$ and $\sigma$ above and define the performance functional

$$
J^{(u)} = E\left[ \int_0^T f(t, X(t), u(t))dt + g(X(T)) \right]
$$

(3.2)

and the terminal condition

$$
E[G(X^{(u)}(T))] = 0.
$$

(3.3)

Let $\mathcal{A}$ denote the set of all $\mathcal{F}_t$-adapted processes $u(t, \omega) : [0, T] \times \Omega \rightarrow U$ such that $X^{(u)}(t)$ does not explode in $[0, T]$ and such that (3.3) holds. Consider the problem to find $\bar{u} \in \mathcal{A}$ such that

$$
\bar{u} = \sup\{J^{(u)} ; u \in \mathcal{A}\} = J^{(\bar{u})}
$$

(3.4)

If such $\bar{u} \in \mathcal{A}$ exists, then $\bar{u}$ is called an optimal control and $(\bar{u}, \bar{X})$ (where $\bar{X} = X^{(\bar{u})}$) is called an optimal pair.

Define the Hamiltonian $H : [0, T] \times \mathbb{R}^n \times U \times \mathbb{R}^n \times \mathbb{R}^{n \times m} \rightarrow \mathbb{R}$ by

$$
H(t, x, u, p, q) = b(t, x, u)^T p + \text{tr}[\sigma(t, x)^T q] + f(t, x, u)
$$

(3.5)

where $(\cdot)^T$ denotes matrix transposed and $\text{tr}[\cdot]$ denotes matrix trace. Consider the following stochastic backward differential equation in the pair of unknown adjoint $\mathcal{F}_t$-adapted processes $p(t) \in \mathbb{R}^n$, $q(t) \in \mathbb{R}^{n \times m}$,

$$
\begin{cases}
    dp(t) = -H_x(t, X(t), u(t), p(t), q(t))dt + q(t)dW(t); & t \in [0, T] \\
    p(T) = g_x(X(T)) + X^T G_x(X(T))
\end{cases}
$$

(3.6)
Here $H_x = \nabla_x H = (\frac{\partial H}{\partial x_1}, \ldots, \frac{\partial H}{\partial x_n})^T$ is the gradient of $H$ with respect to $x$ and similarly with $g_x, G_x. \quad X(t) = X^{(u)}(t)$ is the process obtained by using the control $u \in \mathcal{A}$ and $\lambda \in \mathbb{R}^N$ is a constant. The equation (3.6) is the adjoint equation and $p(t)$ is sometimes interpreted as the shadow price (of a resource).

**Theorem 3.1** [The stochastic maximum principle]

a) **(Necessary conditions for optimality)**

Let $(\tilde{u}(t), \tilde{X}(t))$ be an optimal pair for problem (3.4). Then there exists a constant $\lambda \in \mathbb{R}^N$ and a solution $(p(t), q(t))$ of (3.6) with $u(t) = \tilde{u}(t), \quad X = \tilde{X}(t)$ such that

$$H(t, \tilde{X}(t), \tilde{u}(t), p(t), q(t)) = \max_{u \in \mathcal{U}} H(t, \tilde{X}(t), u, p(t), q(t)) \quad \text{for a.a. } (t, \omega) \in [0, T] \times \Omega. \quad (3.7)$$

b) **(Sufficient conditions for optimality)**

Suppose $\lambda \in \mathbb{R}^N, \quad u \in \mathcal{A}$, put $X(t) = X^{(u)}(t)$ and let $p(t), q(t)$ be a solution of the corresponding adjoint equation (3.6). Assume that the functions

$$H(t, \cdot, \cdot, p(t), q(t), g(\cdot)) \text{ and } G(\cdot) \text{ are concave for all } t \in [0, T] \quad (3.8)$$

and that

$$H(t, X(t), u(t), p(t), q(t)) = \max_{u \in \mathcal{U}} H(t, X(t), u, p(t), q(t)) \quad (3.9)$$

for a.a. $(t, \omega) \in [0, T] \times \Omega$. Then $(u(t), X(t))$ is an optimal pair for problem (3.4).

For proofs we refer to [B1], [YZ, Chapter 3] and [P].

We now apply the stochastic maximum principle to solve Problem 2.1 (complete observation case).

Here the Hamiltonian function (3.5) is

$$H(t, x, c, p, q) = (\mu - \rho x - c)p + \alpha(t)q + e^{-\delta t} \frac{c^2}{\gamma} \quad (3.10)$$

Hence $\frac{\partial H}{\partial c}(t, x, c, p, q) = -\rho p$ and the adjoint equation (3.6) gets the form

$$\begin{cases} dp(t) = \rho(t) dt + q(t) dW(t); \quad t \in [0, T] \\
p(T) = \lambda \end{cases} \quad (3.11)$$

We immediately see that the solution of this equation is

$$p(t) = \lambda e^{-\rho(t-T)}, \quad q(t) = 0. \quad (3.12)$$
Now \(c \to H(t, x, c, p, q)\) is maximal when
\[
\frac{\partial H}{\partial c} (t, x, c, p, q) = 0 \quad \text{i.e.} \quad -p + e^{-\delta t} c^{\gamma-1} = 0
\]
This gives
\[
\bar{c}(t) = (p(t)e^{\delta t})^{\frac{1}{\gamma-1}} = \lambda^{\frac{1}{\gamma-1}} \exp \left\{ \frac{1}{\gamma-1} (-\rho(T - t) + \delta t) \right\} \tag{3.13}
\]
It remains to find \(\lambda\). From (2.1) we have
\[
\begin{cases}
    d\tilde{X}(t) = (\mu - \rho \tilde{X}(t))dt + \alpha(t)dW(t) - \bar{c}(t)dt ; & t \in [0, T] \\
    \tilde{X}(0) = x
\end{cases}
\tag{3.14}
\]
Integrating and taking the expectation we get (using that \(\mu\) is constant)
\[
E[\tilde{X}(t)] = x + \mu t - \rho \int_0^t E[\tilde{X}(s)]ds - \int_0^t \bar{c}(s)ds.
\]
Or, with \(y(t) = E[\tilde{X}(t)]\),
\[
y'(t) + \rho y(t) = \mu - \bar{c}(t)
\]
which integrates to
\[
e^{\rho T} y(T) = y(0) + \int_0^T e^{\rho s} (\mu - \bar{c}(s))ds.
\]
Using the terminal condition (2.3) and (3.13) this gives
\[
x_T = xe^{-\rho T} + e^{-\rho T} \int_0^T e^{\rho s} \left[ \mu - \lambda^{\frac{1}{\gamma-1}} \exp \left\{ \frac{1}{\gamma-1} (-\rho(T - s) + \delta s) \right\} \right] ds
\]
\[
= xe^{-\rho T} + \frac{\mu}{\rho} (1 - e^{-\rho T}) - \frac{1 - \gamma}{\delta + \gamma \rho} \lambda^{\frac{1}{\gamma-1}} \exp \left( \frac{\gamma T}{1 - \gamma} \right) \left[ 1 - \exp \left( -\frac{\rho + \delta \gamma}{1 - \gamma} T \right) \right]
\]
Hence,
\[
\lambda = \left( xe^{-\rho T} + \frac{\mu}{\rho} (1 - e^{-\rho T}) - x_T \right)^{\gamma-1} \left[ \frac{1 - \gamma}{\delta + \gamma \rho} \exp \left( \frac{\gamma T}{1 - \gamma} \right) - \exp \left( -\frac{\delta T}{1 - \gamma} \right) \right]^{1-\gamma} \quad \text{if} \quad \delta + \gamma \rho \neq 0
\]
\[
\lambda = \left( xe^{-\rho T} + \frac{\mu}{\rho} (1 - e^{-\rho T}) - x_T \right)^{\gamma-1} T^{1-\gamma} \exp(-\delta T) \quad \text{if} \quad \delta + \gamma \rho = 0 \tag{3.16}
\]
With this value of $\lambda$ the value of $\bar{c}(t)$ given by (3.13) is optimal, provided that
\[ xe^{-\rho T} + \frac{\mu}{\rho} (1 - e^{-\rho T}) \geq x_T. \] (3.17)

This condition is necessary to make it possible at all to attain (2.3) for some $u(t) \geq 0$.
We have proved:

**Theorem 3.2** Assume that (3.17) holds. Then the optimal consumption rate $\bar{c}(t)$ for the complete observation problem (Problem 2.1) is
\[ \bar{c}(t) = \lambda^{\frac{1}{\gamma - 1}} \exp \left\{ \frac{1}{\gamma - 1} (-\rho(T - t) + \delta t) \right\}; \quad t \in [0, T] \] (3.18)
where $\lambda$ is given by (3.15),(3.16).

## 4 Optimal consumption with partial observation

From now on we assume that
\[ \int_0^T \alpha^{-2}(t)dt < \infty \] (4.1)

Then we have the following fundamental result from linear filtering theory (see e.g. [D], [Ka] or [O]).

**Theorem 4.1** Let $\mathcal{G}_t$ be the $\sigma$-algebra generated by $\xi(s)$, $s \leq t$ (see (2.5)). Define the innovation process $B(t) = B(t, \omega)$ by
\[ dB(t) = \alpha^{-1}(t)(\mu - E[\mu|\mathcal{G}_t])dt + dW(t); \quad t \geq 0 \]
\[ B(0) = 0 \] (4.2)

Then $B(t)$ is a Brownian motion. Moreover, $B(s); s \leq t$ generates the same filtration $\mathcal{F}_t$ as $W(s); s \leq t$.

**Corollary 4.2** With $B(t)$ as in Theorem 4.1 we have
\[ \mu dt + \alpha(t)dW(t) = E[\mu|\mathcal{G}_t]dt + \alpha(t)dB(t) \] (4.3)

We also need the following result, which is a special case of the Kalman filter formula (see e.g. [D], [Ka] or [O, Example 6.2.11]):
Theorem 4.3  As before let

\[ d\xi(t) = \mu dt + \alpha(t) dW(t) = E[\mu | \mathcal{G}_t] dt + \alpha(t) dB(t); \quad t \geq 0 \]

and let \( \mathcal{G}_t \) be the \( \sigma \)-algebra generated by \( \xi(s); s \leq t \). Then, if we put

\[ \bar{\mu} = E[\mu] \quad \text{and} \quad A = E[(\mu - \bar{\mu})^2]^{-1} \quad (4.4) \]

and

\[ dY(t) = \alpha^{-2}(t) d\xi(t) \quad \text{and} \quad dZ(t) = \alpha^{-2}(t) dt, \quad (4.5) \]

we have

\[ E[\mu | \mathcal{G}_t] = \left( A + \int_0^t \alpha^{-2}(s) ds \right)^{-1} \left( \bar{\mu} A + \int_0^t \alpha^{-2}(s) d\xi(s) \right) \]

\[ = (A + Z(t))^{-1} (\bar{\mu} A + Y(t)). \quad (4.6) \]

Using (4.3)–(4.6) we see that we can write our system \( X(t) \) in (2.1) on the form

\[ dX(t) = (-\rho X(t) - c(t)) dt + d\xi(t) \]

\[ = (E[\mu | \mathcal{G}_t] - \rho X(t) - c(t)) dt + \alpha(t) dB(t). \quad (4.7) \]

Note that in this equation all the coefficients are adapted to the observed filtration \( \mathcal{G}_t \). Thus we have transformed the original partial observation problem (2.1), (2.13) into the complete observation problem (4.7), (2.13). However, the price we pay for this is that the constant \( \mu \) in (2.1) is replaced by the more complicated process \( E[\mu | \mathcal{G}_t] \) in (4.7).

We now proceed to solve the (complete observation) stochastic control problem (4.7), (2.13). To this end, we first write the system in Markovian form, as follows:

\[ dX(t) = \left[ \frac{\bar{\mu} A + Y(t)}{A + Z(t)} - \rho X(t) - c(t) \right] dt + \alpha(t) dB(t); \quad X(0) = x \quad (4.8) \]

\[ dY(t) = \alpha^{-2}(t)(A + Z(t))^{-1}(\bar{\mu} A + Y(t)) dt + \alpha^{-2}(t) dB(t); \quad Y(0) = y \quad (4.9) \]

\[ dZ(t) = \alpha^{-2}(t) dt; \quad Z(0) = z \quad (4.10) \]

To emphasize the initial values \( x, y, z \) we sometimes write \( X^x(t), Y^y(t) \) and \( Z^z(t) \) and we let \( E^{x,y,z} \) denote the expectation when these initial values are assumed.

In this setting it is natural to extend Problem 2.2 slightly, as follows:

**Problem 4.4** Define

\[ J^*(x) = E^{x,0,0} \left[ \int_0^T e^{-\theta} \frac{c^*(t)}{\gamma} d\theta \right]; \quad s \leq T \quad (4.11) \]
Find \( J^*(x) \) and \( c^* \in \mathcal{A}_p = \mathcal{A}_p(x) \) such that
\[
J^*(x) = \sup \{ J(c)(x); \ c \in \mathcal{A}_p \} = J(c^*)(x) .
\] (4.12)

To solve this problem we again apply the stochastic maximum principle (Theorem 3.1). In this case the Hamiltonian is
\[
H(s, x, y, z, c, p, q) = \left( \frac{\bar{\mu}A + y}{A + z} - \rho x - c \right) p_1 + \alpha^{-2}(s)(A + z)^{-1}(\bar{\mu}A + y)q_2
+ \alpha^{-2}(s)p_3 + \alpha(s)q_1 + \alpha^{-1}(s)q_2 + e^{-\delta s} \frac{c^*}{\gamma} ,
\] (4.13)
where \( p = (p_1, p_2, p_3)^T, q = (q_1, q_2, q_3)^T \).

The function \( c \to H(s, x, y, z, c, p, q) \) is maximal when
\[
c = c^*(s) = (p_1(s)e^{\delta s})^{\frac{1}{\gamma}} .
\] (4.14)

The adjoint equation system gets the form
\[
dp_1(t) = \rho p_1(t)dt + q_1(t)dB(t)
\] (4.15)
\[
dp_2(t) = -(A + Z^0(t))^{-1}[p_1(t) + \alpha^{-2}(t)p_2(t)]dt + q_2(t)dB(t)
\] (4.16)
\[
dp_3(t) = (A + Z^0(t))^{-2}[(\bar{\mu}A + Y^0(t))p_1(t) + \alpha^{-2}(t)(\bar{\mu}A + Y^0(t))p_2(t)]dt + q_3(t)dB(t)
\] (4.17)
with terminal values
\[
p_1(T) = \lambda_1 , \quad p_2(T) = p_3(T) = 0
\] (4.18)
where \( \lambda_1 \in \mathbb{R} \) is a constant to be determined.

We see that (4.15) has the solution
\[
p_1(t) = \lambda_1 e^{-\rho(T-t)} , \quad q_1(t) = 0 .
\] (4.19)

Hence, by (4.14),
\[
c^*(t) = \lambda_1^{\frac{1}{\gamma}} \exp \left( \frac{1}{1 - \gamma} (\rho (T - t) - \delta t) \right) .
\] (4.20)

To determine \( \lambda_1 \), we now proceed as in the case of complete observations.

By integrating the equation
\[
dX^*(t) = (E[\mu|\mathcal{G}_t] - \bar{\mu}X^*(t) - c^*(t))dt + \alpha(t)dB(t)
\] (4.21)
and taking the expectation we get, with
\[
\bar{\mu} = E[\mu] = E[E[\mu|\mathcal{G}_t]] ,
\] (4.22)
\[ E[X^*(t)] = x + \bar{\mu}t - \rho \int_0^t E[X^*(s)]ds - \int_0^t c^*(s)ds. \]

Hence the terminal condition (2.12) gives, by the same calculation as in Section 3,

\[ \lambda_1 = \left( xe^{-\rho T} + \bar{\mu} \left( 1 - e^{-\rho T} \right) - x_T \right) \gamma^{-1} \left[ \frac{1 - \gamma}{\delta + \gamma \rho} \left\{ \exp \left( \frac{\gamma \rho T}{1 - \gamma} \right) \right. \right. \]
\[ \left. \left. \left. - \exp \left( - \frac{\delta T}{1 - \gamma} \right) \right] ^{1 - \gamma} \right. \] if \( \delta + \gamma \rho \neq 0 \)

\[ \lambda_1 = \left( xe^{-\rho T} + \bar{\mu} \left( 1 - e^{-\rho T} \right) - x_T \right) \gamma^{-1} T^{1 - \gamma} \exp(-\delta T) \] if \( \delta + \gamma \rho = 0 \), (4.24)

provided that

\[ xe^{-\rho T} + \bar{\mu} \left( 1 - e^{-\rho T} \right) \geq x_T. \] (4.25)

We have proved:

**Theorem 4.5** Assume that (4.25) holds. Then the optimal consumption rate \( c^*(t) \) for the partial observation problem (Problem 2.2) is

\[ c^*(t) = \lambda_1 \exp \left( \frac{1}{1 - \gamma} (\rho(T - t) - \delta t) \right) \] (4.26)

where \( \lambda_1 \) is given by (4.23),(4.24).

**Remark 4.6** Note that the solutions \( \bar{\epsilon}(t) \) and \( c^*(t) \) of the complete and partial observation problem, respectively, are identical except that the constant \( \mu \) in the expression for \( \bar{\epsilon}(t) \) has been replaced by the constant \( \bar{\mu} = E[\mu] \) in the expression for \( c^*(t) \).

Since \( \bar{\mu} \) is assumed known a priori, this means -perhaps surprisingly- that observing \( \xi(s); s \leq t \) has no effect at all on our consumption rate.

**Remark 4.7** In general, we say that a partial observation control problem satisfies the certainty equivalence principle if the following holds: Let \( S(\theta) \) denote the optimal control in the complete observation case with known parameter \( \theta \). Then \( S(\theta) \) is the optimal control in the partial observation case, where \( \hat{\theta} = E[\theta | \mathcal{G}_t] \) is the estimate of \( \theta \) based on the observation \( \mathcal{G}_t \).

It is known that the certainty equivalence principle holds in the quadratic-linear partial observation control problems (see e.g. [B2]). On the other hand, it has been proved that in the Merton type of optimal consumption/portfolio problem in a Black-Scholes market with unobservable drift vector, the certainty equivalence principle holds if and only if the utilities are of logarithmic type (see [Ku]). Our problem gives another example where the certainty equivalence principle does not hold.
5 The value function

Finally we find the value functions $\bar{J} = \bar{J}(x)$ and $J^* = J^*(x)$ of the complete observation problem (Problem 2.1) and the partial observation problem (Problem 2.2), respectively. We could compute $\bar{J}(x)$ and $J^*(x)$ by evaluating directly

$$\bar{J}(x) = E\left[\int_0^T e^{-st} \frac{E^*(t)}{\gamma} dt\right] \quad \text{and} \quad J^*(x) = E\left[\int_0^T e^{-st} \frac{(c^*)^\gamma(t)}{\gamma} dt\right],$$

respectively. However, it is easier to use the connection

$$\frac{d}{dx} \bar{J}(x) = p(0), \quad \frac{d}{dx} J^*(x) = p_1(0) \quad (5.1)$$

between the maximum principle and dynamic programming (see e.g. [YZ, Theorem 5.4.1]):

In the complete observation case this gives, by (3.12)

$$\frac{d}{dx} \bar{J}(x) = \lambda e^{-\rho T}, \quad (5.2)$$

where $\lambda = \lambda(x)$ is given by (3.15),(3.16). Therefore

$$\bar{J}(x) = \frac{1}{\gamma} \left(x e^{-\rho T} + \frac{\mu}{\rho} (1 - e^{-\rho T}) - x_T\right)^\gamma \psi + C,$$

where $C$ is a constant and

$$\psi = \begin{cases} \left[\frac{1}{\beta + \gamma T} \left( e^{\frac{\mu(T + t)}{\rho}} - e^{-\frac{\delta(T + t)}{\gamma}} \right) \right]^{1-\gamma} e^{-\rho T} & \text{if } \delta + \gamma T \neq 0 \\ T^{1-\gamma} \exp(-\delta + \rho T) & \text{if } \delta + \gamma T = 0 \end{cases} \quad (5.3)$$

Since $\bar{J}(x) = 0$ when $xe^{-\rho T} + \frac{\mu}{\rho} (1 - e^{-\rho T}) = x_T$ we have $C = 0$. Hence

$$\bar{J}(x) = \frac{1}{\gamma} \left(x e^{-\rho T} + \frac{\mu}{\rho} (1 - e^{-\rho T}) - x_T\right)^\gamma \psi. \quad (5.4)$$

Similarly, for the partial observation problem we get, by (4.19),

$$\frac{d}{dx} J^*(x) = \lambda_1(x) e^{-\rho T} \quad (5.5)$$

where $\lambda_1 = \lambda_1(x)$ is given by (4.23),(4.24).

This gives

$$J^*(x) = \frac{1}{\gamma} \left(x e^{-\rho T} + \frac{\bar{\mu}}{\rho} (1 - e^{-\rho T}) - x_T\right)^\gamma \psi_1,$$ \quad (5.6)$$

where $\psi_1 = \psi$ is given by (5.3).

We have proved:
Theorem 5.1 The value functions $\tilde{J}(x)$ and $J^*(x)$ of the complete observation problem (Problem 2.1) and the partial observation problem (Problem 2.2), respectively, are given by

$$\tilde{J}(x) = \frac{1}{\gamma} \left( xe^{-\alpha T} + \frac{\mu}{\rho} (1 - e^{-\rho T}) - x_T \right)^\gamma \psi$$

$$J^*(x) = \frac{1}{\gamma} \left( xe^{-\alpha T} + \tilde{\mu} (1 - e^{-\rho T}) - x_T \right)^\gamma \psi_1$$

where $\psi = \psi_1$ are both given by (5.3).
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