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Sammendrag 

Bakgrunn: Epigenetiske modifikasjoner, som DNA-metylering, er avgjørende for en rekke prosesser 

som celledifferensiering og fosterutvikling. Å kombinere epigenetiske analyser med populasjonsbasert 

epidemiologisk forskning gir betydelige muligheter for å utforske hvilken rolle epigenetisk variasjon 

spiller for menneskers helse, sykdom og utvikling. 

Gestasjonsalder brukes ofte som en indikator på den nyfødtes utvikling og modenhet. Videre er 

prematur fødsel forbundet med en rekke skadelige utfall hos den nyfødte og senere i livet. Derfor er 

nøyaktig bestemmelse av gestasjonsalder avgjørende for å kunne sikre riktig perinatal omsorg. 

Imidlertid har estimering av gestasjonsalder basert på siste menstruasjon eller ultralydmålinger visse 

begrensninger. For nyfødte som er unnfanget ved hjelp av assistert befruktning (ART) er det nøyaktige 

tidspunktet når embryoet overføres til livmoren kjent, som dermed gir et mer direkte estimat av 

gestasjonsalderen. I tillegg sammenfaller tidspunktet for ART med omfattende epigenetiske endringer 

som skjer i det tidlige embryoet. ART har også vist seg å være forbundet med betydelige DNA-

metyleringsendringer hos nyfødte. 

DNA-metylering observert ved tusenvis av DNA metyleringsmarkører (CpG-er) over hele genomet 

har vist seg å variere med gestasjonsalder hos nyfødte, og kronologisk alder hos voksne. Dette har ført 

til utviklingen av flere nøyaktige DNA-metyleringsbaserte prediksjonsmodeller som kan beregne både 

alder og gestasjonsalder, kjent som «epigenetiske klokker». Imidlertid er forskningen på epigenetisk 

gestasjonsalder fortsatt på et tidlig stadium. Det er uklart hvorfor ulike CpG-er plukkes ut i forskjellige 

epigenetiske klokker. Man vet også lite om de prediktive CpG-ene brukt i klokkene så vel som de 

biologiske mekanismene som ligger til grunn for forbindelsen mellom DNA-metylering og 

gestasjonsalder. 

Mål: Det overordnede formålet med avhandlingen var å utforske sammenhengen mellom DNA-

metyleringsnivåer hos nyfødte og deres gestasjonsalder samt identifisere mekanismer som forklarer 

denne assosiasjonen. Spesifikt hadde vi som mål å (i) undersøke om det er en sammenheng mellom 

celletype, gestasjonsalder og DNA-metylering i navlestrengsblod, (ii) utvikle nye epigenetiske klokker 

for gestasjonsalder og utforske forskjeller mellom nyfødte som ble unnfanget med og uten hjelp av 

ART, og til slutt, (iii) undersøke, og eventuelt identifisere og karakterisere CpG-er som er stabilt 

prediktive for gestasjonsalder i den forstand at de konsekvent velges ut. For å nå disse målene studerte 

vi sammenhengen mellom DNA-metylering i navlestrengsblod og gestasjonsalder ved å bruke 

innsamlede data fra Den norske mor, far og barn-undersøkelsen (MoBa). 

Metoder: Vi brukte BeadChip-arrays for å måle nivået av DNA-metylering for CpGene i genomet til 

de nyfødte. I tillegg undersøkte vi mulige fordeler ved å bruke det mer omfattende Infinium 

MethylationEPIC (EPIC) arrayet sammenlignet med et tidligere array, Infinium HumanMethylation 



6 
 

450K (450K). Først gjennomførte vi en epigenom-vid assosiasjonsstudie (EWAS) der vi lette etter 

sammenhenger mellom gestasjonsalder og DNA metylering. Vi brukte to forskjellige metoder, 

CellDMC og Tensor Composition Analysis (TCA), for å undersøke om det også fantes 

celletypespesifikke assosiasjoner. Deretter brukte vi lasso-regresjon for å utvikle en epigenetisk klokke 

for gestasjonsalder som er spesifikk for EPIC. Informasjon om embryooverføringsdato hos ART-

unnfangede nyfødte ble brukt for å evaluere presisjonen til klokken vår, og vi undersøkte om det var 

forskjeller i epigenetisk gestasjonsalder mellom ART-unnfangede og naturlig unnfangede nyfødte ved 

å bruke logistisk regresjon. Videre brukte vi en statistisk tilnærming kalt «stability selection» som 

kombinerer delutvalg med variabelseleksjon for å identifisere CpG-er som er svært prediktive for 

gestasjonsalder. Vi brukte deretter en ulineær regresjonsmodell (GAM) for å utvikle nye epigenetiske 

klokker basert på de stabilt prediktive CpG-ene. Til slutt brukte vi ulike algoritmer for annotering og 

karakterisering av genene som de gestasjonsaldersassosierte CpG-ene var tilknyttet, og deres 

tilhørende gen-nettverk. 

Resultater: Vi oppdaget signifikante sammenhenger mellom DNA-metylering og gestasjonsalder i 

alle de syv hovedtypene av celler i navlestrengsblod. Imidlertid var de fleste signifikante CpG-ene 

knyttet til kjerneholdige røde blodceller (nRBCer). Mange av disse CpG-ene er tilknyttet spesifikke 

prosesser involvert i utvikling av røde blodceller og overgangen fra føtalt til voksent hemoglobin. Vi 

utviklet også en EPIC-spesifikk epigenetisk klokke for gestasjonsalder som var mer nøyaktig enn 

tidligere publiserte gestasjonsalderklokker. Å begrense analysen til CpG-er som dekkes både av EPIC 

og 450K reduserte imidlertid ikke klokkens presisjon. Bruk av embryooverføringsdato i stedet for 

ultralydmålinger for å utvikle klokken forbedret heller ikke klokkens ytelse og klokkene fungerte like 

godt på både ART- og naturlig unnfangende barn. Videre var det ingen signifikante forskjeller i 

epigenetisk gestasjonsalder mellom de to gruppene. Totalt sett fant vi 24 CpG-er som var stabilt 

prediktive for gestasjonsalder, og bare opp til 10% av CpG-er i tidligere publiserte epigenetiske 

gestasjonsalderklokker ble identifisert som stabilt prediktive i vår studie. Flere av de stabilt prediktive 

CpG-ene var i eller nær gener involvert i immunrespons, metabolisme og diverse utviklingsprosesser. 

Til slutt brukte vi de stabilt prediktive CpG-ene til å utvikle en ny gestasjonsalderklokke bestående av 

bare fem CpG-er. Til tross for få CpG-er hadde klokken en tilsvarende presisjon som etablerte 

gestasjonsalderklokker bestående av dusinvis til hundrevis av CpG-er. GAM metoden avslørte også 

ulineære sammenhenger mellom DNA metylering og gestasjonsalder hos premature nyfødte. 

Konklusjoner: Samlet sett fører våre funn til økt forståelse av sammenhengen mellom DNA-

metylering og gestasjonsalder. Resultatene peker på celletypeutvikling, utviklingsprosesser og 

forberedelse til fødsel og livet utenfor livmoren som plausible mekanismer som ligger til grunn for 

denne assosiasjonen. Videre har vi utviklet flere nøyaktige epigenetiske klokker som er nyttige 

verktøy for videre studier av epigenetisk gestasjonsalder.  
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Abstract 

Background: Epigenetic modifications, such as DNA methylation, are essential for a wide array of 

developmental processes, including cellular differentiation and human development. Combining 

epigenetic analyses with population-based epidemiological research offers tremendous opportunities 

for exploring the role of epigenetic variation in human health, disease, and development.  

In clinical and research settings, gestational age is often used as an indicator of the newborn’s 

developmental maturity. Furthermore, preterm birth is associated with a range of deleterious outcomes 

in the neonate and later in life. Thus, accurate determination of gestational age is essential to ensure 

proper perinatal care. However, estimating gestational age from the last menstrual period or ultrasound 

measurements has certain limitations. For newborns conceived using assisted reproductive technology 

(ART), the exact time when the embryo is transferred to the uterus is known and thus provides a more 

direct estimate of gestational age. Moreover, ART coincides with the extensive epigenetic remodeling 

that takes place in the early embryo and has also been shown to be associated with DNA methylation 

alterations in the newborns. 

DNA methylation at thousands of CpG sites throughout the epigenome has been shown to be strongly 

associated with gestational age in newborns and chronological age in adults. This has prompted the 

development of several accurate DNA methylation-based predictors of age and gestational age, 

commonly known as ‘epigenetic clocks’. Nevertheless, the field of epigenetic gestational aging is still 

in its nascent stages. The reason for the considerable lack of overlap in predictive CpGs across 

different epigenetic gestational age clocks remains elusive. Similarly, very little is known about the 

implications of the predictive CpGs as well as the biological mechanisms underlying the association 

between DNA methylation and gestational age. 

Aims: The overarching aim of this thesis was to explore genome-wide DNA methylation levels in 

newborns in relation to their gestational age and identify mechanisms that explain this association. 

Specifically, we aimed to (i) investigate the cell-type specific association between gestational age and 

DNA methylation in cord blood, (ii) develop new epigenetic clocks for gestational age and explore 

differences in epigenetic gestational age between ART-conceived newborns and those conceived 

naturally, and, finally, (iii) identify and characterize CpGs that are stably predictive of gestational age. 

To achieve these aims, we studied the association between cord blood DNA methylation and 

gestational age in several subsamples of the Norwegian Mother, Father, and Child Cohort Study 

(MoBa). 

Methods: We used BeadChip arrays to quantify the level of DNA methylation at each CpG site and 

examined potential advantages of using the more comprehensive Illumina MethylationEPIC (EPIC) 

array compared to previous arrays. First, we conducted an epigenome-wide association study (EWAS) 
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of gestational age and applied two different methods, CellDMC and Tensor Composition Analysis 

(TCA), to elucidate cell-type specific epigenome-wide associations. Second, we used lasso regression 

to develop a highly performant epigenetic gestational age clock specific for the EPIC array, used 

information on embryo transfer date in ART-conceived newborns to evaluate the performance of our 

clock, and used logistic regression to explore differences in epigenetic gestational age between ART-

conceived and naturally-conceived newborns. Third, we used a statistical approach called ‘stability 

selection’ that combines subsampling with variable selection to identify CpGs that are stably 

predictive of gestational age. We then applied generalized additive model (GAM) regression to 

develop new and more parsimonious gestational age clocks based on the stably selected CpGs. Finally, 

we used gene annotation and gene-set enrichment algorithms to examine the genomic location and 

pathway annotations of the gestational-age associated CpGs. 

Results: We discovered significant associations between DNA methylation and gestational age in all 

the seven main cell types in cord blood. However, most of the significant CpGs were restricted to 

nucleated red blood cells (nRBCs) and were strongly linked to specific processes involved in red 

blood cell development (erythropoiesis) and the switch from fetal to adult hemoglobin. We also 

developed a highly performant epigenetic gestational age clock specific for the EPIC array, which 

outperformed previously published gestational age clocks. However, restricting the analysis to CpGs 

shared between EPIC and a previous array (450K) did not reduce the precision of the clock. Using 

embryo transfer date instead of ultrasound measurements to develop the clock did not improve the 

prediction performance; our clock performed equally well in ART-conceived and naturally-conceived 

children. Furthermore, there were no significant differences in epigenetic gestational age or gestational 

age acceleration between the two groups. Overall, we identified 24 CpGs as being stably predictive of 

gestational age, and only up to 10% of CpGs in previously published epigenetic gestational age clocks 

were stably selected in our study. Several of the stably selected CpGs were in or near genes implicated 

in immune responses, metabolism, and developmental processes. Finally, we used the stably selected 

CpGs to develop a new gestational age clock consisting of only five CpGs. Strikingly, this clock 

showed a similar predictive performance to that of established gestational age clocks consisting of 

dozens to hundreds of CpGs. Furthermore, accounting for nonlinear associations between CpGs and 

gestational age improved gestational age prediction in preterm newborns. 

Conclusions: Overall, our findings contribute to an increased understanding of the association 

between DNA methylation and gestational age and propose signatures of cell-type development, 

developmental processes, and preparation for birth and postnatal life as some of the plausible 

mechanisms underlying this association. Furthermore, we have developed several accurate epigenetic 

gestational age clocks that will be useful tools for further studies on epigenetic gestational age and 

developmental maturity.  
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1. Introduction 

During approximately nine months of gestation, a single fertilized cell develops into a complex and 

multicellular human being. Through cell division, differentiation, organ formation, development, and 

growth, the fetus prepares for life outside the womb until birth marks the end of gestation. The 

gestational age of the newborn signifies how long he/she was confined within the protective 

environment of the uterus and can thus provide valuable information regarding the newborn’s 

developmental maturity. 

Although environmental factors in utero can influence early human development, it is generally under 

strict genetic control. The ‘molecule of life’ – DNA – provides the blueprint to create everything that 

is needed to form a fully functional human body. However, DNA must be decoded and interpreted 

correctly to convey the genetic information with high fidelity. Consequently, mechanisms that control 

accessibility and readability of DNA, and those that regulate the timing and rate of gene expression, 

are essential for normal fetal development. Epigenetics represents one of the many layers of regulatory 

mechanisms that ensures that the right genes are converted into the right amount of proteins at the 

right time and in the right cell (1).  

In this thesis, I investigate the association between the most widely studied epigenetic modification, 

namely DNA methylation, and gestational age. I aim to identify mechanisms that underlie this 

association in order to shed more light on epigenetic processes that characterize fetal growth and 

development. 
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2. Background 

2.1 Epigenetics 

2.1.1 Epigenetic modifications 

The DNA molecule is a double-stranded helix held together by weak hydrogen bonds between the 

following nucleotide base pairs: adenine (A) paired with thymine (T), and guanine (G) paired with 

cytosine (C). In the eukaryotic cell, proper packaging of DNA into chromatin is essential to fit the 

entire DNA molecule into the narrow confines of the nucleus. This dense packaging protects DNA 

from damage and controls DNA accessibility and gene expression (Figure 1, see also (2)). The main 

building block of chromatin is the nucleosome, which consist of DNA wrapped around an octamer of 

proteins called histones. Modifications to chromatin that do not alter the underlying sequence or 

backbone of DNA, such as covalent modifications of DNA bases, posttranslational modifications of 

amino acids on the N-terminal tail of histones, histone variants, and nucleosomal remodeling 

machines, are able to regulate gene expression by modifying the underlying chromatin structure and 

access to DNA (2, 3). These epigenetic processes interact with each other to ensure stable states of 

gene expression. 

 

Figure 1. DNA packaging and epigenetic modifications. The DNA double-helix is densely packaged into 

chromatin in the cell nucleus. DNA wrapped around an octamer of histones constitutes a nucleosome. Amino 

acids on N-terminal tails protruding from the histones are prone to posttranslational modifications. Underneath 

the double-helix is a simplified representation of paired nucleotides with methylated CpGs (methyl group shown 

as red circles). Created with BioRender.com. 

http://www.biorender.com/
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Epigenetic modifications are mitotically heritable, meaning that they can be transmitted to daughter 

cells after DNA synthesis and mitosis (4). The epigenome is susceptible to alterations by 

environmental factors, and to dysregulation during aging and the development of diseases such as 

cancer (5, 6, 7). Among the many important types of epigenetic modifications, this thesis focuses 

exclusively on DNA methylation. DNA methylation is by far the most researched type of epigenetic 

modification. It is also the most stable and accessible epigenetic modification, which makes it ideally 

suited for epigenome-wide studies (8). 

 

2.1.2 DNA methylation 

DNA methylation entails the transfer of a methyl group to a base in the DNA sequence, predominantly 

at the fifth carbon of a cytosine (C) residue that is attached to a guanine (G) via a phosphate (‘p’) 

group. This specific base sequence is hence usually referred to as a CpG site. There are an estimated 

29 million CpG sites in the human genome, and except for some tissue-specific differences, 70-80% of 

these CpGs are estimated to be methylated (9). Groups of unmethylated CpGs are often found near 

gene promoters, in dense clusters called CpG islands, that play central roles in gene regulation (10). 

Regions surrounding the CpG islands are called shores (0-2 kb from island edge) (11) and shelves (>2-

4 kb from island edge) (12). The remaining regions belong to the ‘open sea’ (13). 

Although an ancient property of eukaryotic genomes (14), DNA cytosine methylation has been lost in 

several eukaryotic lineages, including common model organisms like Drosophila melanogaster 

(common fruit fly), Caenorhabditis elegans (a species of nematode worm), and several yeasts (15, 16). 

Organisms that exhibit CpG methylation have reduced CpG content because methylated cytosines can 

deaminate to form uracil, leading to C → T transitions (17).  

The process of DNA methylation can be divided into three phases: establishment (de novo DNA 

methylation), maintenance, and demethylation (Figure 2). In mammals, there are two major de novo 

DNA methylation enzymes: DNA methylation transferase (DNMT) 3A and DNMT3B (18). DNMT1 

maintains symmetrical CpG methylation upon DNA replication. In the absence of a functional DNA 

methylation maintenance machinery, successive rounds of replication will lead to methylation loss, 

defined as passive DNA demethylation (19). Active demethylation, on the other hand, is carried out by 

the Ten-eleven translocation (TET) methylcytosine dioxygenases, which progressively oxidize 

methylated cytosines to 5-hydroxymethylcytosine (5hmC), 5-formylcytosine, and 5-carboxylcytosine 

(20, 21), resulting in DNA demethylation during replication or base removal by the base-excision 

repair pathway (22, 23, 24, 25, 26). 
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Figure 2. DNA cytosine methylation and demethylation. De novo methylation enzymes DNMT3A and 

DNMT3B are responsible for the establishment of cytosine methylation patterns, whereas DNMT1 maintains 

symmetrical CpG methylation upon DNA replication. DNA demethylation can either be a passive process due to 

the absence of DNA methylation maintenance over several rounds of replication, or an active process conducted 

in several steps by Ten-eleven translocation (TET) methylcytosine dioxygenases and thymine DNA glycosylase 

(TDG). Methylation processes and enzymes are highlighted in blue, whereas demethylation processes and 

enzymes are highlighted in orange. Created with BioRender.com. 

 

The maintenance of epigenetic status during cell division can lead to coordination of DNA 

methylation levels at adjacent CpGs (27, 28, 29). Such co-methylation patterns can also exist between 

distal CpGs because they may be brought into spatial proximity through chromatin folding (30). 

Depending on the location of the CpG, DNA methylation is involved in transcriptional regulation and 

alternative splicing (31) and plays a major role in repressing transposons (32). Although highly 

context specific, promoter methylation has generally been associated with repression of transcription 

(33). DNA methylation is also highly enriched in pericentromeric satellite repeats and in the bodies of 

actively transcribed genes, in contrast to CpG islands in promoters of actively transcribed genes, 

which are usually unmethylated (14). DNA methylation is essential for maintaining long-term 

repression of genes, including germline-specific genes (34), imprinted genes (i.e., genes of which the 

maternally derived or paternally derived allele is suppressed in the embryo) (35, 36), and genes located 

on the inactive X-chromosome (37).  

http://www.biorender.com/
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2.1.3 Tissue-specificity of DNA methylation 

DNA methylation plays a critical role in cellular differentiation, particularly in establishing and 

maintaining cellular identity (38). For example, through silencing pluripotent factors, DNA 

methylation is directly involved in the initiation of cellular differentiation of pluripotent cells. 

Although there is a global increase in DNA methylation during cellular differentiation, specific loci 

show a cell-type dependent decrease in DNA methylation (39, 40). These demethylated lineage-

specific loci are not restricted to promoter regions but are also found in distal gene sequences and 

intronic regions. Moreover, CpG island shores are susceptible to methylation in a tissue-specific 

manner that correlates with gene expression (11), and the DNA methylation status of enhancer regions 

contributes to forming the epigenetic memory of specific cell-types (41). Although DNA methylation 

is regarded as a relatively stable epigenetic mark, it has been identified as the most discriminant 

epigenetic feature across different tissues (42). 

 

2.1.4 Quantification of DNA methylation 

DNA methylation level can be quantified in different ways. For example, bisulfite-converted DNA or 

immunoprecipitation of methylated fragments can be used either together with quantitative real-time 

PCR (qPCR), to analyze specific loci of interest, or with sequencing methods for whole-genome 

analysis (43). These methods are relatively expensive, time-consuming, and laborious, especially 

when many samples need to be analyzed. An alternative method for quantifying DNA methylation at 

the genome-wide level is to use BeadChip arrays targeting specific CpGs distributed across the 

genome. ‘Illumina’, a biotechnological company headquartered in San Diego, CA, USA, has 

developed several of these arrays during the last decade. The first platform, GoldenGate, was launched 

in 2006 and included 1,536 CpG sites related to cancer (44). Three years later, the Infinium 

HumanMethylation27 BeadChip (27K) harboring ~27,000 CpGs was released (45). Next came the 

Infinium Human Methylation 450K BeadChip (450K) in 2011, covering approximately 17-fold more 

CpGs (~450,000) than the 27K array and targeting 99% of all RefSeq genes with an average of 17 

probes per gene ((12); https://www.ncbi.nlm.nih.gov/refseq/). Finally, the Infinium MethylationEPIC 

BeadChip (EPIC) was released in December 2015 and covered ~850,000 CpGs, including several in 

regulatory regions (46). At the time of writing, Illumina has launched an updated version of its EPIC 

array, Infinium MethylationEPIC v2.0, in which poorly performing probes were removed and an 

additional 186,000 CpGs were included (47). Recently, other platforms have been launched for the 

mouse methylome (48), as well as custom-arrays housing anywhere between 3,000-100,000 markers. 

 

2.1.5 Epigenetic epidemiology 

There are many different approaches to studying epigenetics, and, more specifically, DNA 

methylation. Combined knowledge from various disciplines, such as biochemistry, molecular biology, 
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and physiology, is essential for gaining a deeper understanding of the enzymatic reactions required to 

establish and maintain methylation levels. Such knowledge is also key to elucidating the biological 

functions of DNA methylation and for mapping out complex interactions between various epigenetic 

modifications and other key cellular processes. 

Rather than focusing on processes that operate consistently in every person, the field of epidemiology 

seeks to understand the reasons for variability in different traits within a population (49). The 

emergence of high-throughput technologies for more comprehensive epigenetic analyses coupled with 

an increasing recognition of the role of epigenetic variation in human health and disease have 

introduced the field of epigenetic epidemiology (50). This usually entails studying large cohorts of 

individuals to determine the extent to which epigenetic marks vary among individuals and throughout 

the life course due to a combination of genetics, environmental exposures, and life experiences. 

Specifically, epigenome-wide association studies (EWASes) have become an integral part of exploring 

the links between DNA methylation and a range of exposures and phenotypes. The timely 

development of DNA methylation BeadChip arrays has been especially relevant, as they provide an 

affordable option for quantifying DNA methylation in large studies while still retaining an adequate 

precision and coverage of DNA methylation sites. The integration of epigenetic analyses into 

population-based epidemiological research has thus created a suitable framework for exploring the 

role of epigenetic variation in human development, including descriptive studies as well as studies that 

specifically target the causes and consequences of epigenetic variation (50).  

 

2.2 Development  

2.2.1 Prenatal development 

The development of a single-celled zygote to a multicellular adult organism is complex and requires a 

wide variety of mechanisms and processes. I will give a brief overview of some of these processes in 

this chapter, which is primarily based on the seminal book “Larsen’s Human Embryology” (51).  

Human prenatal development is usually divided into three trimesters. The first starts with the 

fertilization of an ovum by a sperm in one of the ovarian ducts. The resulting zygote undergoes a 

series of cell divisions by mitosis which give rise to a cluster of multiple cells. These cells then go on 

to form the blastocyst, which consists of a large fluid-filled central cavity. During the first week of 

embryonic development, the embryo travels from the ovarian duct to the uterine cavity and initiates 

implantation into the uterine wall, becoming fully implanted during the first 6-9 days after conception. 

Implantation is followed by the formation of the ‘yolk sac’, a structure associated with the developing 

embryo through the fourth week of development. The yolk sac has several important functions, 

including the formation of blood cells (hematopoiesis) and holding primordial germ cells that give rise 

to male and female gametes. The embryo continues to grow rapidly, with most of the major organ 
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systems formed in the following few weeks. The embryonic period ends after the eighth week of 

development. The fetal period, which is the remaining period of gestation, is devoted mainly to 

maturation and growth. The weight of the fetus increases by approximately 250-fold during the second 

and third trimesters. Whereas most of the growth in length occurs during the second trimester, most of 

the weight is added during the third trimester.  

The placenta is an organ consisting of both maternal and fetal components. It provides nutrients to the 

fetus and eliminates metabolic waste. The implanting blastocyst induces the development of the 

placenta. The uteroplacental circulation system begins to develop during the second week of 

development. This system allows the exchange of gas and metabolites between maternal and fetal 

blood by diffusion. The placenta is connected to the fetus via the umbilical cord, and umbilical arteries 

and veins develop within the umbilical cord to allow blood to circulate between the fetus and the 

placenta. In addition to nutrient and gas exchange, the placenta secretes hormones such as sex steroids 

that help maintain pregnancy. Moreover, maternal antibodies can cross the placenta into the fetus, 

where they provide protection against infections.  

 

2.2.2 Postnatal development 

Unlike prenatal development, which takes place in the relatively predictable and stable environment of 

the uterus, postnatal development can be affected by a range of highly variable environmental factors. 

In general, postnatal development can be divided into four main phases: infancy, childhood, puberty, 

and adulthood.  

Infant and childhood development is, to a large extent, a continuation of in utero growth and 

maturation. These phases are also characterized by extensive developmental changes in the 

neurobehavioral, gastrointestinal, and immune systems due to the substantial differences in sensory 

input, microbiota and other environmental factors in postnatal life compared to life in utero (52, 53, 

54, 55). Puberty marks the transition from childhood to adulthood and is characterized by rapid 

growth, development of secondary sexual characteristics, gonadal maturation, and attainment of 

reproductive capacity, as well as changes in brain function and cognitive development (56, 57). 

Pubertal development is mainly controlled by hormonal activity through the hypothalamic-pituitary-

gonadal axis (56). 

An adult can be defined as a person who is fully grown and mature and thus no longer developing. 

However, there is a lack of agreement on the age at which individuals should be considered adults 

(58). Moreover, processes such as brain and cognitive development continue after early adulthood (58, 

59). It has been proposed that aging represents a continuation of developmental processes, implying 

that development continues throughout the human lifespan (60, 61, 62). 
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Although I have provided a backdrop for the developmental events spanning the prenatal period to 

adult life, this thesis focuses primarily on the pre- and perinatal period (i.e., the period before and 

around the time of birth) because gestational age was the main phenotype of interest. 

 

2.2.3 The role of DNA methylation in development 

DNA methylation is integral to mammalian development. As mentioned in chapter 2.1.2, DNA 

methylation is, among its many other functions, implicated in genomic imprinting, X-chromosome 

inactivation, and the repression of germline-specific genes, all of which are key processes during 

embryonic development (63). Notably, DNMT-deficient mice exhibit severe developmental 

abnormalities leading to early embryonic lethality, further emphasizing the importance of a functional 

DNA methylation machinery during development (18, 64).  

The regulation of DNA methylation erasure and (re-)establishment varies considerably between 

different developmental stages (63, 65). The mammalian genome undergoes two extensive waves of 

DNA methylation reprogramming during embryogenesis. The first happens shortly after fertilization 

and the other after germline cell specification (66, 67). During post-fertilization reprogramming, the 

embryo loses gamete-specific DNA methylation patterns inherited from the oocyte and the sperm. 

Although embryonic and germline demethylation is genome-wide, a substantial amount of DNA 

methylation persists at the end of both processes. In both humans and mice, approximately 20% of 

CpGs in the pluripotent cells of preimplantation embryos retain gamete-inherited methylation (68, 69). 

These CpGs are found in imprinting control regions (ICRs), in transposable elements (70) and in 

transiently imprinted regions with mainly maternal-specific DNA methylation patterns that are 

maintained until the blastocyst stage but are lost after implantation (63, 71). These transient imprints 

may have specific roles in development, as exemplified by the Zdbf2 locus in mice, where transient 

hypomethylation of the paternal allele can cause long-lasting imprinting through a cascade of 

downstream epigenetic changes that affect postnatal growth and feeding behavior (72, 73). Re-

methylation after implantation is very rapid, and somatic levels of DNA methylation are retained when 

the epiblast stem cells are still pluripotent (74). This means that DNA methylation patterns established 

at this very early stage have the potential to be propagated through life in all tissues, thus maintaining 

epigenetic memory of early embryogenesis (74). However, as described in chapter 2.1.3, tissue 

differentiation also induces changes in DNA methylation patterns (75, 76). 

Whereas the reprogramming of the human methylome during embryonic development has been 

extensively studied, less is known about the DNA methylation dynamics in the fetal period of 

development. A study profiling 12 mouse tissues and organs at nine developmental stages from 

embryogenesis to adulthood observed continuous loss of CpG methylation throughout fetal 

development and CpG remethylation postnatally, primarily at distal regulatory elements (77). The 
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authors also discovered the accumulation of non-CpG methylation within the bodies of key 

developmental transcription factor genes during late stages of fetal development, coinciding with 

transcriptional repression of these genes (77).  

Another study examining DNA methylation patterns in four human fetal tissues during the first and 

second trimesters observed large-scale remodelling of DNA methylation from gestational week 9 to 

22, with specific hypomethylation near tissue-specific genes and hypermethylation near 

developmental genes (78). Dynamic DNA methylation was associated with the progressive repression 

of developmental programs and the activation of genes involved in tissue-specific processes. These 

studies indicate that DNA methylation is not only an integral part of early embryo development but 

continues to be a key feature of epigenetic remodeling throughout fetal development. 

DNA methylation may also be implicated in placental growth and differentiation, although its role in 

these processes is poorly understood (79). The placental genome is generally hypomethylated 

compared to that of other healthy tissues (79, 80), but several studies have showed a progressive 

increase in placental DNA methylation with gestational age (81, 82, 83). Associations between 

placental DNA methylation and fetal growth has also been observed (84, 85, 86). Finally, imprinting 

also appears to be particularly important for placental development (87, 88). 

 

2.3 Assisted reproductive technology (ART) and DNA methylation 

2.3.1 Definitions and epidemiology 

ART is a collective term used to define all interventions that include the in vitro handling of both 

human oocytes and sperm or embryos for the purpose of reproduction (89). By this definition, 

intrauterine insemination (IUI) is not considered ART, but in vitro fertilization (IVF) is. In brief, IVF 

entails the harvesting of oocytes from a woman’s ovary to be fertilized by sperm outside of the female 

body (Figure 3). The resulting embryos are cultured in the laboratory for some days before they are 

either transferred to the uterus (‘fresh’ transfer) or cryopreserved. Cryopreserved embryos may later be 

thawed and transferred to the uterus (‘frozen’ transfer). IVF may be combined with intracytoplasmic 

sperm injection (ICSI), wherein a spermatozoon is injected directly into an oocyte’s cytoplasm.  
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Figure 3. The process of in vitro fertilization. (1) Oocytes are harvested from a woman’s ovary. (2) the oocyte 

is fertilized either (a) by being mixed with many spermatozoa in a laboratory dish, or (b) via direct injection of a 

spermatozoon into its cytoplasm. (3) The resulting embryo is cultured in the laboratory for some days. (4) 

Embryo(s) are transferred to the uterus. Created with BioRender.com. 

 

The use of ART has been on the rise since the first live birth of an IVF-baby in England in 1978 (90). 

More than eight million children have since then been born with the aid of ART worldwide (91). In 

Norway, the percentage of children born after ART each year was 5.4% in 2020 (data derived from the 

Medical Birth Registry of Norway), and the prevalence of ART use is higher amongst parents of older 

age and with higher socioeconomic status (89).  

 

2.3.2 The role of DNA methylation in ART 

ART involves several manipulations of the gametes and early embryo at the same time as the embryo 

undergoes the extensive epigenetic reprogramming described in chapter 2.2.3. These manipulations 

include hormonal stimulation of the ovaries, surgical retrieval of oocytes, IVF with or without ICSI, 

culturing, storing, and transferring embryos. During these procedures, the cells involved are exposed 

to nonphysiological changes in temperature, light, oxygen levels, pH, and different culture media. 

Therefore, it is highly likely that ART affects the establishment and/or maintenance of epigenetic 

marks (92). Both animal and human studies have found epigenetic changes in placental tissues and 

cord blood from ART pregnancies, although the effects of these changes are not well established (92, 

93, 94). ART has also been linked to a few rare imprinting disorders (95, 96). 

http://www.biorender.com/
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2.3.3 ART and perinatal outcomes 

Conceiving with the help of ART is associated with several adverse perinatal outcomes, such as fetal 

growth restriction, preeclampsia, and birth defects (97). There is a higher prevalence of multiple births 

amongst mothers who conceived using ART, but this is largely due to the common use of multiple 

embryo transfer (97). The twinning rate among ART conceptions has declined over time due to a 

gradual shift to single-embryo transfer, leading to considerably reduced perinatal risks for ART 

children in recent years (98). Nevertheless, singletons born after ART have a 2- to 3-fold increased 

risk of several adverse perinatal outcomes (97). The risks seem to differ between different ART 

procedures. For instance, children born after fresh embryo transfer have a higher risk of low 

birthweight, whereas being born after frozen embryo transfer is associated with higher birthweight and 

maternal preeclampsia (97). In general, pregnancies due to ART use are associated with a shorter 

gestational age at birth and a higher rate of preterm birth (99, 100). 

 

2.4 Gestational age 

2.4.1 Definition and epidemiology 

Gestation is the period between conception and birth. Gestational age is defined as the duration of 

pregnancy, measured in weeks or days, from the first day of a woman’s last menstrual period (LMP) 

to the current date. It is important to note that by using this definition the estimated gestational age is 

approximately two weeks longer than the actual time that has elapsed since conception. This is 

because of the interval between the onset of the last menstruation to the actual ovulation and 

conception. The average gestational age at birth in singleton pregnancies is approximately 282 days 

(40 weeks) but ranges between 259 to 293 days for what is considered ‘term birth’ (101, 102). 

Conversely, birth before 259 days (37 weeks) is considered preterm, while birth after 294 days or 

more is considered post term. However, as fetal development is continuous across these cutoffs, 

different subcategories of preterm and term birth definitions have been suggested to describe deliveries 

and their outcomes more accurately and to better understand the impact of gestational age on perinatal 

outcomes (Figure 4; see also (101, 103))  
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Figure 4. The timeline of gestation. The start of gestation is marked by the first day of the last menstrual period 

(LMP) before pregnancy, approximately 14 days before conception. The three trimesters are highlighted in 

different shades of blue, whereas the embryonic and fetal periods are separated by different shades of yellow. 

Ultrasound measurements in MoBa were performed between gestational weeks 17 and 22. The excerpt shows 

the different subcategories of preterm, term and post term birth definitions, highlighted in different shades of 

salmon, orange and brown, respectively. 

 

As mentioned above, there is considerable variation in the duration of term pregnancies, even when 

excluding pathological pregnancies and accounting for measurement error in the method used to 

estimate gestational age (49). Such variation may reflect differences in the pace of fetal maturation, or 

differences in the mother’s capacity to carry the fetus to term. Importantly, clinical interventions on 

gestational age, such as cesarean section (c-section) and induction of labor before it occurs naturally, 

influence the gestational age distribution (49). Reasons for applying such interventions include 

obstetric indications such as preeclampsia, fetal distress, placental abruption, and prolonged or 

difficult labor (104). However, some are due to elective c-section in the absence of medical 

indications. 

 

2.4.2 Gestational age in development and disease 

In clinical and research settings, gestational age is often used as an indication of developmental 

maturity (105). Preterm birth has been reported to be associated with a range of deleterious outcomes 

in the neonate and later in life (106, 107, 108). Several studies have showed that early term and post 

term newborns have worse health outcomes compared to full-term babies (109, 110). Births at 40-41 

weeks have been suggested as the ideal window for optimal neurodevelopmental outcomes (111). 

 



24 
 

2.4.3 Clinical determination of gestational age 

The ideal measure of gestational age would be from the day of conception to the date of delivery. 

However, as there are currently no methods that can measure or detect conception with such certainty, 

gestational age can only be estimated approximately. Gestational age can be estimated from LMP, but 

there are many possible sources of error in this estimate. For instance, the length and regularity of 

menstrual cycles can vary both between and within individuals (49), the use of contraceptives may 

influence the cycle, and recall bias may influence the estimates (112, 113). Ultrasonographic biometry 

is another widely used method for gestational age determination during pregnancy and is generally 

considered to be more accurate than LMP (113). However, the main limitation of ultrasound dating is 

the assumption that, at the time of ultrasound measurement, all fetuses should have the same 

dimensions. Hence, the certainty of ultrasound estimates may be influenced by differences in early 

growth of the fetus and the timing of ultrasound measurements (114). Measurement error is also a 

limitation; for example, maternal obesity may affect the ultrasound measurements (115). Moreover, 

there are marked discrepancies between gestational age at birth estimated by LMP and ultrasound data, 

especially in the earlier and later gestational ages (116).  

For ART pregnancies, there is a third option to estimate gestational age before delivery in addition to 

the LMP date and ultrasound measurements. Because the timing of fertilization and embryo transfer is 

known, this information can in theory be used to calculate the true gestational age of the fetus. 

However, using the date of fertilization or embryo transfer for gestational age estimation is not entirely 

unproblematic. The time span from ovulation to fertilization and implantation in pregnancies 

conceived in natural cycles might differ from that in ART pregnancies. Furthermore, the timing 

between oocyte retrieval and fertilization, and the culture time of the embryo before transfer differ 

between individuals and between ART clinics. This discrepancy is not always accounted for in the 

registries. Despite these limitations, however, determining gestational age based on the date of 

fertilization or implantation has been proposed as a valuable approach to validate gestational age 

estimated by LMP or ultrasound (116). Several studies have shown a high correlation between 

estimates of gestational age based on the time of IVF and those based on ultrasound measurements, 

although ultrasound-based estimates were 1-2-days shorter on average, with a difference of up to 14 

days between the two methods in individual fetuses (117, 118). 

 

2.4.4 Associations between DNA methylation and gestational age 

Several EWASes conducted in the last decade have clearly shown that gestational age is strongly 

associated with DNA methylation at thousands of CpG sites throughout the genome (Table 1). In 

2011, Schroeder et al. conducted the first study investigating the relationship between DNA 

methylation and gestational age in healthy neonates (119). They identified numerous candidate genes 

associated with gestational age, including several genes implicated in the timing of delivery or 
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postnatal outcomes (119). Several other studies have found associations in CpGs located in genes or 

regions that are implicated in a wide array of developmental processes and the regulation of epigenetic 

patterns (120, 121). In 2016, Bohlin et al. identified 5,475 CpGs associated with gestational age using 

newborn samples from the Norwegian Mother, Father, and Child Cohort study (MoBa) (122). The 

largest EWAS on gestational age to date is a large meta-analysis of 450K methylation data in 3,648 

newborns from 17 cohorts, in which 8,899 CpGs were found to be associated with gestational age 

(123). Most studies investigating the relationship between gestational age and DNA methylation have 

used cord blood samples or dried blood spots, but there are also a few studies that have found 

substantial DNA methylation changes with gestational age in placental samples (81, 82, 124). 

 

Table 1. EWASes of gestational age based on DNA methylation data generated from cord blood 

or dried blood spots. 

Study Year Sample 

size 

Platform Significance 

threshold 

Significant 

associations  

Reference 

Schroeder et al. 2011 259 27K FDR < 0.05 41 CpGs (119) 

Lee et al. 2012 141 CHARM 2.0** FDR < 0.05 3 regions (120) 

Parets et al. 2013 50 450K FDR < 0.05 9,637 CpGs (121) 

Simpkin et al. 2015 914 450K p < 1.03 × 10−7 224 CpGs (125) 

Bohlin et al. 2016 1,068 450K Bonferroni 5,475 CpGs (122) 

Knight et al. 2016 1,434 27K FDR < 0.05 3,155 CpGs (126) 

Hannon et al. 2019 1,316 450K p < 1 x 10-7 4,299 CpGs (127) 

York et al. 2020 124 + 378* 450K FDR < 0.05 2,372 CpGs (128) 

Merid et al. 2020 3,648 450K p < 1.06 x 10-7 8,899 CpGs (123) 

Abbreviations: 27K, Infinium HumanMethylation27 BeadChip; CHARM, Comprehensive high-throughput arrays for relative 

methylation; 450K, Infinium Human Methylation 450K BeadChip; FDR, false discovery rate. 

* Two different cohorts were analyzed individually in this study. 

** CHARM 2.0 is a customized microarray method covering 5.2 million CpGs arranged into probe groups (120).  

 

Different EWASes of gestational age have shown that there is a large overlap in CpG sites and 

associated genes. Several of these studies reported a higher proportion of hypomethylated CpGs (i.e., 

CpGs with decreasing methylation levels) amongst those associated with gestational age (119, 122, 

123, 125). In addition, the gestational-age associated CpGs in cord blood seem to be relatively 

depleted in CpG islands and promoter regions (121, 123, 129), although the opposite seems to be the 

case for placental samples (124). 

Most of the associations between DNA methylation and gestational age seem to be restricted to the 

perinatal period, although a smaller proportion of gestational-age related CpGs also appears to be 
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associated with postnatal aging (123). A longitudinal study of approximately 950 individuals from the 

Avon Longitudinal Study of Parents and Children (ALSPAC) cohort from the UK (130) indicated that 

the association between DNA methylation (450K-derived data) and gestational age fades away by 

early childhood (125). Another study comparing DNA methylation (also based on the 450K platform) 

between extreme preterm and term newborns also found widespread methylation differences between 

the groups that were largely resolved by 18 years of age (129). 

 

2.5 Aging 

2.5.1 What is aging? 

A person’s age is usually reported as the time that has passed since birth, which is also commonly 

referred to as the person’s chronological age. However, aging is not merely the passing of time but is 

inherently linked to biological changes and the functional capability of the organism. Thus, aging can 

be loosely defined as the time-dependent decline in functional capacity across the lifespan. Although 

these types of changes are highly correlated with chronological age, they do not always happen at the 

same rate as chronological aging and are often referred to as biological aging (131). These biological 

aging processes may include a continuation of development, damage accumulation, cumulative 

mutational load, decreased fitness, and increased functional and cognitive decline. A recent review 

proposed the following twelve molecular, cellular, and systemic hallmarks of aging: genomic 

instability, telomere attrition, epigenetic alterations, loss of proteostasis, disabled macroautophagy, 

deregulated nutrient-sensing, mitochondrial dysfunction, cellular senescence, stem cell exhaustion, 

altered intercellular communication, chronic inflammation, and dysbiosis (disruption of the 

microbiome) (132). These hallmarks are further grouped into three categories: (i) the primary 

hallmarks that cause damage, (ii) antagonistic hallmarks that respond to and compensate for the 

damage induced by primary hallmarks, and (iii) integrative hallmarks that are responsible for aging 

phenotypes when the damage accumulation caused by the primary and antagonistic hallmarks cannot 

be compensated for anymore. These three interconnected groups of hallmarks point to aging as being 

the result of the accumulation of multiple types of molecular damage and dysfunction due to a 

diminished damage-repair capacity. Epigenetic alterations thus represent a primary hallmark of aging 

(132). 

  

2.5.2 The role of DNA methylation in aging 

Aging is associated with a range of epigenetic changes, including aberrant chromatin remodeling, 

abnormal modification of histones, and alterations in DNA methylation patterns (133, 134). Early 

studies reported a global loss of methylation with increasing age (135), but conflicting evidence from 

later studies suggests that the overall effect of global DNA methylation changes might be dependent 
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on the methods used or the specific tissue under study (136). Several EWASes have revealed 

predictable and consistent shifts in average DNA methylation level at specific CpGs with age (137, 

138, 139). However, the functional consequences of DNA methylation alterations are not clear. 

Altered DNA methylation patterns have been found in many age-related diseases such as 

cardiovascular disease (140), type 2 diabetes (141), Alzheimer disease (142), and cancer (143). Some 

of these altered DNA methylation patterns overlap with age-associated differentially methylated CpGs 

(138, 141, 143, 144). Although tissues and cells have unique DNA methylation aging signatures, there 

are conserved DNA methylation changes across cell types during aging (145, 146). CpG-rich regions 

tend to become hypermethylated (i.e., more methylated) with age, especially in the promoters of key 

developmental genes harboring both active and inactive histone marks (138, 147). Hypomethylation, 

on the other hand, occurs mostly in regions of low CpG density, often at introns or intergenic regions 

harboring active histone marks associated with enhancers (148). Compared to hypermethylation, 

patterns of hypomethylation are less conserved across tissues, possibly owing to the role of enhancers 

in tissue-specific gene expression (63, 148). 

DNA methylation is central to the field of epigenetic reprogramming and rejuvenation, which aims to 

reset epigenetic patterns to youthful states by reversing cellular age. One such strategy is the 

overexpression of four genes coding for the transcription factors OCT4, SOX2, KLF4 and MYC that 

are collectively known as Yamanaka factors (149). Induction of these transcription factors can make 

the cell regain its pluripotency, reverse age-related DNA methylation signatures, yield a younger 

transcriptome, and even improve tissue-function in older individuals (150, 151). TET demethylating 

enzymes were shown to be necessary for this reprogramming to occur, suggesting that DNA 

methylation changes play a fundamental role in the aging process and its reversal (151). 

 

2.6 Epigenetic clocks 

2.6.1 Using DNA methylation to predict age and gestational age 

 ‘Epigenetic clock’ refers to an innate biological process that gives rise to age-related DNA 

methylation changes and plays a purposeful role in development and aging (152). These age-related 

changes make DNA methylation a good candidate for a biomarker of aging. Some CpGs change 

almost linearly with age or gestational age and can therefore be used for prediction (153). Such a 

prediction model can be constructed by measuring the DNA methylation levels in CpGs throughout 

the genome and using statistical methods such as supervised machine learning to choose the set of 

CpGs providing the best predictive ability. Because of their great clock-like precision in predicting 

age, these models are themselves often called ‘epigenetic clocks’, and the predicted age is called 

‘epigenetic age’ or ‘DNAm age’ (152). 
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2.6.2 A brief history of epigenetic clocks 

In 2011, Bocklandt and colleagues published the first epigenetic predictor for age from 27K-derived 

DNA methylation data from saliva samples (154). They showed that it was possible to use DNA 

methylation levels from only two CpGs to construct a prediction model that was able to explain 73% 

of the variance in age and predict the age of an individual with an average accuracy of 5.2 years (154). 

Two years later, the ‘Hannum clock’, which included 71 CpGs, was developed on DNA methylation 

levels quantified by 450K in whole blood samples (155). This clock showed an even higher correlation 

with age (r = 0.91) and an average accuracy of 4.9 years. The Hannum clock also demonstrated a 

strong predictive power for chronological age in several other tissue types (breast, kidney, lung, and 

skin), although each tissue showed a different intercept and slope than expected from the blood-based 

model (155). In the same year, Horvath developed a pan-tissue clock using 8000 samples from 82 

different datasets comprising 51 different tissues and cell types (145). This clock consisted of 353 

CpGs and performed very well in heterogeneous tissues as well as in individual cell types. Later, in 

2018, Horvath and colleagues developed another clock that was optimized for skin and blood samples, 

as the previous pan-tissue clock was suboptimal for some of these tissue types (156). In addition to the 

Bocklandt clock, which consisted of two CpGs, a couple of models developed subsequently comprised 

only a few CpGs (153), including a striking example from Garagnani and colleagues (157) showing a 

correlation of 0.92 between chronological age and hypermethylation of the ‘ELOVL fatty acid 

elongase 2’ (ELOVL2) gene.  

Because clocks that were mainly trained on adult samples showed a lower accuracy in pediatric 

samples (158), and the rate of DNA methylation change is greater in children and adolescents 

compared to adults (159), epigenetic clocks that are more specific for pediatric populations were 

subsequently developed (160, 161). 

The clocks mentioned thus far were developed for predicting chronological age and are labeled ‘first 

generation’ epigenetic clocks. A second generation of epigenetic clocks was developed to target 

phenotypic age more specifically and capture more biologically relevant measures of physiological 

dysregulation. This was done by replacing chronological age with a surrogate measure of biological 

age that differentiates mortality and morbidity risk among individuals of the same age, as 

demonstrated by Levine and colleagues’ PhenoAge clock from 2018 (162). Another second-generation 

clock, GrimAge, was developed in a similar manner for predicting lifespan (163). 

More recently (in 2020), Belsky and colleagues developed an algorithm called ‘Dunedin pace-of-aging 

methylation’ (DunedinPoAm) for quantifying the pace of biological aging, which was updated in 2022 

(164, 165). The updated clock, DunedinPACE, is based on a longitudinal study where a wide array of 

biomarkers of health and disease as well as various blood biomarkers were measured in 954 

individuals born the same year. The authors modelled change-over-time across 12 years of follow-up. 
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The rates of change were composited to form a score for aging-related decline which was subsequently 

used to train the epigenetic clock (164).  

The clocks developed thus far have been based on an average DNA methylation level in a 

heterogeneous cell population, but Trapp and colleagues (166) published a clock in 2021 that could 

predict epigenetic age at single-cell resolution, providing novel insights into the heterogeneity in aging 

of individual cells. While the vast majority of epigenetic clocks have been based on regularized linear 

regression, de Lima Camillo and colleagues (167) used deep-learning approaches to develop a multi-

tissue clock that could take non-linear interactions into account. Epigenetic clocks for a range of 

different species have recently been developed (168, 169, 170, 171, 172, 173, 174), and in a study 

currently deposited in the open-access preprint repository, bioRxiv, the authors propose a universal 

clock for mammals, suggesting that the underlying principles of epigenetic clocks are evolutionarily 

conserved (175). 

In summary, a large body of work conducted over the last decade has provided new insights into how 

the methylome can predict age and how this feature can be exploited to gain a deeper understanding of 

the mechanistic underpinnings of aging and healthspan, lifespan and mortality, as well as development 

and evolution.  

 

2.6.3 Epigenetic age is associated with a range of conditions and diseases 

When age is predicted using an epigenetic clock, some individuals will exhibit an epigenetic age that 

is higher or lower than their chronological age. This discrepancy is often called epigenetic age 

acceleration (EAA) which is usually defined as the residuals from a regression of epigenetic age on 

chronological age. In particular, EAA calculated from several of the published clocks has been 

associated with a range of age-related conditions and diseases, including diabetic complications (176), 

Down syndrome (177, 178), Parkinson (179), Hutchinson Gilford Progeria Syndrome (156, 180), 

Alzheimer’s disease (181), cancer (182), coronary heart disease (162), centenarian status (183), 

physical and cognitive fitness (184), and life expectancy (185).  

 

2.6.4 Epigenetic clocks specific for the gestational period 

Although DNA methylation is strongly associated with both gestational age and chronological age, 

epigenetic clocks trained on samples from children or adults do not perform well in predicting 

gestational age in newborns. In most of these clocks, newborn samples were either not included at all 

or were assigned an age of zero, and thus did not attempt to differentiate between different gestational 

ages (145, 155, 160). The Skin & blood clock takes gestational age into account by assigning negative 

ages to those samples, but it is still not able to predict gestational age with a similar precision as adult 
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age (156). Therefore, there was a great need for separate epigenetic clocks that are specific for the 

gestational period. 

In 2016, two separate cord-blood-based epigenetic clocks specific for gestational age were published 

in the same issue of the journal Genome Biology: the Bohlin (122) and Knight (126) clocks. The 

Bohlin clock was trained on 1,068 450K-derived DNA methylation samples from a subset of MoBa 

(186). When trained on ultrasound-estimated gestational age, 96 CpGs were selected for being 

predictive of gestational age. The clock was subsequently tested in another subset of 685 newborns 

from MoBa and showed a precision of R2 = 0.66 and a standard error (SE) of ± 12.5 days (95% 

prediction interval). The authors also developed a clock trained on LMP-estimated gestational age, 

which selected fewer CpGs for prediction (56 CpGs) and did not perform as well as the ultrasound-

based clock (R2 = 0.5, SE ± 14.9 days). 

The clock developed by Knight et al. was trained on 207 DNA methylation samples from six 

independent cohorts encompassing 16,676 CpG sites from the 27K and 450K arrays. Both cord-blood 

and dried-blood spot samples were used. In this clock, 148 CpGs were selected as being predictive for 

gestational age. The clock was subsequently tested in 1,134 samples from six independent datasets, 

showing an overall correlation of 0.91 and a median absolute deviation of 1.24 weeks.   

Although both clocks showed a good predictive performance in their test sets, there are several marked 

differences between the Bohlin and Knight clocks, as highlighted in a commentary by Simpkin et al. 

(187). Knight and colleagues used data from both 27K and 450K arrays, ending up with substantially 

fewer CpGs to select from (16,838 compared to 473,731 in the Bohlin et al. study), which may partly 

explain the lack of overlap in CpGs selected for the two clocks (only two CpGs were in common 

between the two clocks). Knight et al. also included a wider range of gestational age and ancestries in 

their training data compared to Bohlin et al.; specifically, they included more preterm newborns. The 

latter may have a large impact on prediction performance in the sample set one would like to study, 

depending on the gestational age range in the samples (187). Finally, Knight et al. included 

substantially fewer samples in their training set (n = 207), saving most of their data for testing, 

whereas the Bohlin clock was trained on over five times more samples than the Knight clock (n = 

1,068). In general, using more samples for training creates a more robust prediction model that is less 

prone to overfitting, especially when the number of CpGs in the clock is nearly as large as the number 

of training samples (187). 

Aside from cord-blood and dried-blood spot samples, epigenetic clocks based on DNA methylation in 

placental tissue have also been developed. In 2017, Mayne and colleagues (188) built a clock 

consisting of 62 CpG sites using 27K DNA methylation data from 170 placental samples. That clock 

predicted gestational age in the test samples with a correlation of 0.95. Later, Lee et al. (124) 

published three different placental clocks based on a larger training set of 1,102 samples. They also 
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showed that the placental clocks were fundamentally different from both adult-age clocks and cord 

blood-based clocks for gestational age (124). Falick Michaeli et al. (189) performed reduced 

representation bisulfite sequencing (RRBS) to develop gestational age clocks from both cord blood 

and placental samples. RRBS is a very different method from the Illumina arrays, covering different 

loci in the genome. Thus, although they were able to develop a relatively precise clock using RRBS (r 

= 0.77), it is difficult to compare their clock with the clocks developed using microarray samples.  

Other relevant clocks include one developed by Steg et al. (190), which was trained on a dataset of 

193 fetal brain samples. That clock predicted gestational age in fetal brain samples as well as cellular 

stem cell models and derived neurons (190). Graw et al. (191) developed clocks for estimating post-

menstrual and postnatal age in preterm infants. This was based on buccal cell tissue and was only 

compared to pediatric and adult clocks based on skin/buccal cells, not gestational age clocks. 

 

2.6.5 Epigenetic gestational age as a proxy for developmental maturity 

Although DNA methylation patterns can predict a newborn’s gestational age very accurately, there is 

still a lack of understanding regarding why these patterns change so predictably with gestational age 

and whether variation in these patterns have any biological cause or consequence. It has long been 

proposed that the gestational age clocks track the development of the fetus and mirror its 

developmental maturity (126). Just as EAA represents the discrepancy between a person’s epigenetic 

age and his/her chronological age, it is possible to calculate gestational age acceleration (GAA) for a 

newborn, defined as the discrepancy between epigenetic gestational age and clinically-estimated 

gestational age (126). It has been hypothesized that if the epigenetic gestational age is indeed a proxy 

for the newborn’s developmental maturity, GAA could function as an instrument to assess the 

relationship between epigenetic developmental maturity and diverse exposures and outcomes (126). 

Exploration of GAA in newborns was first demonstrated by Knight et al. in 2016, where the authors 

found an association between positive GAA (i.e., the epigenetic gestational age is higher than the 

clinically-estimated gestational age) and both birthweight percentile and birthweight itself (126). 

Curiously, they also found an association between GAA and maternal insurance status. Later studies 

have found associations between positive GAA and a range of maternal conditions and exposures, 

such as maternal age (192), pre-eclampsia (192), fetal demise in a previous pregnancy (192), treatment 

with the inflammation-reducing corticosteroid betamethasone in pregnancy (192), pregnancy fatty acid 

status (193), higher maternal plasma homocysteine concentrations (101), pre-pregnancy maternal 

overweight and obesity (194), and maternal smoking (195, 196). In addition, birth length (195, 197), 

lower 1-min Apgar score (192), reduced risk of needing respiratory interventions, and lower 

bronchopulmonary dysplasia rate (198) have all been associated with a positive GAA.  
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Negative GAA (i.e., the epigenetic gestational age is lower than the clinically-estimated gestational 

age) has also been associated with maternal factors and exposures, including maternal serum 

triglyceride levels (199), high maternal serum lipid levels (199), D3 supplementation (200), 

gestational diabetes in a previous pregnancy (192), air pollution exposure (201), neighborhood 

adversity (105), and higher parity (199). Cord serum B12 concentrations have also been associated 

with a negative GAA (202). Two separate studies found an association between maternal depression 

and negative GAA (203, 204). 

Thus far, only few studies have assessed the relationship between GAA and outcomes later in life. 

Suarez et al. (203) found that a negative GAA was associated with internalizing problems in early 

childhood in boys, and that GAA partly mediated the effect of maternal depression on this outcome. 

Monasso et al. (205) investigated associations between GAA and cardiovascular outcome in 10-year-

old children and did not find any associations with blood pressure, carotid intima-media thickness or 

carotid distensibility. Bright et al. (197) found that the association between positive GAA and birth 

size (weight and length) persisted until nine months of age, but that the association of GAA and 

weight reverses from age five years onwards, such that by age 10 years, positive GAA is associated 

with lower childhood weight. 

The evidence for GAA-associations with newborn sex and birthweight is somewhat conflicting. The 

initial result from Knight et al. showing increased birthweight with positive GAA was later replicated 

in several studies (194, 197, 200), whereas Girchenko et al. (126) found significant associations 

between negative GAA and all measures of birth size. Further, Girchenko et al. also reported an 

association between female sex and positive GAA, while Khouja et al. (194) reported an association 

between male sex and positive GAA. A third study found an association between male sex and 

negative GAA (199). 

The results from studies assessing the significance of GAA for diverse exposures and outcomes are 

thus far more inconclusive than for EAA. This could be due to the relative accuracy of clinical 

gestational age estimates used in the different studies (193). As mentioned previously, there can be a 

large gap between ultrasound-based and LMP-based gestational age estimation for the same 

individual, which means that the choice and accuracy of gestational age estimate may have a large 

impact on the calculated gestational age acceleration. In addition, the choice of clock may influence 

the analyses (187, 193). Different gestational age clocks have few overlapping CpGs and may track 

different biological processes. This particularly applies to clocks developed from different tissues. 

Dieckmann et al. (195) compared epigenetic gestational age predictions in cord blood and placental 

tissue from the same individuals and found that GAA was not correlated across tissues. The precision 

of gestational age prediction may also have an impact the associations with phenotypes of interest, 

since a very precise clock would display a smaller deviation between epigenetic gestational age and 
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clinically-estimated gestational age (206). Finally, the way GAA is calculated often differs between 

studies and may affect the results (194). In most of the previously mentioned studies, GAA was 

calculated using the residuals from a regression of epigenetic gestational age on clinically-estimated 

gestational age, while in some studies GAA was defined as the raw difference between epigenetic 

gestational age and clinically-estimated gestational age (126, 192).  

  



34 
 

3. Aims of the thesis 

The overarching aim of this thesis was to explore genome-wide DNA methylation levels in newborns 

in relation to their gestational age and identify mechanisms that may explain this association. The 

individual aims of each of the papers included in this thesis were as follows:  

Paper 1: Investigate cell-type specific association between gestational age and DNA methylation in 

cord blood. 

Paper 2: Develop cord blood-based epigenetic gestational age clock specifically for the Illumina EPIC 

array and investigate whether the additional probes on EPIC improve the prediction performance 

compared to clocks developed on 450K array data. Furthermore, evaluate the precision and accuracy 

of the new clock using the embryo transfer date of newborns conceived with the use of ART, and 

explore differences in epigenetic gestational age between ART-conceived newborns and newborns 

conceived naturally. 

Paper 3: Identify CpGs that are stably predictive of gestational age in cord blood and determine 

whether stably selected CpGs can be used to build an even more parsimonious gestational age clock. 
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4. Methodological considerations 

4.1 Sample collection 

4.1.1 Datasets 

We used three different subsamples of cord-blood DNA methylation data from the Norwegian Mother, 

Father, and Child Cohort Study (MoBa) (186), and one cord-blood DNA methylation dataset from the 

Finnish Prediction and Prevention of Preeclampsia and Intrauterine Growth Restriction (PREDO) 

study (207). Table 2 summarizes these datasets with respect to the three papers. All newborns 

included in this study were singletons. Further details regarding each of these datasets can be found in 

the Methods section of the respective papers.  

 

Table 2. Datasets used in the current study. 

Dataset Sample size* Source DNAm array Paper 

START 1,794 MoBa EPIC 1,2,3 

MoBa1 1,062 MoBa 450K 1 

met008 1,182 MoBa EPIC 3 

PREDO 148 PREDO EPIC 2 
Abbreviations: DNAm, DNA methylation; START, STudy of Assisted Reproductive Technology; MoBa, Mother, Father, 

and Child Cohort Study; PREDO, Prediction and Prevention of Preeclampsia and Intrauterine Growth Restriction Study 

* Total sample size used in the work of this thesis. 

 

MoBa is a prospective pregnancy cohort study in which pregnant women attending a routine 

ultrasound examination around gestational week 18 between 1999 and 2008 were recruited (186). The 

cohort includes more than 140,000 children, 95,000 mothers and 75,000 fathers. Several 

questionnaires were sent out to the participants during and after pregnancy. Furthermore, several 

different biological samples were obtained from the participants, including umbilical cord blood that 

was taken immediately after birth and frozen at -80°C (208).  

The Study of Assisted Reproductive Technology (START) is a subsample from MoBa consisting of a 

random selection of 992 mother-father-child trios with naturally conceived children and 978 trios with 

children conceived with the use of ART (93). DNA methylation was quantified using the EPIC array. 

This subsample was used in all three papers, with slightly different sample sizes in each paper 

according to the availability of the covariates that were needed for each specific study. In Paper 1, 953 

samples from naturally conceived newborns were included. In Paper 2, 955 samples from naturally 

conceived newborns, and 838 samples from ART conceived newborns were included. Finally, in 

Paper 3, 956 samples from naturally conceived newborns were included. 
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The MoBa1 samples were selected from a substudy of MoBa that evaluated the association between 

maternal plasma folate during pregnancy and childhood asthma status at three years of age (209). 

DNA methylation levels from 1,062 newborns in this study were quantified using the 450K array 

(210). This subsample was used in Paper 1. 

met008 is a random subsample of 1,186 newborns from MoBa that was selected based on the same 

criteria as those for START except that the mode of conception was not included as a criterion (93). 

Like START, DNA methylation was also quantified using the EPIC array. Four samples overlapped 

with START and were therefore excluded, resulting in 1,182 samples of this subset being included in 

Paper 3. 

PREDO is a prospective pregnancy cohort of 1,079 Finnish women who gave birth to a singleton live 

child between 2006 and 2010 (207). 148 cord blood samples with DNA methylation levels quantified 

using EPIC were available for analysis and were included in Paper 2.  

 

4.1.2 Clinical estimations of gestational age 

As explained in chapter 2.4.3, although the true gestational age of a newborn cannot be known with 

absolute certainty, there are different approaches to estimating gestational age, each with its own set of 

advantages and limitations. For all the papers in this study, we used estimations of gestational age 

extracted from the Medical Birth Registry of Norway (MBRN). Most newborns in MBRN have 

gestational age estimated both from the mother’s LMP and from ultrasound measurements, but a few 

individuals lacked one or the other. To avoid any systematic error due to differences in estimation 

method, we only analyzed data on newborns for whom an ultrasound-based gestational age estimate 

was available. Another reason for our preference for gestational age estimated from ultrasound 

measurements is that they are generally considered to be more accurate than LMP-based estimates. 

Notably, Bohlin and colleagues demonstrated that ultrasound measurements were more strongly 

associated with DNA methylation than LMP-based estimates (122). Estimates from the Knight clock 

also correlated more strongly with ultrasound-based estimates than those based on LMP (126). 

For ART pregnancies in Paper 2, we also used a second estimate of gestational age recorded in 

MBRN that was based on the date of egg retrieval and/or embryo insertion. For most of the ART 

pregnancies, this estimate was based on the date of egg retrieval plus 14 days (as a proxy for the time 

interval between LMP and conception). When the date of egg retrieval was not known, the date of 

embryo insertion minus two days was used instead. For frozen embryos, we used the date of embryo 

insertion plus 14 days, and the number of days between egg retrieval and freezing. These three 

estimations of gestational age were combined into a variable called embryo transfer date (ETD). 
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4.2 DNA methylation profiling and data preparation 

4.2.1 BeadChip arrays for DNA methylation quantification 

DNA methylation was measured using Illumina BeadChip arrays. These arrays use bead technology to 

measure DNA methylation status for a given number of probes at specific positions in the genome as 

an average over all cells included in the input. In this study, we used two different methylation arrays: 

EPIC, covering 863,904 CpGs (46), and 450K, covering 482,421 CpG sites (45).  

Briefly, the laboratory workflow of the Illumina Infinium BeadChip includes the following steps (45): 

First, bisulfite conversion is applied to DNA isolated from a given individual. Sodium bisulfite 

converts unmethylated cytosines to uracils but leaves methylated cytosines unchanged. The DNA is 

then amplified, fragmented, and precipitated before it is hybridized to probes on the BeadChip. Each 

bead on the chip contains a 50-base probe and a 23-base address to identify its physical location on the 

BeadChip. The probe sequences are designed to be complementary to specific DNA regions 

containing a CpG site at the 3’ end of the probe. Hybridization of the bisulfite-converted DNA 

incorporates a fluorescently labeled dideoxynucleotide triphosphate (ddNTP) that can differentiate 

between a methylated and unmethylated signal. The fluorescence signal is then quantified. The 

resulting methylation β-value is defined by the following formula: 

β = M/(M+U+100)         (1) 

Where M is the intensity of the methylated signal and U is the intensity of the unmethylated signal. 

The number 100 is a constant added to avoid having zero in the denominator. A β-value of 0 

represents an entirely unmethylated CpG site and a β-value approaching 1 represents a completely 

methylated CpG site. 

The Illumina Infinium platforms include two different types of probe design (45). Type I probes have 

two separate probe sequences per CpG site, whereas Type II probes have only one probe sequence per 

CpG site. While Type I probes can measure methylation at more CpG dense regions, Type II probes 

use half the physical space on the BeadChip compared to Type I. These probe type differences need to 

be accounted for during the quality control (QC) process (described in the next chapter).  

 

4.2.2 Quality control of microarray-derived DNA methylation data 

After quantifying DNA methylation levels using BeadChip arrays as described above, it is critical to 

assess the reliability of each data point by performing a series of QC steps on the data before 

conducting any downstream analyses. The specific QC pipeline may vary between different studies, 

but a few of the main points are elaborated below.  

First, the total fluorescence intensity for each probe in each sample is evaluated by computing the 

detection p-values and applying a cutoff to remove those data points with too large detection p-values 
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(otherwise, these cannot be distinguished from noise signals). Samples or probes with a high 

proportion of large detection p-values are excluded from the data during the QC process. Further, 

probes that are located near a single-nucleotide polymorphism (SNP) or are cross-hybridized are also 

removed. Samples displaying a sex mismatch, determined by using methylation signals from the sex 

chromosomes, are either flagged out for further verification or excluded altogether. After the exclusion 

of probes and samples, the next step is background correction and normalization of probe types. 

Background correction is performed to minimize the background noise in intensities. Normalization is 

applied to reshape the distributions of intensities across probe types and samples so that they are 

comparable to each other. Finally, some pipelines address systematic technical variation in the form of 

batch effects, but in our analyses, we included batch (plate) instead as a variable to be adjusted for in 

the statistical model. Additionally, the positioning of the case (naturally conceived newborns) and 

control (ART-conceived newborns) samples on the 96 well plates was randomized to minimize 

systematic technical variation between the samples. More details on the specific QC pipelines for the 

datasets used in this study are provided in the Methods sections of the respective papers. 

The choice of preprocessing method and QC pipeline may have consequences for downstream 

analyses. A study investigating the effect of different preprocessing methods in epigenetic age 

estimation in adults found that epigenetic age was highly correlated across preprocessing methods, but 

that different methods could lead to a systematic offset in the age estimate (211). In association 

studies, the choice of normalization approach may influence reproducibility and variability of the data, 

which are largely dependent on the strength of the signal (i.e., its p-value) (212). 

 

4.3 Epigenome-wide association studies (EWAS) 

4.3.1 EWAS  

EWASes are commonly used to investigate the association between a phenotype and epigenetic 

variants, most commonly, DNA methylation level differences. Different study designs can be 

employed in an EWAS, such as case-control, longitudinal, quantitative trait or family-based study 

designs, and the most common platform for quantifying DNA methylation levels in an EWAS 

involves the use of microarrays such as those described above (see also (213)). The analytic workflow 

in an EWAS involves running one regression at a time for each of the CpGs interrogated in the study 

to search for associations with the phenotype of interest. In Paper 2, we used EWAS as a tool to 

search for epigenome-wide associations with gestational age. 

 

4.3.2 Statistical power and significance thresholds in EWAS 

An EWAS must have sufficient statistical power to identify true associations between DNA 

methylation level at a given CpG site and a phenotype of interest. Statistical power is the probability 



39 
 

that a statistical test rejects the null hypothesis when the alternative hypothesis is correct (true 

positive), and in an EWAS setting, statistical power is affected by the sample size of the cohort, the 

chosen significance threshold, and the effect size of the CpG. The most straightforward way to 

improve power is to increase sample size. A sample size of 1,000 (e.g., 500 cases and 500 controls) 

has been recommended for case-control or family-based EWASes (214, 215), but there does not seem 

to be a priori consensus regarding the minimum sample size required for an EWAS investigating a 

quantitative phenotype like gestational age. Several power calculators have also become available, but 

these are mostly restricted to case-control studies (214, 216). 

As a vast number of CpGs are routinely analyzed in an EWAS, significance thresholds for controlling 

the number of false positives are impacted by multiple testing. A Bonferroni correction can be applied 

to the total number of CpGs analyzed to adjust for multiple testing, but this is widely considered to be 

too conservative for an EWAS due to the high correlation in DNA methylation levels at CpG sites 

across the genome, which reduces the actual number of independent tests (214). An alternative 

approach is to apply a false discovery rate (FDR) threshold to the p-value distribution, which provides 

a more balanced compromise between false positives and false negatives by identifying the top 

associated sites relative to the threshold. FDR is commonly applied using the approach described by 

Benjamini and Hochberg (217), which makes the assumption that the p-values are independent and 

uniformly distributed under the null hypothesis (214). However, this uniform distribution does not 

necessarily apply to p-values across CpGs analyzed in an EWAS and may limit reproducibility of 

results across studies and lead to severely inflated test statistics (213). Thus, several different methods 

have been developed to control for such inflation (218, 219). As previous studies have shown that the 

DNA methylation levels of many CpGs are significantly associated with gestational age, we applied 

Bonferroni correction to restrict the number false positive associations. Although this may come at a 

cost of having a higher number of false negatives, it may generate more robust results with a higher 

level of reproducibility. 

 

4.3.3 Confounding factors 

Several environmental and phenotypic factors can directly confound EWASes by affecting both the 

methylome and the phenotype of interest (8). One way of controlling for such confounders is by 

stratification or adjustment in the statistical analyses. A useful tool for assessing the relationship 

between the exposure, outcome and potential confounders, and thus decide which variables should be 

adjusted for, is the directed acyclic graph (DAG) (220). However, a DAG is only a simplified 

illustration of the relationship between the variables and must therefore be interpreted with caution. 

This especially applies to epigenome-wide studies where the relationship between the variables may 

vary between different CpGs. Figure 5 shows a simplified DAG illustrating the relationship between 

DNA methylation, gestational age, and other relevant variables. 
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Figure 5. A Directed Acyclic Graph (DAG) to illustrate the relationship between gestational age 

(exposure, in blue) and DNA methylation (outcome, in yellow), and other relevant variables. In the DAG, 

green arrows mark “causal” paths, whereas orange arrows mark confounding paths. Variables in orange boxes 

are considered confounding factors, whereas variables in green boxes are considered mediating factors. Maternal 

parity (in white and black) is on a confounding path, but due to its assumed relationship with maternal age, it 

does not need to be adjusted for in the statistical model. Birth interventions (e.g., birth induction and cesarean 

section) are considered cofounders in this DAG, but due to their assumed relationship with cell type 

composition, they do not need to be adjusted for as long as we adjust for cell-type composition. 

 

The variables we chose to adjust for in our study (in addition to batch (plate) and cell-type 

composition) were newborn sex, maternal smoking, and maternal age. Sex is known to be strongly 

associated with cord blood DNA methylation on autosomal chromosomes (221). There are also 

differences in growth patterns and risk for preterm birth between the sexes (222, 223, 224). 

Furthermore, maternal smoking is robustly associated with DNA methylation alterations in the 

newborn (225) and risk of preterm birth (226). Maternal age is also associated both with newborn 

DNA methylation (227) and risk of preterm birth (228). 

Birthweight is another trait that is associated both with DNA methylation (229) and gestational age 

(230). Although previous studies of gestational age adjusted for birthweight (123, 125), we did not do 

so in our main analyses. As birthweight may be viewed as a composite of fetal growth and the length 

of gestation, it can act as a mediator of the association between gestational age and DNA methylation 

(Figure 5). Thus, adjustment for birthweight would remove part of the gestational age signal. We did, 

however, adjust for birthweight in a sensitivity analysis, but this did not change our conclusions. 

Because gestational age and birthweight are so closely correlated, it is difficult to disentangle their 
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separate effects on DNA methylation. Therefore, we did not consider this to fall within the scope of 

our study. 

Parity is another variable that has been included in a previous study of gestational age (123), and that 

has been associated with maternal age and risk of preterm birth (231). Although parity is associated 

with maternal DNA methylation changes (232), such associations have not been shown for newborn 

DNA methylation.  

Medical birth interventions, such as induction of labor and c-section, may have an impact on 

gestational age at birth. They have thus either been adjusted for (122) or treated as an exclusion 

criterion (123) in previous studies of gestational age. C-section is associated with DNA methylation in 

the newborn, but this association may be largely explained by differences in cell-type proportions 

(233).  

Furthermore, cell-type heterogeneity is a well-known confounder in epigenetic analyses, which I will 

describe in more detail in the next chapter. 

 

4.4 Cell types 

4.4.1 Cell types in cord blood 

The work presented in this thesis was based on DNA methylation data from cord blood samples. Cord 

blood consists of several different cell types, usually divided into eight main categories: B-cells, CD4+ 

T-cells, CD8+ T-cells, granulocytes, monocytes, natural killer (NK) cells, nucleated red blood cells 

(nRBCs), and enucleated red blood cells (erythrocytes). B-cells, T-cells, granulocytes, monocytes and 

NK cells are all leukocytes, or white blood cells, whereas nRBCs and erythrocytes are red blood cells. 

Each of these cell-types can be further divided into more specific subtypes. As erythrocytes do not 

contain a nucleus, the remaining seven cell-types are those that are relevant for DNA methylation 

analyses of cord blood. Cord blood differs from adult peripheral blood in many important aspects, 

including cell-type composition (234) and the level of immune cell maturity (235). Moreover, whereas 

cord blood has a considerable proportion of nRBCs, these cells are normally not present in adult 

peripheral blood (236). 

 

4.4.2 Cell-type deconvolution 

The methylation β-value derived from array-based quantification represents an average of DNA 

methylation levels for each specific CpG in all cells of a given tissue, which, in our case, is cord 

blood. It is important to bear in mind that different cell types have distinct DNA methylation patterns 

when DNA methylation level is quantified in tissues consisting of a mixture of several cell types. 

Some of the cell types may have a larger impact on the average DNA methylation measurement than 
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others, and intraindividual differences in cell-type composition may affect the results considerably if 

they are not accounted for in the analysis (237). To adjust for differential DNA methylation in mixed 

cell samples, it is common to include the proportions of the different cell types as variables in the 

statistical model.  

Actual cell counts are not always available for each sample when analyzing DNA methylation data, 

and, consequently, several algorithms for in silico estimation of cell-type composition have been 

developed (238). These algorithms are either reference-based or reference-free. The reference-based 

methods have been developed by identifying differentially methylated regions (DMRs) that are 

specific for a given cell type in a reference dataset of purified cell populations. These references are 

based on cell-sorting methods such as fluorescence-activated call sorting (FACS) and rely on carefully 

selected cell-type DMRs using sorted, purified cell populations from multiple subjects. The original 

reference-based algorithm using such DMRs was developed by Houseman et al. (239) in 2012. This 

algorithm models DNA methylation of a given sample as a weighted combination of the individual 

DNA methylation patterns of cell types in that sample. Reference-free algorithms, on the other hand, 

are based on unsupervised methods. In general, when a reference database of DNA methylation is 

available for the tissue type of interest, a reference-based approach is recommended over reference-

free methods, but the latter can be useful when cell-type specific DMRs and reference datasets are 

unavailable (240, 241). 

In our analyses, we used a reference-based method by Gervin et al. (242) based on the framework 

proposed by Houseman et al. (239). Currently, four cord blood references consisting of cell-type-

specific DNA methylation array data have been published (243, 244, 245, 246). Gervin et al. (242) 

systematically evaluated and compared these datasets in 2019. By filtering and combining samples, 

they obtained a joint reference for cord blood – which is the one we have used in this study.  

 

4.4.3 Cell-type proportions as covariates in DNA methylation analyses 

The importance of adjusting for cellular heterogeneity in epigenetic studies is widely acknowledged 

(237, 247). As mentioned in the previous chapter, it is common to adjust for differential DNA 

methylation in mixed cell samples by including the proportions of the different cell types as variables 

in the statistical model. We show, in Paper 1, that there is considerable interindividual variation in 

cord blood cell-type composition, and that the proportions of several cell types are significantly 

associated with gestational age. Due to these observations, and the strong cell-type specificity of DNA 

methylation patterns, we included cell-type proportions as covariates in our EWAS of gestational age 

(Figure 5). 
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4.4.4 Cell-type specific analyses of DNA methylation 

For some research questions, it may be sufficient to adjust for cell-type composition. However, merely 

including the cell-type proportions as linear covariates in the model does not tell us whether the 

associations are similar across all cell types, or if any of them are specific for a given cell type(s). 

Determining if there are any cell-type specific associations between DNA methylation and gestational 

age is therefore critical in unraveling the mechanistic underpinnings behind such associations. Several 

methods for identifying cell-type specific DNA methylation differences in EWAS studies have 

recently been developed. These methods can be used on DNA methylation data quantified from 

heterogeneous tissues (like cord blood) but require information on the cell-type proportions for each 

sample. In our study, we have used two different methods for cell-type specific association analysis: 

CellDMC, developed by Zheng et al. (248), and Tensor Composition Analysis (TCA), developed by 

Rahmani et al. (249).  

The key idea behind CellDMC is that DNA methylation alterations occurring in a specific cell type 

will exhibit a significant interaction between the corresponding cell-type proportion and the phenotype 

of interest (248). CellDMC incorporates multiplicative terms between the phenotype of interest and 

the estimated cell-type proportions in a linear modeling framework. By contrast, TCA exploits the 

available information on DNA methylation levels for each sample and the information on cell-type 

composition for each sample to infer a so-called ‘tensor’ of samples by CpGs by cell-types (249). In 

principle, TCA enables the inference of DNA methylation levels in each individual for each cell type, 

and subsequent analyses (such as an EWAS of GA) can then be performed on each cell type separately 

(an approach referred to as ‘two-stage TCA’ in Paper 1). However, for association testing, Rahmani et 

al. recommend using a marginal conditional approach instead, in which a model is first fitted to all cell 

types jointly and then the effect of each cell type is tested separately for its statistical significance 

(249). This approach, referred to as ‘one-stage TCA’ in Paper 1, is very similar to the one 

implemented in CellDMC, which is also based on marginal conditional tests (248). We, therefore, 

decided to include both one-stage and two-stage TCA in our analysis pipeline. 

Furthermore, the authors of the TCA method stress the importance of making appropriate assumptions 

regarding the directionality of the model in cell-type specific DNA methylation analyses, because 

these assumptions can affect statistical performance, and, if incorrect, may result in spurious findings 

(250). In epigenetic association studies, one may hypothesize that DNA methylation (X) affects a 

condition of interest (Y), in which the directionality assumption can be designated as X→Y, or, 

conversely, that it may be affected by the condition of interest (designated Y→X). In our studies, we 

assumed that the latter directionality is the more plausible scenario describing the relationship between 

DNA methylation and gestational age, given that chronological gestational age cannot be altered by 

methylation changes. Thus, for one-stage TCA, we implemented the statistical model recommended 

by the original authors for the assumption Y→X (the function tca in their R package TCA). The 
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CellDMC method, on the other hand, does not accommodate the assumption X→Y and is restricted to 

Y→X. 

 

4.5 Prediction 

4.5.1 Statistical prediction methods 

A prediction is an inference made about the future, often based on current or past evidence. In 

statistics, this involves exploring systematic patterns in data to forecast outcomes. Although methods 

such as EWAS and CellDMC focus on understanding the relationship between a specific factor and an 

outcome of interest, and may thus provide novel insights into the DNA methylation-gestational age 

association, the associations detected in such studies do not necessarily have significant predictive 

power. 

The main goal of a predictive method is to accurately predict what the response is going to be in 

relation to future input variables (251), and thus requires fewer assumptions of the relationship 

between the input and the response variables compared to methods used for studying association 

patterns. Predictive modeling can be used to identify a set of CpGs that can predict gestational age. 

Examples include penalized regression methods, such as lasso or elastic net, but also decision trees 

and neural networks. The focus of this thesis is on penalized regression methods, which are the type of 

methods most commonly used to develop epigenetic clocks. 

 

4.5.2 Penalized linear regression 

Predictive modeling using high-dimensional datasets, such as array-based DNA methylation datasets, 

can be challenging due to the markedly lower number of samples compared to the number of variables 

(CpGs) (252). When the number of variables in a model substantially exceeds the number of samples, 

the model might include random variation present in the data that does not represent true variation 

associated with the phenotype of interest (253). This is known as ‘overfitting’. One solution to this 

problem is to shrink the regression coefficients or set them to zero by imposing a penalty on their size 

and thereby decrease the variance (254).  

Two commonly used penalized regression methods are lasso and ridge regression. The main difference 

between these methods is that lasso performs both parameter shrinking and subset selection by setting 

some of the coefficients to zero, whereas ridge regression only shrinks the coefficients and thereby 

keeps all the variables in the model (252). Thus, if a large fraction of the total set of variables is 

expected to be associated with the outcome, ridge regression should probably be favored, but if only a 

few variables are expected to be predictive of the outcome, lasso may be preferable. The two methods 

also differ in how they handle correlated variables (252). Whereas ridge regression shrinks correlated 

variables toward each other, lasso typically selects just one of them. Thus, ridge regression may 
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perform better in a set of highly correlated variables (252), which is typical of CpGs showing varying 

degrees of co-methylation patterns across the epigenome. 

 

4.5.3 Elastic net and tuning of the penalty term 

Elastic net is a method that contains a combination of lasso and ridge regression (255). It allows tuning 

of the penalty term through adjustment of the parameters α and λ, where α controls the type of 

shrinkage and λ the amount of shrinkage. Put simply, an α value of 0 corresponds to ridge regression, 

while an α value of 1 corresponds to lasso regression. Setting α between the values of 0 and 1 gives a 

penalty term that is dominated by the end point to which the α is closest (252). The tuning parameters 

α and λ can be chosen by k-fold cross validation. In such cross-validation, the training set is split into k 

equally sized subsets (‘folds’), where all subsets except one are used for fitting the model which is 

subsequently used to estimate the prediction error in the left-out subset. The procedure is then repeated 

for a total of k times, each time leaving out a different subset. Finally, the prediction errors from all the 

subsets are merged and the optimal parameter value is identified. Typically, the parameters that give 

the smallest prediction error are chosen, but to obtain a more parsimonious model with fewer 

variables, the ‘one standard error rule’ can be applied, where the largest λ within one standard error of 

the minimum prediction error is chosen (252). By using the one standard error rule, as was done in 

Paper 2 and Paper 3, one can produce a model with fewer variables and thus ease interpretation. 

However, the downside of using this rule is that it may also lead to increased prediction error and 

more biased parameter estimates (252). 

 

4.5.4 Assessing prediction performance and external validity 

The best way to properly validate a prediction model is to assess its performance in a dataset that was 

not included in the training of the model (253). For large enough studies, it is thus recommended to 

split the original dataset into three sets: a training set (consisting of 50% of the dataset), a validation 

set (25%), and a test set (25%) (254). Alternatively, one can split the original dataset into just two sets, 

a training set (70-80%) and a test set (20-30%), before running cross-validation and model selection 

on the training set. There are no clear-cut recommendations on how large the training and test set 

should be, but, in general, the precision of the model will increase with the number of samples in the 

training set (249). To create an appropriate prediction model, it is important to ensure that the data 

used for training and testing the model are representative of the population on which predictions are to 

be made.  

Another important aspect to consider is the effect of confounders, which can make it difficult to 

interpret the results. When training and test datasets are generated together as part of the same study, 

an unknown confounder could affect the predictive performance in both the training and test set (253). 
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Thus, it is preferable to have a test dataset generated in an independent laboratory/core facility 

whenever feasible. 

To assess the performance of the prediction model, i.e., the gestational age clock, clinically-estimated 

gestational age is regressed on gestational age predicted from DNA methylation data in the test set. 

We used MM-type robust linear regression in all three papers because it is less influenced by outliers 

than ordinary least squares (OLS) regression (256). Different metrics can be applied to assess the 

prediction performance. The R2 statistic provides a measure of the proportion of variance explained, 

while the median absolute deviation (MAD) between clinically-estimated gestational age and 

gestational age predicted using DNA methylation data provides a measure of the accuracy of the 

predictions in terms of the difference in number of days. 

When developing a new prediction model, such as an epigenetic clock, it may be of interest to 

compare its performance to that of previously developed epigenetic clocks. One way of assessing the 

size and significance of differences in performance between two different prediction models is to 

compute bootstrap confidence intervals for differences in R2, MAD, and standard error (SE) between 

the two models, as we did in Paper 2.  

 

4.5.5 Drawbacks of penalized regression methods for variable selection 

Although penalized regression methods are very useful for building accurate prediction models for 

gestational age, they have some limitations when it comes to variable selection. Ridge regression and 

elastic net with a penalty term close to ridge (α < 0.5) will keep all (or most of) the variables and is 

thus not useful for variable selection. In contrast, lasso and elastic net with a penalty term close to 

lasso (α > 0.5) will set some coefficients to zero and thus keep fewer variables in the model, which 

means that they also perform variable selection in addition to prediction. However, there is some 

inconsistency in terms of which variables are selected by lasso or elastic net when the covariates are 

measured with error (257, 258). Because some measurement error is introduced when using arrays to 

quantify DNA methylation levels (8, 259), this drawback of penalized regression methods may explain 

some of the lack of overlap in selected CpGs between different epigenetic clocks for gestational age. 

Moreover, the handling of correlated variables may also lead to inconsistency in variable selection, 

because elastic net may select variables for prediction that are not actually related to the outcome but 

are only correlated with variables that are associated with the outcome (252). As mentioned in chapter 

2.1.2, neighboring CpGs often exhibit local correlation that may influence which CpGs are selected 

for different gestational age clocks. 

Another potential disadvantage of penalized regression methods is that they assume a linear 

relationship between the variables and the outcome. Different biological processes occurring in 

different phases of gestation, combined with a non-linear relationship between growth rate and 
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gestational age (51), may give rise to a non-linear relationship between DNA methylation levels and 

gestational age. 

Finally, interpretation of the predictive model generated by penalized regression methods is not 

straightforward. Due to the penalty term of the elastic net equation, the selected variables are 

influenced by every other variable selected (252). Thus, it is not clear whether the selected CpGs are 

the ones most strongly associated with gestational age (255) and/or whether they are biologically 

relevant. 

 

4.6 Stability selection 

4.6.1 The stability selection framework 

One way of dealing with some of the drawbacks of penalized regression methods is to combine them 

with subsampling. As Meinshausen and Bühlmann demonstrated in 2010 (260), stability selection is a 

useful framework for combining high-dimensional selection algorithms with subsampling to control 

the number of false discoveries in the set of selected variables. This is achieved by resampling the 

dataset multiple times and fitting a variable selection model, in our case, lasso, to each subsample. The 

relative selection probabilities are then calculated for each variable (here, CpG), and the variables that 

have a selection probability higher than πthresh – a pre-specified threshold value – are considered stably 

selected, i.e., stably predictive of the outcome (here, gestational age). This selection procedure controls 

the per-family error rate E(V), which is the expected number of false positive variables. An upper 

bound is given by the following formula: 

𝐸(𝑉) ≤  
𝑞2

(2𝜋𝑡ℎ𝑟−1)𝑝
         (2) 

Where q is the average number of variables (CpGs) selected by the variable selection method and p is 

the total number of variables included in the analyses. πthresh is the selection probability threshold. The 

theory requires two assumptions to ensure that the error bound holds: 

(i) All noise variables should have the same selection probability. 

(ii) The variable selection method used must not be worse than random guessing. 

The first assumption is difficult to test explicitly, but the distribution of the selection probabilities 

calculated in our main analysis in Paper 3 indicated that most of the CpGs included in the analysis 

have a selection probability around zero. 

Regarding the second assumption, our analyses in Paper 2 as well as previous studies on gestational 

age clocks have shown that lasso regression is better than random guessing at selecting CpGs that are 

related to gestational age (122).  



48 
 

4.6.2 Determining the tuning parameters 

The two main tuning parameters for the stability selection procedure is q, the number of selected 

variables by the variable selection method, and πthresh, the threshold for stably selected variables. There 

is currently no consensus regarding how to define q, but it should be high enough so that, in theory, all 

predictive variables can be chosen (261). If q is too low, only a small subset of the predictive variables 

will be selected in the set of stably selected variables. One approach for determining q involves using 

permutated values to calculate the average number of variables selected when there is no association 

between the variables and the outcome (262, 263). In our study, we repeated the stability selection 

procedure with permuted gestational age values and calculated the average number of CpGs selected, 

setting this number as q.  

Regarding πthresh, any value between 0.5 and 1 is potentially acceptable, meaning that a variable should 

be selected in more than half of the fitted models to be included in the stably selected set (261). To 

compute πthresh, Hofner et al. (261) recommended choosing an upper bound for the expected number of 

false discoveries in the stably selected set (E(V)), specifying q, and then including these parameters in 

Equation (2). 

The number of subsamples is not as important, as long as it is large enough. Meinshausen and 

Bühlmann (260) proposed to use 100 subsamples. The size of the subsamples should always be n/2, 

which is an essential requirement for the derivation of the error bound (Equation (2)) (260). 

 

4.7 Generalized additive models for building epigenetic clocks 

One of the limitations of the regression methods discussed in chapter 4.5.5 is that they are only able to 

model linear relationships between the variables and the outcome. Methods that take nonlinearity into 

account may thus improve prediction if the underlying relationship is nonlinear. Generalized additive 

models (GAMs) provide a general framework for allowing nonlinear functions of each of the variables 

included in the model while maintaining additivity (264). This involves calculating a nonlinear 

function, such as a smoothing spline, for each variable, and then summing up their contributions. The 

additive property means that it is possible to examine the effect of each variable on the outcome 

individually while holding the other variables fixed (264). Furthermore, the degree of nonlinearity in 

the relationship between each variable and the outcome is indicated by the effective degrees of 

freedom estimated from the GAM (265). Thus, GAMs can be used to build a prediction model that 

takes nonlinear relationships between the variables and the outcome into account, and, concurrently, 

reveal which variables exhibit such nonlinear relationships and the degree of nonlinearity. However, 

GAMs do not perform variable selection, meaning that, to be able to use them for building prediction 

models from high-dimensional data, variable selection must be performed separately. Therefore, we 

combined stability selection with GAM regression to build parsimonious epigenetic gestational age 
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clocks as presented in Paper 3. 

 

4.8 Genome annotation & enrichment 

4.8.1 Annotation methods 

Genome annotation is the process of identifying the location of genes and coding regions in the 

genome and determining their functions (266). Annotation databases also include information about 

noncoding RNAs, regulatory regions, DNA methylation sites, and more. An annotation search 

downstream of epigenetic analyses may provide useful information about the genomic locations of 

significant CpGs. Determining whether a CpG is in or near a specific gene, CpG island or regulatory 

region (and its relative location) may help unravel the biological underpinnings of the findings. In the 

work of this thesis, we have used three different sources/methods for genome annotation: Illumina’s 

manifest files, the Ensembl database (267), and the Genomic Regions Enrichment of Annotation Tool 

(GREAT) (268).  

Illumina provides manifest files, which consist of annotation data specifically for the CpGs that are 

targeted by their arrays. These manifest files include information on genomic location, probe type and 

sequence, information on nearby genes and regulatory regions, and the relative location of CpGs to 

genes and CpG islands. The manifest files can be downloaded from Illumina’s website, and it is easy 

to extract information on specific CpGs of interest since the information is linked to the Illumina CpG 

IDs. However, even though Illumina has occasionally released updated versions of its manifest files, 

the information contained in those files has not necessarily been completely up to date. Furthermore, 

the EPIC manifest file significantly underestimates the number of enhancers and long noncoding 

RNAs (lncRNAs) covered by the array (269). A recent study proposed an updated annotation 

approach for EPIC, which greatly improved the annotation of enhancers and lncRNA transcripts (269). 

Genome annotation provided by Ensembl includes detailed and comprehensive annotation of gene 

structures, regulatory elements, and variants for a range of vertebrate species (267). Ensembl includes 

both automatic annotations based on mRNA and protein sequences from publicly available databases, 

and manual curation of specific transcripts. The Ensembl database and associated software are 

frequently updated and freely available to researchers. 

GREAT is an online annotation and enrichment tool that associates input genomic regions such as 

CpG sites with their putative target genes using annotations from numerous ontologies (268). A great 

advantage of GREAT is that it considers both proximal and distal regulatory elements as opposed to 

other methods that only take proximal regions into account. This might be especially beneficial when 

investigating significant CpGs on the EPIC array since EPIC covers more distal regulatory elements 

than previous arrays. 
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4.8.2 Gene-set enrichment analysis 

A gene-set enrichment analysis is performed to determine whether a list of genes or CpGs is enriched 

for specific biological annotations or pathways. This may provide additional biologically relevant 

insights from the CpGs found to be associated with the phenotype of interest. There are many publicly 

available software to conduct this type of analysis, including GREAT (used in Paper 1, (268)), Web-

based Gene set analysis toolkit (WebGestalt) (used in Paper 2, (270)), Database for Annotation, 

Visualization and Integrated Discovery (DAVID) (271), Data-driven Expression Prioritized 

Integration for Complex Traits (DEPICT) (272), among others. Most of the available methods test for 

an overrepresentation of specific annotations or pathways in the list of CpGs or genes and extract 

information from ontologies such as Gene Ontology (273, 274). Because the CpGs that are covered by 

the BeadChip arrays are not a random selection from the whole genome but are highly biased in terms 

of location and annotation, it is important to apply background correction to avoid spurious findings. 

Finally, it is important to bear in mind that the annotations and pathways that are recorded in 

ontologies are only based on the latest knowledge available about genes, functions and pathways at the 

time, and important insights about the findings may therefore be missed due to this knowledge not 

being completely up to date. 
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5. Result summary 

5.1 Paper 1 

In Paper 1 “Nucleated red blood cells explain most of the association between DNA methylation and 

gestational age”, we conducted an EWAS of gestational age in heterogeneous cord blood samples 

from a randomly selected subsample of 953 newborns in MoBa. We identified 13,660 CpGs as being 

significantly associated with gestational age [Bonferroni p-value (pBonferroni) < 0.05)], of which 7,639 

(56%) were present exclusively on the EPIC array. We also discovered cell-type specific signatures of 

gestational age in seven main cell-types in cord blood. Most of the cell-type specific gestational-age 

associated CpGs (n = 2,030, 87%) were found in nRBCs, but only a few of the CpGs (n = 31-157, 1.3-

67%) were identified in the other cell types. Most of the nRBC-specific CpGs (n = 1,888, 93%) were 

hypomethylated with increasing gestational age.  

We found similar patterns of cell-type specific DNA methylation changes with gestational age as 

described above when we (i) used a different method for cell-type specific analysis, and (ii) analyzed a 

different DNA methylation dataset from 1,062 newborns in MoBa, where DNA methylation was 

measured using a different array (450K). In the second subsample, we identified fewer significant cell-

type specific CpGs overall (n = 373, pBonferroni < 0.05), with only 62% (n = 231) being specific for 

nRBCs. Nevertheless, there was a high level of consistency across array types; notably, 174 nRBC-

specific CpGs identified in the first (EPIC-based) subsample were significantly replicated in the 

second (450K-based) subsample. However, there was no overlap in CpGs between the two subsamples 

for any of the remaining six cell types. 

nRBC-specific gestational-age associated CpGs were predominantly located in gene bodies (48% of 

the nRBC-specific CpGs versus 30% of all CpGs on EPIC, p = 2.5 x 10-67) and open sea (75% versus 

56%, p = 2.2 x 10-69). By contrast, they were depleted in promoter regions (22% versus 38%, p = 2.8 x 

10-55) and CpG islands (4.7% versus 19%, p = 5.3 x 10-77). 

The 2,030 nRBC-specific gestational-age associated CpGs were mapped to 2,836 genes. In addition, 

they were significantly enriched in four clusters of Gene Ontology (GO) biological processes: (i) 

response to corticosteroid (75 CpGs/55 genes, pBonferroni = 0.0001), (ii) response to purine-containing 

compound (65 CpGs/45 genes, pBonferroni = 0.002), (iii) granulocyte migration (34 CpGs/23 genes, 

pBonferroni = 0.006), and (iv) stress-activated protein kinase signaling cascade (58 CpGs/32 genes, 

pBonferroni = 0.01). Many of the nRBC-specific CpGs were in or near genes implicated in erythropoiesis 

and hemoglobin switching.  

Collectively, these results point to a cell-type specific association between DNA methylation and 

gestational age, with nRBCs as the main cell type driving this association. Furthermore, an epigenetic 

signature of erythropoiesis may be partly responsible for the association.  
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5.2 Paper 2 

In Paper 2 “An EPIC predictor of gestational age and its application to newborns conceived by 

assisted reproductive technologies”, we developed an EPIC-specific gestational age clock – the ‘EPIC 

GA clock’ – by training a lasso regression model on cord-blood DNA methylation data from 755 

newborns in MoBa. 176 CpGs were selected for being predictive of gestational age. The clock showed 

a high performance in a test set of 200 newborns in MoBa (R2 = 0.713, MAD = 3.59 days) and 

outperformed two previous gestational age clocks (Bohlin and Knight) when tested on an independent 

dataset of EPIC-derived DNA methylation data from 148 newborns in the Finnish PREDO cohort 

(EPIC GA clock: R2 = 0.724, MAD = 3.42 days; Bohlin clock: R2 = 0.610, MAD = 6.69 days; Knight 

clock: R2 = 0.406, MAD = 4.55 days). 

Furthermore, we built a separate clock – the ‘450K/EPIC overlap clock’ – using the same training set 

but only including CpGs that were present on both arrays. When comparing the performance of this 

overlap clock with that of the EPIC GA clock, we found no significant difference in R2 (−0.0001; 95% 

CI: −0.021, 0.018) or MAD (0.162; 95% CI: −0.375, 0.794) between the two clocks, indicating that 

the additional probes on EPIC do not add much to the prediction of gestational age. 

We also developed a third clock – the ‘ETD-clock’ – using the ETDs of 674 ART-conceived 

newborns for training. When compared to the EPIC GA clock in the non-ART test set from START, 

the ETD-based clock showed a similar performance, with an R2 difference of 0.048 (95% CI: −0.041, 

0.123) and a difference in MAD of 0.645 (95% CI: −0.181, 1.209). These results indicate that using 

the ETD of ART-conceived newborns for training the clock does not significantly improve the 

prediction of gestational age compared to using ultrasound-estimated gestational age.  

The EPIC GA clock showed a similar performance in ART-conceived newborns and naturally 

conceived newborns when tested on a dataset of 838 ART-conceived newborns from MoBa (R2 = 

0.767, MAD = 3.80 days, ultrasound measurements). Gestational age estimated by ETD was predicted 

with a similar precision (R2 difference of 0.015 (95% CI: −0.003, 0.033) and accuracy (MAD 

difference of −0.102 (95% CI: −0.465, 0.174) compared to ultrasound-estimated gestational age. 

Finally, we assessed the association between GAA and ART by performing a logistic regression of 

ART on GAA, with the latter calculated from the residuals of a regression of epigenetic gestational 

age (as predicted by the EPIC GA clock) on ultrasound-estimated gestational age in the 838 ART-

newborns and 200 naturally conceived newborns. We found no difference in GAA between the ART 

and non-ART newborns (p = 0.388), nor when taking different ART procedures into account.  

To summarize, our newly developed EPIC specific gestational age clock is highly performant in both 

ART-conceived and naturally conceived newborns. Using ETD for training the clock did not increase 

predictive performance. Moreover, ART-conceived newborns do not seem to differ from naturally 
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conceived newborns in terms of their epigenetic gestational age or GAA. 

 

5.3 Paper 3 

In Paper 3 “Stability selection enhances feature selection and enables accurate prediction of 

gestational age using only five DNA methylation sites”, we combined stability selection with lasso 

regression to identify CpGs that are stably predictive of gestational age in an EPIC-derived DNA 

methylation dataset of 2,138 newborns from two different subsamples in MoBa. Of the 770,000 CpGs 

included in the analysis, 24 were identified as stably predictive of gestational age (i.e., they were 

selected more than 73% of the time). The stably selected CpGs were enriched in promoter regions (n = 

11, 46%), which is an interesting finding given that the opposite pattern was found for nRBC-specific 

gestational-age associated CpGs in Paper 1.  

Further, we explored the stability of CpGs previously selected for gestational age prediction by 

investigating CpGs in three previously developed clocks: (i) the EPIC GA clock we developed in 

Paper 2 (also referred to as the ‘Haftorn clock’), (ii) the Bohlin clock, and (iii) the Knight clock. 

Eighteen (10.2%) of the Haftorn clock CpGs, eight (9.3%) of the Bohlin clock CpGs, and none of the 

Knight clock CpGs were found to be stably predictive of gestational age. 

The stably selected CpGs were then used to build a new gestational age clock trained on 80% (n = 

1709) of our total sample. To do this, we first reran the stability selection analysis on the training 

sample and ran GAM regressions of gestational age on DNA methylation levels in the training set for 

each of the top 15 stably selected CpGs. We then used GAM again to develop clocks that included 

from one to 15 of the stably selected CpGs based on the strength of their relationship with gestational 

age (determined by the R2 value). These 15 clocks were subsequently used to predict gestational age in 

the test set (n = 429). We then compared their prediction performances as well as the performance of a 

clock that was developed on the same training set but that was based on a standard framework with 

lasso.  

Very few CpGs were needed to attain a good prediction of gestational age. The top CpG (cg04347477) 

alone predicted gestational age with an R2 of 0.52 and a median absolute deviation (MAD) of 5.09 

days. When including five CpGs, we obtain an R2 of 0.674 and a MAD of 4.4 days, a performance that 

is virtually indistinguishable from that of the original Bohlin clock that required 96 CpGs for 

prediction (122), suggesting that these five CpGs explain most of the variance related to gestational 

age. Furthermore, using GAM regression to create the clocks improved the prediction of gestational 

age, particularly in preterm newborns, suggesting that at least some of the predictive CpGs exhibit a 

nonlinear relationship with gestational age. Finally, many of the stably selected CpGs were mapped to 

genes and regulatory regions that are relevant for immune responses, metabolism, and developmental 
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processes, including changes in hemoglobin expression and metabolic processes that occur in the 

transition from pre- to postnatal life. 
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6. Discussion 

6.1 Summary of key findings 

The overarching aim of this thesis was to investigate the relationship between DNA methylation levels 

in newborns and their gestational age at birth, and to explore mechanisms that may explain this 

relationship. In Paper 1, we identified epigenome-wide associations between DNA methylation levels 

of CpGs present on the EPIC array. We found specific signatures of gestational age for all the seven 

main cell-types in cord blood and discovered that most of the cell-type specific CpGs associated with 

gestational age were confined to nRBCs. Many of the nRBC-specific CpGs were in or near genes that 

are implicated in erythropoiesis and hemoglobin switching.  

In Paper 2, we developed an EPIC-specific gestational age clock that outperformed previous clocks. 

We also showed that the additional probes on EPIC did not improve the prediction of gestational age 

compared to using the probes that are also included on 450K. Furthermore, we discovered that using 

the embryo transfer date of ART-conceived newborns for training the clock did not significantly 

improve the prediction of gestational age compared to using ultrasound-based estimates. In addition, 

we found no differences in GAA between newborns conceived by ART and those conceived naturally.  

Finally, in Paper 3, we introduced a methodological framework for identifying CpGs that are stably 

predictive of an outcome and demonstrated its utility for gestational age prediction. We discovered 

that the majority of CpGs selected in previous gestational age clocks, including those in the EPIC-

specific clock we developed in Paper 2, were not stably predictive of gestational age. We also used 

the stably predictive CpGs to create yet another highly performant gestational age clock consisting of 

only five CpGs, and showed that there is a non-linear relationship between some of the CpGs and 

gestational age. 

 

6.2 Implications of key findings 

6.2.1 Using EPIC-derived DNA methylation data for studying gestational age 

In all three papers, we used DNA methylation data quantified on the EPIC array. EPIC provides 

information on almost twice as many CpG sites as the preceding 450K array and has a higher coverage 

of intragenic and regulatory regions. Since most previous studies of DNA methylation and gestational 

age have used data generated on the 450K or 27K array, we sought to investigate whether the 

additional CpGs on EPIC could shed new light on the relationship between DNA methylation and 

gestational age. In Paper 1, we identified 2.5 times as many significantly associated CpGs compared 

to what Bohlin et al. (122) had found in a similar study using 450K data from a different subsample of 

MoBa. Also, slightly more of the significant CpGs we found were specific for the EPIC array (56%), 

although only 48% of the CpGs included in the analyses were EPIC-specific.  
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Another interesting finding from Paper 1 was that we only found enrichment of biological pathways 

in the nRBC-specific CpGs when we included all the CpGs in the analysis, and not when restricting 

the analysis to only those CpGs that are present on both 450K and EPIC. Taken together, these 

findings suggest that more of the additional CpGs on EPIC were associated with gestational age than 

what would be expected just from the increased number of CpGs. Hence, assessing the additional 

CpGs on EPIC may be a key step forward to learn more about the biological mechanisms underlying 

the relationship between DNA methylation and gestational age. 

A large proportion of the EPIC-specific probes target CpGs in gene bodies, intergenic, and non-CpG 

island regions (‘open sea’) (46). Interestingly, in Paper 1, we found an enrichment of gestational-age 

associated CpGs in these regions, particularly for the nRBC-specific CpGs. These observations further 

indicate that the EPIC-specific CpGs may be important in explaining the association between DNA 

methylation and gestational age. However, as we show in Paper 2, the EPIC-specific CpGs did not 

seem to improve the prediction of gestational age, indicating that the DNA methylation sites needed to 

create a precise gestational age clock are already present on the 450K array. Moreover, EPIC-specific 

CpGs were not enriched in the set of stable CpGs we identified in Paper 3 (50% EPIC-specific CpGs). 

Despite the saturation of prediction performance with 450K, we did obtain a higher precision and 

accuracy when predicting gestational age with our EPIC-based clock compared to the previously 

published clocks based on 27K and 450K. This may be because some of the CpGs in these clocks are 

not covered on the EPIC array. Moreover, since 27K and 450K are no longer in use, most new array-

based DNA methylation datasets are nowadays quantified on EPIC. Therefore, we anticipate that our 

EPIC-based gestational age clocks will be useful in predicting gestational age in future studies.   

 

6.2.2 Cell-type specific DNA methylation signatures of gestational age in cord blood 

Most previously published EWASes of gestational age have adjusted for cell-type proportions in the 

analyses, but no study had yet investigated cell-type specific associations between DNA methylation 

and gestational age. Shedding light on the specific cell type(s) in which those associations are present 

may help uncover biological mechanisms underlying the associations. In Paper 1, we discovered 

significantly associated CpGs that are specific for all the seven main cell types in cord blood, 

indicating that DNA methylation patterns change with gestational age in all the cell types. Some CpGs 

overlapped between several cell types, whereas some were unique for a specific cell type, indicating 

that there are some lineage-specific signals related to gestational age as well as some overall changes. 

Notably, we found a clear overrepresentation of gestational age-related CpGs in nRBCs, a finding that 

was robust across both EPIC and 450K datasets as well as when using two different cell-type specific 

methods for detecting significant associations. Because of this remarkable finding, we decided to 

focus on the nRBC-specific CpGs in the downstream analyses. 
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6.2.3 nRBCs in cord blood  

nRBCs are immature red blood cells that have not yet extruded their nucleus. In healthy adults, red 

blood cells are enucleated before they enter circulation. In the fetus, however, a proportion of the 

circulating red blood cells still contains a nucleus (236). Although the number of nRBCs in the fetus 

gradually declines as gestation progresses, a proportion (typically 0-10 nRBCs per 100 white blood 

cells) of these cells are often still present at birth (236). The presence of nRBCs in the fetal and 

neonatal circulation is likely due to the high demand for red blood cells (275), but immunoregulatory 

functions of nRBCs may also be important in this respect (276). Either way, the nRBCs decline 

rapidly and disappear from the circulation during the first few days after birth (236). Therefore, our 

findings in Paper 1 showing that nRBCs are the primary drivers behind the association between DNA 

methylation and gestational age may partly explain why gestational age-related DNA methylation 

changes in cord blood do not persist through childhood and adolescence (123, 125). Moreover, there is 

minimal overlap in CpGs between clocks for gestational age and adult age (122), and adult age clocks 

do not predict gestational age accurately (126), and vice versa. These differences between epigenetic 

clocks for adults and newborns may, in light of our discoveries, be partly explained by the absence of 

nRBCs in the adult bloodstream. 

 

6.2.4 Erythropoiesis 

Many of the nRBC-specific gestational-age associated CpGs found in Paper 1 mapped to genes or 

regulatory regions that are related to erythropoiesis (the development of red blood cells). Red blood 

cells are produced in the adult and fetal bone marrow, fetal liver, and the embryonic yolk sac. They 

arise from hematopoietic stem cells that sequentially give rise to common myeloid progenitor, 

megakaryocyte-erythrocyte progenitor, burst-forming unit-erythroid (BFU-E), colony-forming unit-

erythroid (CFU-E) cells, and, finally, to proerythroblasts (277). Further differentiation of 

proerythroblasts is commonly referred to as terminal erythropoiesis. A simple overview of this process 

is provided in Figure 6.  
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Figure 6. Simplified overview of terminal erythropoiesis. The process of differentiation from proerythroblasts 

into basophilic, polychromatic, and orthochromatic erythroblasts is characterized by global DNA 

hypomethylation and progressive chromatin condensation, increased energy metabolism and hemoglobin 

synthesis, and reduction of the proteome and organelles. Tightly condensed nuclei are extruded from the 

orthochromatic erythroblasts to generate enucleated reticulocytes in the process of enucleation. Reticulocytes 

further develop into mature erythrocytes. Created with mindthegraph.com. 

 

Proerythroblasts undergo mitosis to produce basophilic, polychromatic, and orthochromatic 

erythroblasts. This process is characterized by global DNA hypomethylation (278), progressive 

chromatin condensation (279), increasing energy metabolism (280), iron storage (281) and 

hemoglobin synthesis (282), as well as degradation of proteins and organelles (283, 284). 

Orthochromatic erythroblasts extrude their tightly condensed nuclei in a process called enucleation to 

generate reticulocytes. Finally, the reticulocytes go through extensive membrane remodeling and loss 

of organelles to develop into mature erythrocytes (285, 286). Terminal erythropoiesis mainly takes 

place in erythroblastic islands, consisting of developing erythroblasts surrounding a central 

macrophage that provides iron to the developing erythroblasts and removes extruded nuclei by 

phagocytosis (287). 

In Paper 1, we identified several gestational-age associated nRBC-specific CpGs located in or near 

genes involved in each of the abovementioned processes. In the discussion below, I highlight some of 

these CpGs and include their CpG IDs in parentheses next to the relevant genes in which they either 

reside or are located close to. Examples include the DNA methyltransferase 3A gene (DNMT3A, 

cg05945668 and cg18169886) which is required for genome-wide de novo methylation (288), and the 

Tet methylcytosine dioxygenase 2 gene (TET2, cg22794775) which plays a key role in active DNA 

demethylation (19).  

Previous studies by de Goede et al. (244, 289) demonstrated a general hypomethylated DNA 

methylation profile of nRBCs and, more specifically, a consistent shift of more hypomethylated sites 

in these cells in term newborns compared to preterm newborns. The authors hypothesized that the 

https://mindthegraph.com/
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DNA methylation profile of nRBCs is partially due to stochastic loss of DNA methylation, and partly 

due to DNA methylation changes specific for erythropoiesis. Our finding from Paper 1, of DNA 

methylation in nRBCs shifting towards more hypomethylation with increasing gestational age, 

supports the findings of de Goede et al. This shift may reflect a change in the nRBC population’s 

maturity, thereby representing a signature of erythropoiesis. These results are also in line with those of 

previous studies showing a consistently higher proportion of hypomethylated CpGs amongst those 

associated with gestational age (119, 122, 123, 125). 

Further, we identified many CpGs in or near genes involved in chromatin condensation, such as 

NCOR2 (cg03406367) (290), GATAD2B (cg07704502) (291), HDAC2 (cg08601899), HDAC4 

(cg10037204, cg11556929) (292), and EED (cg02149136) (290, 293). Chromatin condensation is also 

an important prerequisite for the enucleation process, and a few genes, such as HDAC2, are important 

contributors to both processes (294). Enucleation is a complex process requiring a highly orchestrated 

coordination between various transcription factors, cytoskeletal proteins, and other signaling 

molecules (295). One example is the transcription factor Forkhead box O3, encoded by FOXO3 

(cg03398073), which is essential for regulating the enucleation process and for subsequent 

mitochondrial clearance in reticulocytes (296). Enucleation is characterized by nuclear polarization 

and the formation of a contractile actin ring, in which a range of genes have been implicated, including 

DIAPH3 (cg08942545) (295, 297, 298), RAC2 (cg02860019) (299), and CDC42EP4 (cg02234489, 

cg16916549, cg10305337) (300).  

Other genes that are important for erythropoiesis and that are linked to CpGs that were identified in 

our nRBC-specific results include PHOSPHO1 (cg21924438) which encodes 

Phosphoethanolamine/phosphocholine phosphatase, a key regulator of lipid metabolism during 

erythroid differentiation (301); CCND3 (cg08545995) which encodes Cyclin D3, a key regulator of 

the number of cell divisions during terminal erythropoiesis (302), and SOX6 (cg05275596, 

cg22115204) which encodes SRY-box transcription factor 6. This transcription factor stimulates 

erythroblast and reticulocyte maturation and ensures the long-term stability of the erythrocyte 

cytoskeleton (303).  

During terminal erythropoiesis, the erythroblast proteome is rapidly reduced to 2-5% via bulk 

degradation of many cellular proteins and organelles by the ubiquitin proteasome system and the 

autophagy pathway (283). Many of the gestational-age associated nRBC-specific CpGs are linked to 

genes implicated in these processes. Examples include HSPA12A (cg12485738) and HSPA13 

(cg13793211, cg06118712), both of which encode 70-kDa heat shock proteins (Hsp70s). Hsp70s are 

molecular chaperones involved in maintaining protein homeostasis, promoting red blood cell 

differentiation, and ensuring cell survival throughout erythropoiesis (283, 304). Among our nRBC-

specific results, we also found CpGs in or near numerous ubiquitin conjugating enzymes that are 
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implicated in protein degradation [UBE2D4 (cg23624016), UBE2E1 (cg23480273, cg18587674), 

UBE2E2 (cg23480273), UBE2E3 (cg18940067), UBE2F (cg23438758), UBE2I (cg05422590), 

UBE2J2 (cg22699977), UBE2V1 (cg16648971), UBE3A (cg22490346)] (305). Further, we identified 

CpGs linked to BNIP3L (cg10260596), which is implicated in mitochondrial clearance (284), and also 

to several genes involved in autophagy [e.g. ATG5 (cg12216009) (284), ATG16L1 (cg14134851) 

(306) and ATG12 (cg10387289) (307)]. 

The reason for the degradation of proteins and organelles in developing erythroblasts is to make space 

for the steadily increasing levels of hemoglobin. Sufficient iron uptake and heme synthesis is crucial 

for appropriate hemoglobinization during terminal erythropoiesis (282). We identified gestational-age 

associated nRBC-specific CpGs linked to several genes encoding hemoglobin subunits [HBB 

(cg12485738, cg25660811), HBD (cg12485738), HBE1 (cg12485738) and HBG1 (cg12485738)] 

(308), as well as genes implicated in cellular iron uptake (TFRC, cg24730676, cg21259588) (309, 

310) and heme biosynthesis (FECH, cg18365938) (282). 

In summary, many of the CpGs that are associated with gestational age specifically in nRBCs are in or 

near genes implicated in a range of processes occurring during erythropoiesis, supporting the 

hypothesis that gestational-age associated DNA methylation changes represent a signature of 

erythropoiesis. 

 

6.2.5 The switch from fetal to adult hemoglobin 

Red blood cells are specialized cells that produce hemoglobin for oxygen transportation. Hemoglobin 

is a tetramer consisting of α-chain and β-chain subunits. During early embryogenesis in humans, α-

globin ζ and β-globin ε (comprising embryonic hemoglobin) are the first globin genes to be expressed. 

They are subsequently replaced by α and γ genes (comprising fetal hemoglobin) along with fetal 

development. While α genes continue to be expressed throughout the lifetime, γ genes are 

subsequently replaced by the β and δ (adult hemoglobin) genes after birth. This is commonly known as 

the ‘fetal to adult hemoglobin switch’ (Figure 7, see also (302)).  
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Figure 7. The ‘fetal to adult hemoglobin switch’. A schematic representation of the hemoglobin switches from 

embryonic to fetal hemoglobin (Hb) and from fetal to adult hemoglobin. The type of hemoglobin is displayed as 

the percentage of total hemoglobin synthesized throughout gestation. Adapted from Sankaran and Nathan (308). 

 

Epigenetic mechanisms, including DNA methylation, are important for controlling the expression of 

human globin genes (311, 312). In addition to CpGs linked to genes encoding hemoglobin subunits, 

we identified several gestational-age associated nRBC-specific CpGs in or near genes known to be 

involved in the fetal to adult hemoglobin switch. Some examples include KDM1A (cg12847374) 

(290), SOX6 (cg05275596, cg22115204) (313), CDH4 (cg00037187) (290), HDAC2 (cg08601899) 

(290, 302, 314), and IGF2BP1 (cg11783901, cg12382333, cg14484274, cg22254242) (315, 316). 

IGF2BP1 is particularly interesting given that a CpG in the promoter region of this gene was one of 

the most stably selected CpGs in our study and was also included in the ‘5 stable CpG GA clock’ we 

developed in Paper 3. However, the stably selected CpG (cg18183624) did not map to nRBCs in the 

cell-type specific analysis in Paper 1, but rather to granulocytes, indicating that mechanisms other 

than hemoglobin switching may underlie the predictive ability of this CpG.  

 

6.2.6 Glucocorticoids and gestational age 

The underlying reason for the fetal to adult hemoglobin switch is likely due to the difference in 

oxygen affinity between embryonic/fetal globins and adult globins. Embryonic/fetal globins have 

higher affinity for oxygen, which enables a more efficient maternal-fetal gas exchange in the placental 

environment (317). A sufficient supply of oxygen to the fetus is vital during the second and third 
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trimester of pregnancy when most of the fetal growth occurs (318). A lack of oxygen in utero, termed 

intrauterine hypoxia, is a huge prenatal stressor that can have major consequences for the mother and 

fetus, such as preeclampsia, fetal growth restriction, and fetal demise (319). A study on rats showed 

that hypoxia also led to an increase in fetal nRBC count (320). 

An important control mechanism for the erythroid response to stress such as hypoxia is the 

glucocorticoid response (321, 322). Interestingly, the response to glucocorticoids was one of the main 

enriched processes of nRBC-specific gestational age-related CpGs in Paper 1. Indeed, one of the 

CpGs (cg22114534) is located near the glucocorticoid receptor gene NR3C1. We also identified 

nRBC-specific CpGs in or near other genes that are strongly implicated in the glucocorticoid receptor-

dependent erythroid response to stress, including CXCR4 (cg03733145) and BMP4 (cg07193115) 

(323, 324). These are key contributors to the BMP4-dependent stress erythropoiesis pathway, in which 

many new erythrocytes are generated to maintain homeostasis (323, 324). There are marked 

similarities between stress erythropoiesis and fetal erythropoiesis, highlighting the link between fetal 

erythropoiesis and the response to glucocorticoids (325, 326). In addition, glucocorticoids play central 

roles in pregnancy and normal fetal growth and development (327, 328, 329) 

 

6.2.7 The role of nRBCs in gestational age and fetal development 

To sum up the previous subchapters, nRBCs and erythropoiesis play crucial roles in fetal growth and 

development, and, referring to our results in Paper 1, some of these mechanisms seem to be detected 

in DNA methylation patterns that change over the last part of gestation. Interestingly, a higher nRBC 

count in cord blood at birth is associated with a variety of maternal and fetal health factors, including 

intrauterine growth-restriction (330) and preeclampsia (331, 332). Moreover, the persistence of nRBCs 

after birth is predictive of newborn morbidity and mortality, as well as the risk of neonatal sepsis (333, 

334). Whether or not the gestational age clocks might be picking up DNA methylation changes that 

are related to these outcomes remains to be elucidated. 

In addition to their essential roles in oxygen and nutrient transportation, red blood cells also have 

immunoregulatory functions (335, 336, 337, 338). Particularly, neonatal red blood cells, including 

nRBCs, exert immunoregulatory functions in pregnancy, presumably contributing to the suppression 

of immune response to infections and the maintenance of fetomaternal tolerance (276, 339, 340, 341), 

which brings us to the role of immune cells in gestational age. 

 

6.2.8 The role of leukocytes in gestational age 

As mentioned in chapter 4.4.1, all nucleated cell types in cord blood, except for nRBCS, are 

leukocytes – cells of the immune system. Although most of the gestational-age associated CpGs 

identified in Paper 1 were specific to nRBCs, we also found significant associations for all of the 
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other six cell types, although none of these associations were replicated in the second dataset that was 

based on a different array (450K). Because the nRBC-specific findings were more robust and 

conspicuous, we focused our downstream analyses on those CpGs. However, there are several 

properties of the fetal and newborn immune system that also warrant a closer investigation of the 

leukocyte-specific CpGs.  

After spending fetal life within the protective environment of the mother’s womb, the newborn’s 

immune responses are considered immature and exhibit significant differences compared to those of 

adults (342, 343). Particularly, the fetal and newborn immune system is dominated by innate immunity 

and suppression of immune responses to maintain fetomaternal tolerance (342). There is a strong 

association between gestational age and the immune profile of newborns, showing particularly strong 

correlations with granulocyte and T-cell proportions (344). Moreover, infections and inflammation 

during pregnancy have been linked to preterm birth (345).  

Leukocytes, including neutrophils (the largest subgroup of granulocytes), have been shown to migrate 

and infiltrate reproductive tissues around the time of parturition (346, 347, 348). Interestingly, one of 

the significantly enriched pathways in our nRBC-specific results in Paper 1 was granulocyte 

migration, and, more specifically, neutrophil migration. This is particularly intriguing when 

considering the immunoregulatory functions of red blood cells mentioned in the previous chapter. One 

of the gestational-age associated nRBC-specific CpGs is located near IL1B (cg10486274), which 

encodes the proinflammatory cytokine interleukine-1β (IL-1β). IL-1β has many immunoregulatory 

functions, such as regulating neutrophil influx and activation. IL-1β also induces the synthesis of 

prostaglandin PGE2 through interaction with COX-2 (349, 350). COX-2 is an enzyme encoded by the 

PTGS2 gene, which also mapped to one of the nRBC-specific CpGs associated with gestational age 

(cg06107544). Prostaglandins, including PGE2, are central in stimulating uterine contractions during 

labor (351, 352). Notably, six of the gestational-age associated nRBC-specific CpGs are annotated to 

PTGER4 (cg01091117, cg03769161, cg07725759, cg08485587, cg16104076, cg26597539) which 

encodes a PGE2-receptor. 

There are several reasons for investigating the association between granulocyte-specific changes and 

gestational age more closely. At term, granulocytes are the largest group of cells in cord blood and the 

cell type with the largest shift in proportion across gestational age (344). Moreover, the top two CpGs 

we identified as stably predictive of gestational age in Paper 3, cg04347477 and cg18183624, both 

mapped to granulocytes in Paper 1. Thus, further studies are warranted to elucidate the role of 

leukocyte DNA methylation changes in gestational age. 
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6.2.9 ART-children and epigenetic gestational age 

In Paper 2, we sought to investigate the epigenetic gestational age in ART-conceived newborns for 

two main reasons. First, the known ETD for ART-newborns provides a more direct estimate of 

gestational age compared to both LMP and ultrasound, which may be advantageous for developing 

and validating gestational age clocks. Second, ART procedures coincide with the extensive epigenetic 

reprogramming that takes place during early embryonic life, and DNA methylation perturbations have 

been reported in ART newborns, suggesting that their epigenetic gestational age could differ from 

newborns conceived naturally. 

To address the first point, we used the EPIC GA clock for predicting gestational age in ART-

conceived newborns and found that the predictions were equally precise and accurate when compared 

to gestational age estimated from either ultrasound measurements or ETD. When using ETD estimated 

gestational age for training the clock, we did not observe a significantly improved prediction 

compared to using ultrasound-estimated gestational age. These results indicate that ultrasound 

estimations alone provide a good enough representation of the gestational age in ART-children, in line 

with a previous study showing a high agreement between ultrasound and ETD (118). When compared 

to ultrasound estimates, gestational age estimated from ETD has previously been referred to as the 

‘actual’ gestational age of the newborn (117). However, as described in chapter 2.4.3, ETD-based 

estimates may also be prone to sources of error. Our results indicate that the level of measurement 

error is similar when using ETD to estimate gestational age compared to using ultrasound 

measurements, implying that both types of estimates are equally useful for training and validating 

gestational age clocks.  

To address the second point, we compared the GAA of ART-conceived newborns to those conceived 

naturally and found no significant differences between the groups, suggesting that DNA methylation 

perturbations in ART-conceived newborns do not affect the epigenetic gestational age or GAA of 

these newborns. Moreover, we did not find any significant differences between different ART 

procedures (IVF with or without ICSI) or an effect of embryo cryopreservation on GAA, in 

accordance with previous studies showing no significant differences in gestational age between these 

groups (117, 118). 

Nevertheless, it is important to bear in mind that the children in the MoBa cohort were born in the 

period between 1999 and 2009. There have been several major developments in ART since that time, 

e.g., with respect to embryo culturing and cryopreservation techniques. In particular, the length of 

culture time in vitro before transfer has changed from typically 2-3 days to 5-6 days. Thus, for the 

MoBa cohort, most embryos were transferred when they were in the cleavage stage, whereas 

nowadays most embryos are transferred at the blastocyst stage. These and other changes in procedures 

and/or technology could have had an impact on the DNA methylation patterns in the embryo, and 
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consequently rendered our results less relevant for ART children born today. 

 

6.2.10 Utility of gestational age clocks 

Epigenetic clocks, such as the ones we developed in Paper 2 and Paper 3, show that it is possible to 

accurately predict the gestational age of the newborn from DNA methylation data. A natural follow-up 

question is: how is this information useful? We can divide the utility of gestational age clocks into two 

main categories: (i) the accurate prediction of gestational age, and (ii) the assessment of developmental 

maturity. 

The accurate prediction of gestational age is particularly important to inform clinical decisions on 

proper perinatal care. Examples include if (and when) to induce labor, in addition to decisions on 

specialized care and interventions for babies born preterm or after pregnancy complications. Postnatal 

assessment of epigenetic gestational age may be useful for some of these scenarios. Future studies may 

reveal possibilities for assessing epigenetic gestational age also during pregnancy, by analyzing DNA 

methylation patterns either from circulating fetal DNA or fetal cells such as nRBCs isolated from the 

mother’s peripheral blood (353). In addition, accurate prediction of epigenetic gestational age may be 

useful in forensic applications. 

Epigenetic gestational age estimates may also be useful as biomarkers of developmental maturity 

through the assessment of GAA. As a surrogate marker for developmental maturity, GAA may 

provide a complement to clinical estimations of gestational age and thus aid in clinical decision-

making beyond being an accurate estimate of gestational age. In addition to the applications already 

mentioned, GAA may be useful for tracking the efficacy of clinical interventions. In epidemiological 

and clinical research, GAA can be used to assess the relationship between developmental maturity and 

different pregnancy exposures or neonatal outcomes. However, this all depends on the appropriateness 

of epigenetic gestational age and GAA as markers of developmental maturity. Different clocks include 

different CpGs and may thus capture only part of the underlying biological mechanisms. Moreover, all 

gestational age clocks developed thus far have been trained only on clinically-estimated gestational 

age and have not considered any clinical biomarkers or phenotypic traits such as perinatal outcomes or 

measures of growth. Studies from the aging field have shown that the second-generation clocks, such 

as PhenoAge or GrimAge, can capture the biological and phenotypic part of the aging process 

significantly better than first-generation clocks that were only trained on chronological age (162, 163). 

It is conceivable that this may also be the case for the utility of gestational age clocks as markers of 

developmental maturity. 

This type of research is still in its infancy, and there is still a long way to go before clinical use of 

gestational age clocks becomes a reality. Currently, the options for quantifying DNA methylation in 

specific CpGs are either laborious, costly, or both. Even custom arrays typically contain thousands of 
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probes or more and are relatively costly. Quantifying a smaller number of CpGs with qPCR or 

creating assays/kits using only a few probes are viable options. However, a sufficiently sensitive qPCR 

detection requires high specificity to be able to discriminate between cytosine and thymine bases 

derived from methylated and unmethylated cytosines following bisulfite conversion. This specificity 

depends on appropriate primer design, which, again, is influenced by the positions of CpGs. In 

general, a single CpG that is situated close to other CpGs in the genome, e.g., in a CpG island, is 

difficult to detect with qPCR. Nevertheless, the first step in enhancing the clinical utility of gestational 

age clocks is to identify CpGs that explain a large part of the variance in gestational age and that 

generate good prediction power while minimizing noise. Thus, the clocks we developed in Paper 3 

represent a significant leap forward for the future clinical utility of gestational age clocks. 

 

6.2.11 Stability of CpGs in gestational age clocks 

As there are large discrepancies regarding which CpGs are selected for prediction in different 

gestational age clocks, the clocks may capture different biological signals. Due to the limitations of 

penalized regression methods described in chapter 4.5.5, it is also conceivable that several of the CpGs 

selected in clocks are mere noise variables that are not truly associated with gestational age. This begs 

the question of how to ‘separate the wheat from the chaff’ and figure out which CpGs are most 

important for gestational age prediction, which are expendable, and which are most biologically 

relevant. 

Taken together, our results from Papers 1 and 3 show that many CpGs are weakly associated with 

gestational age individually, but only a few selected CpGs are able to explain a remarkably large 

proportion of the variance in gestational age. The most striking example is cg04347477 which had a 

100% selection probability in our analysis. Alone, this CpG predicted gestational age with an R2 of 

0.52 and a MAD of 5.09 days in our test set. The stably selected CpGs were enriched in promoter 

regions, whereas the nRBC-specific gestational-age associated CpGs and those from the conventional 

EWAS were relatively depleted in promoter regions. Furthermore, whereas the results from Paper 1 

point to changes in nRBCs as the main driver behind the epigenome-wide associations between DNA 

methylation and gestational age, most of the stably selected CpGs identified in Paper 3 do not map to 

any specific cell type. Moreover, the two most stably predictive CpGs map to granulocytes. Thus, 

CpGs that are important for gestational age prediction seem to have distinctive characteristics 

compared to the genome-wide patterns associated with gestational age. 

It is difficult to establish the extent to which gestational-age associated CpGs are correlated. If several 

predictive CpGs are highly correlated with each other, or are part of a larger network, it is possible that 

only a few or even one of these CpGs are selected in a given clock. Similarly, if different CpGs from a 

group of correlating CpGs are selected in different subsamples during stability selection, this may lead 
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to low selection probabilities even though these CpGs might be important for gestational age 

prediction. Thus, there is a need for more studies to explore the level of correlation between 

gestational-age associated CpGs. 

 

6.2.12 Biological relevance of CpGs that are stably predictive of gestational age 

Many of the CpGs identified as stably predictive of gestational age in Paper 3 are located in genes or 

regulatory regions that are relevant for fetal development and growth. The top stably selected CpG, 

cg04347477, lies in the promoter region of the NCOR2 gene (formerly known as SMRT). In addition 

to being implicated in chromatin condensation (see chapter 6.2.4), NCOR2 is involved in a range of 

biological processes related to mammalian development (354, 355), as well as in metabolic 

homeostasis and aging (356, 357, 358). Another stably selected CpG, cg18183624, is located in the 

promoter region of IGF2BP1, which, as mentioned in chapter 6.2.5, is involved in the fetal to adult 

hemoglobin switch. Furthermore, IGF2BP1 regulates the translation of IGF2, a growth factor highly 

expressed in utero and playing an essential role in fetal and placental growth (359). Other examples of 

stably selected CpGs include cg20320200 and cg01833485, which were both mapped to the estrogen-

related receptor gamma gene (ESRRG). ESRRG is involved in directing and maintaining the metabolic 

switch from a predominant dependence on carbohydrates during prenatal life to a greater reliance on 

oxidative metabolism after birth (360, 361). Another of the stably selected CpGs, cg21180953, is in 

the promoter flanking region of SETBP1, a gene implicated in visceral organ and brain development 

(362, 363). Hence, the stably selected CpGs identified in Paper 3 are not only highly predictive of 

gestational age, but many of them are also linked to genes and regions that are relevant for biological 

processes coinciding with gestational age. 

 

6.2.13 Linearity of the relationship between DNA methylation and gestational age 

As described in chapter 4.5, the penalized regression methods typically used for developing epigenetic 

clocks are linear methods. Judging from the good predictive performance of the resulting gestational 

age clocks, the changes in DNA methylation with gestational age follows, at least partly, a linear 

trajectory. However, the Knight and Bohlin clocks as well as the clocks developed in Paper 2 all 

overestimate the gestational age of preterm newborns. This is an issue that has not been adequately 

addressed in the epigenetic gestational age literature. We hypothesized that this could indicate that 

different CpGs are driving the association between DNA methylation and gestational age in different 

stages of pregnancy, and/or that the association between gestational age and epigenetic gestational age 

is not as linear throughout pregnancy. 

Whereas lasso (and elastic net in general, except ridge regression) perform variable selection and 

prediction simultaneously, we performed these tasks separately when developing stable CpG clocks in 
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Paper 3. As we had already selected a small subset of CpGs with stability selection, we could use 

GAM regression when developing the clocks. As described in chapter 4.7, GAM includes smoothing 

splines and is thus able to account for nonlinearities in the relationship between DNA methylation and 

gestational age. Interestingly, as we showed in Paper 3, the clocks built using GAM did not 

overestimate the gestational age of preterm newborns to the same extent as clocks built using linear 

methods. These results suggest that at least a proportion of the predictive CpGs exhibit a nonlinear 

relationship with gestational age, and that this is especially important to account for when applying the 

clocks to preterm newborns. 

 

6.3 What makes the gestational age clock tick? 

Why is there such a strong association between DNA methylation and gestational age, and why is it 

possible to use DNA methylation levels to predict gestational age so precisely? Based on the results 

presented in this thesis, as well as those from previous studies, I propose some main hypotheses to 

explain the underlying mechanisms for this strong association and briefly address each of the 

following: (i) signatures of cell type development, (ii) preparation for birth and postnatal life, (iii) 

developmental maturity, (iv) aging, (v) circadian rhythms, and, finally, (vi) epigenetic drift.  

The identification of gestational-age associated CpGs specific for all the seven main cell types in cord 

blood and the overrepresentation of nRBC-specific CpGs suggest that part of the gestational age signal 

represent signatures of lineage-specific development and changes in the relative maturity and 

developmental stages of the different cell-type populations. For nRBCs specifically, these signatures 

may reflect fetal erythropoiesis, but also changes in immunoregulatory activity.  

DNA methylation changes in specific cell types may also indicate an essential step in the priming, or 

preparation, for birth and postnatal life. The fetal to adult hemoglobin switch is one example of a key 

process that takes place around birth, which may explain some of the extensive DNA methylation 

changes observed in nRBCs. Moreover, DNA methylation alterations that occur in the later stages of 

gestation may represent pivotal changes in metabolism and the immune system that help prepare for 

the transition from fetal to postnatal life. Examples include the migration of granulocytes and other 

leukocytes, and prostaglandin signaling in preparation for birth (346, 347, 348, 351, 352). 

As previously hypothesized, part of the gestational age-specific DNA methylation signal may 

represent a measure of developmental maturity (126). Several gestational-age associated CpGs, 

including CpGs that are stably predictive of gestational age, are in or near genes implicated in 

developmental processes. Furthermore, previous studies have shown associations between positive or 

negative GAA and a range of maternal and perinatal exposures and traits (126, 192, 193, 194, 195, 

196, 197, 198, 199, 200, 201, 202, 203, 204). 
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It has been hypothesized that the aging methylome reflects an innate process that is intricately linked 

to development and differentiation (152), and that the epigenetic aging process already starts shortly 

after conception (364). Thus, part of the gestational age-related DNA methylation signal may reflect a 

continuous aging process extending from early development throughout the entire life course. Some 

features that have been related to the aging methylome may also be relevant for gestational age, 

including the maintenance of genetic and epigenetic stability, which involve methylation and 

demethylation enzymes, such as DNMT3B and TET2 (152). However, there is a substantial lack of 

overlap in CpGs when comparing EWASes and clocks for aging and gestational age. Developmental 

processes in utero are also vastly different from those that occur in postnatal life. 

Aging is also accompanied by the loss of robust circadian oscillations and the desynchronization of 

these processes (365). Circadian clocks maintain periodicity in internal cycles of many physiological 

activities in the body, such as metabolism, blood pressure, sleep, and immune responses (366, 367, 

368). Furthermore, CpGs exhibit circadian behavior, which is facilitated by the rhythmic actions of 

DNMT and TET enzymes (365). Importantly, the fetal circadian system develops and gains autonomy 

toward term (369). Moreover, the circadian system is tightly connected to glucocorticoid regulation 

(367, 370). These characteristics of the circadian system warrant an exploration of its potential role in 

epigenetic gestational age. 

Another established mechanism underlying aging is epigenetic drift. Some CpGs exhibit increased 

variability in DNA methylation with age. This was first shown in twin studies, where the methylomes 

of monozygotic twins seemed to diverge as the twins became older. These sites, therefore, capture the 

stochastic changes in DNA methylation that accumulate with time. On the other hand, there is a 

proportion of CpG sites that decrease in variance with age, with a tendency to approach fully 

methylated or unmethylated states (371). These types of changes in variability have not been 

adequately explored in the context of gestational age, owing perhaps to the lack of large datasets with 

enough variability in gestational age. Another measure of epigenetic drift is entropy, a term used to 

describe a state of chaos/disorder, randomness, and uncertainty. In the mammalian genome, most CpG 

sites are either highly methylated or unmethylated, with few sites showing intermediate levels of 

methylation. However, at many CpG sites, DNA methylation levels shift over time from states of high 

or low methylation to an intermediate fraction of ~50%, thereby increasing the level of entropy. The 

level of entropy is intimately linked to predictiveness. With low entropy, it is easy to predict the 

information stored in a given variable because of the presence of less uncertainty (372). Thus, 

increasing entropy cannot explain the predictiveness of epigenetic clocks. Moreover, because 

development is a strictly controlled process, there is likely less epigenetic drift during early 

development compared to later in life. However, when looking specifically at nRBCs, intermediate 

levels of methylation are much more common than in the other cord blood cell types (289). Increased 

entropy and loss of information may thus be a part of the epigenetic changes observed with the 
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progression of erythropoiesis and, therefore, may be part of the gestational age signal captured by 

DNA methylation. One hypothesis is that the majority of extensive and epigenome-wide DNA 

methylation changes observed in nRBCs are due to stochastic loss of DNA methylation, while the 

predictive CpGs are involved in more strictly controlled processes. 

In summary, a range of different processes may explain the ticking of the gestational age clock and the 

association between DNA methylation and gestational age. It is not likely, however, that only one 

among these is adequate to fully explain the whole association. It is more plausible that several of 

them, or perhaps all of them, are intricately linked together and work in concert in various biological 

pathways. Moreover, other mechanisms that are yet to be identified may also be implicated in this 

complex interplay. 

 

6.4 Strengths and limitations 

6.4.1 Sample size and statistical power 

A considerable strength of this study is the large sample size. This is particularly important for 

achieving enough power and maintaining a high degree of sensitivity in the analyses when studying 

epigenome-wide patterns and when including several interaction terms (e.g., in the cell-type specific 

analyses). Moreover, having a large training set is crucial to create accurate prediction models.  

 

6.4.2 Array-based DNA methylation data 

A feature that made it possible to include a large number of samples was the use of BeadChip arrays 

for quantification of DNA methylation, instead of more costly and laborious methods such as whole-

genome bisulfite sequencing. Array-based data are also widely used in epidemiological studies of 

DNA methylation, which make it easier to compare our results to those of other studies and thus 

contribute to increasing the applicability of the epigenetic clocks we have developed in this study. By 

using the EPIC array for quantifying DNA methylation in our main datasets, we were able to 

investigate DNA methylation patterns that had not previously been scrutinized for gestational age due 

to the use of older and less comprehensive arrays in previous studies. Furthermore, the random 

allocation of cases (ART-conceived newborns) and controls (naturally-conceived newborns) on array 

plates in the START dataset minimized potential bias between the groups. 

However, the CpGs targeted by these arrays were selected based on prior knowledge and are therefore 

biased in terms of coverage. Moreover, the coverage of CpG sites is marginal compared to the whole 

methylome. Even the EPIC array covers only approximately 3% of all CpG sites in the epigenome 

(estimated at ~29 million). This lack of coverage is especially pertinent to distal regulatory elements 

(46), although newer annotation methods have revealed a higher coverage of enhancer elements and 

lncRNAs than previously assumed (269). Furthermore, the arrays were designed without consideration 
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of interindividual variation in DNA methylation, and generally target CpGs that do not exhibit such 

variation (32). When developing epigenetic clocks with the goal of making them as precise as possible 

in all individuals, this lack of interindividual variation may be an advantage. However, it can be a 

limitation in other settings e.g., when studying differences between groups in an EWAS, or when 

treating the epigenetic clocks as biomarkers, such as in studies of GAA. Another limitation of the 

arrays is that, due to the bisulfite conversion step, they are unable to distinguish between 5-mC and 

other cytosine modifications such as 5-hmC (373). 

 

6.4.3 Tissue specificity 

As previously mentioned, DNA methylation is highly tissue-specific, which means that the choice of 

tissue to be analyzed may have a large impact on the results and influence their interpretation. Cord 

blood is a widely used tissue for studying the associations between DNA methylation and neonatal 

traits such as gestational age. It is readily available, is non-invasive, and is thus convenient for use in 

large cohort studies. However, it is not clear how performant it is as a surrogate for other types of 

neonatal tissues, especially in the context of gestational age. Furthermore, cord blood samples can be 

contaminated by maternal blood during sample collection, which may negatively impact epigenetic 

gestational age estimations (374). We did not assess the levels of maternal blood contamination in 

cord blood samples used in this study. 

Alternative tissues to cord blood include dried peripheral blood spots (375), buccal swabs (376), and 

placenta (377). Dried blood spots have been used in some studies of epigenetic gestational age, 

including the development of the Knight clock (126). However, such blood spots are commonly 

collected several days after birth, and the timing may vary from 24 hours to more than 5 days post-

delivery. It is conceivable that this variation in sampling may negatively affect epigenetic gestational 

age analyses, especially when considering the role of nRBCs and their rapid decline within the first 

few days after birth. Placental samples have also been used in studies of gestational age, and a couple 

of placenta-specific clocks for gestational age have been developed (124, 188). A recent study 

suggested that epigenetic gestational age deviations do not correspond well between placenta and cord 

blood, highlighting the tissue-specific aspect of epigenetic analyses of gestational age (195). 

Another potential limitation of cord blood samples is that they represent a heterogeneous mixture of 

different cell types, which can complicate the interpretation of results and in pinpointing biological 

mechanisms underlying the observed associations. The use of statistical methods to deconvolute the 

cell-type specific signals may partly alleviate this problem, but it would be far better to analyze the 

different cell types separately.  
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6.4.4 Using reference data for inferring cell type proportions 

Since individual cell-type counts were not available for our samples, it was advantageous to have cord 

blood specific references for calculating cell-type proportions. There are several physiological 

differences between cord blood and adult peripheral blood, such as the presence of nRBCs. This 

makes references constructed for adult peripheral blood suboptimal for newborn cord blood (236, 

242). 

However, reference-based methods are not without caveats. The cord blood references that have been 

published thus far only account for seven main cell types, many of which have different subtypes. A 

higher resolution of cell-type deconvolution could provide a more detailed and complete picture of 

how cell-type differences impact DNA methylation patterns (378). A recently published enhanced 

reference library of adult peripheral blood included 12 leukocyte subtypes (379), which could inspire 

the construction of a reference with a similar resolution in cord blood. However, smaller subsets of 

cell types would also require larger datasets to obtain enough power in the analyses. 

There are also several biological and technical differences between the datasets used for generating the 

cord-blood references. In addition, each of the datasets consists of relatively few samples (between 4-

11 samples, depending on the cell-type and dataset), with varying purity and separation of cell types 

(242). Moreover, there is little to no information on the gestational age range in these datasets, and it is 

not known whether differences in gestational age would have an impact on these references. However, 

large differences in DNA methylation, like those that are typical for cell-type-specific differentially 

methylated CpGs, are unlikely to be the result of confounding factors such as age, sex or genetics, that 

are typically associated with relatively smaller shifts in DNA methylation (380).  

Notably, due to the relative immaturity of the adaptive immune system in newborns, DNA methylation 

patterns in cord-blood derived CD4+ and CD8+ T cells are substantially more similar to each other 

than those from adult blood (242, 343). These two cell types are therefore more difficult to 

differentiate from each other in cord blood samples. Furthermore, interactions between nRBCs and 

other cell types during FACS may induce significant cross-contamination of cell populations if not 

properly accounted for during cell sorting (381). Additionally, nRBCs were only included in two of 

the four datasets used in the combined cord-blood reference (242). The inferred proportions of nRBCs 

in our datasets showed more intraindividual variation and were generally higher than expected based 

on previously reported normal newborn values (236), which indicate that part of the cell-type 

proportion that is assigned to nRBCs may actually belong to other cell-types. 

The accuracy of cell-type deconvolution may greatly influence downstream analyses, especially cell-

type specific analyses such as CellDMC and TCA. At the time of writing, a method to assess the 

validity of cell-type proportion estimates for datasets where the true cellular proportions are unknown 

has been published (382). Such a method may be particularly useful for assessing the accuracy of 
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cellular deconvolution before using the proportion estimates in future cell-type specific DNA 

methylation analyses. 

 

6.4.5 Reliability of cell-type specific DNA methylation analysis methods 

A considerable strength of our study is the use of cell-type specific methods to learn more about how 

the different cell types impact the association between DNA methylation and gestational age in cord 

blood. As mentioned in the previous chapter, the results from these cell-type specific methods are 

largely dependent on the accuracy of cell-type deconvolution. Furthermore, the power of the cell-type 

specific analyses depends on several different characteristics of the data. These characteristics include 

the number of cell types in each sample, the distribution of relative cell-type proportions, whether 

DNA methylation changes occur in one or more cell types, and, if the latter is the case, the direction of 

these changes (i.e., if a CpG is hypermethylated in one cell type but hypomethylated in another, or if 

the direction is the same in both/all cell types) (248). We included seven main cell types in our study, 

which is more than what was used in most of the validation scenarios provided by the CellDMC and 

TCA authors (three or six cell types, see (248, 249)). Moreover, some of the cell types had relatively 

low estimated proportions in our datasets (e.g., a median of 5.1% NK cells, 5.6% B-cells, and 7.4% 

monocytes in the START dataset). This may result in less robust results, especially for the cell types 

that have lower proportions, although the large sample size in our analyses may mitigate this issue. 

One option to further increase robustness of the results would be to reduce the number of cell types by 

combining some of them based on their lineage, e.g., one may merge the B-cells, T-cells, and NK cells 

into a common category of lymphoid cells, and the granulocytes, monocytes, and nRBCs into a 

common category of myeloid cells. However, this could limit the resolution and interpretability of the 

cell-type specific analyses. 

The compositional feature of cell-type proportions leads to some degree of correlation between the 

cell-type proportions. This might, in turn, lead to mapping differentially methylated sites to the wrong 

cell type (249). However, the use of a marginal conditional approach (i.e., a model is first fitted to all 

cell types jointly and the effect of each cell type is then tested separately for its statistical significance) 

may help alleviate this problem because the effect of other cell types is then accounted for. 

In our implementation of cell-type specific methods, assuming that GA affects DNA methylation and 

not vice versa, the approaches of CellDMC and (one-stage) TCA are very similar. However, whereas 

CellDMC assumes a fixed effect of the phenotype on cell-type variation, the two-stage implementation 

of TCA is, in theory, able to take interindividual variation of cell-type specific methylation into 

account. However, this version of TCA has not yet been externally validated, and although the 

differences between CellDMC and TCA have been discussed thoroughly in several preprints (383, 

384, 385), no objective comparison of these methods has thus far been published. Because CellDMC 
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has been more thoroughly validated in several datasets and EWASes, it was chosen as the main 

method in Paper 1. 

 

6.4.6 Phenotypic information 

The MoBa study provides a wealth of phenotyped data as well as linkage opportunities to several 

national registries, such as the MBRN. This combination provides critically important phenotypic 

information. In particular, the mandatory reporting of ART-procedures in MBRN and the specific 

details regarding the procedures used to achieve pregnancy were pivotal for (i) identifying ART-

conceived newborns, (ii) conducting the ETD-specific analyses of epigenetic gestational age, and (iii) 

discriminating between different ART procedures. 

Ethnicity may be a confounding factor of the association between gestational age and DNA 

methylation, as it is associated with both (386, 387). However, due to the lack of information 

regarding ethnicity in MoBa questionnaires and MBRN, we were unable to address ethnic-specific 

differences in our analyses. According to a recent preprint documenting genotype data from MoBa, 

approximately 95% of the ~235,000 genotyped individuals were identified as having European 

ancestry (388). Therefore, it is unlikely that differences in ethnicity have confounded our analyses. 

Homogeneity in terms of ethnicity may, however, limit the relevance of our results to other ethnic 

groups especially in relation to the performance and transferability of the epigenetic gestational clocks 

we have developed.  

 

6.4.7 Range of gestational age 

The gestational age range of the samples we used in our analyses is relatively narrow, with a clear 

overrepresentation of term newborns and an underrepresentation of preterm newborns. As a result, 

conclusions drawn from these studies may not necessarily apply to newborns born preterm. To 

investigate this further, it would be necessary to have a dataset that includes more preterm babies, 

although this might in turn lead to other methodological pitfalls and biases in prediction due to clinical 

differences between preterm and term newborns (187). However, as discussed in chapter 6.2.13, using 

nonlinear methods for building the prediction models may help resolve some of these issues.  
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7. Conclusions and future perspectives 

Overall, our findings contribute to an increased understanding of the relationship between DNA 

methylation and gestational age. Plausible underlying mechanisms of this association include 

signatures of cell-type development, in particular erythropoiesis, preparation for birth and postnatal 

life, developmental maturity, maintenance of genetic and epigenetic stability, circadian oscillations, 

and stochastic changes in DNA methylation that accumulate with time. Furthermore, we have 

developed several accurate epigenetic gestational age clocks that may prove useful in future clinical 

applications and will be valuable tools for further research on gestational age and developmental 

maturity. These findings contribute to the formation of new research questions and further studies that 

should be pursued. Below, I outline some prospects for future research in this field. 

First, the cell-type specific relationship between DNA methylation and gestational age should be 

further explored. Increasing our understanding of gestational-age associated DNA methylation 

changes in specific cell types as well as those that are common to several or all cell types may be 

valuable to gain further mechanistic insights into the epigenetic regulation of fetal growth and 

development. Furthermore, since our study was restricted to cord blood, it would be intriguing to 

investigate the stability of predictive CpGs and cell-type specific patterns in other neonatal tissues, 

such as placenta or buccal cells. 

To learn more about the biological mechanisms underlying the association between DNA methylation 

and gestational age, it would also be highly relevant to study the impact of epigenetic drift on 

gestational age in terms of changes in variability and entropy. Furthermore, little is known about the 

correlation of DNA methylation patterns related to gestational age. Although some clusters of co-

methylated CpGs have been associated with adult aging (389, 390), such studies on gestational age are 

currently lacking. It would be of great interest to identify co-methylation networks specifically for the 

different cell types in cord blood and other tissues. Additionally, investigating other epigenetic marks 

such as histone modifications is important to obtain a more complete picture of how the epigenetic 

machinery is associated with gestational age. The role of 5hmC in several cellular and developmental 

processes has recently been highlighted (391, 392), and further studies should explore the potential 

role of this modification in the context of gestational age. Finally, combining insights gained from 

epigenetic studies of gestational age with other ‘-omics’ data types, such as genomics, transcriptomics 

and proteomics, would be valuable in illuminating the functional roles of DNA methylation in 

gestational age and fetal development. 

The nonlinear relationship between certain CpGs and gestational age that was demonstrated in Paper 3 

should be validated and further explored, for example, by applying deep learning methods as has been 

demonstrated for adult epigenetic age (167). To fully understand the changes in DNA methylation 

throughout pregnancy, future studies should include a larger range of gestational age than was possible 
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in the work of this thesis. There is, for example, a pressing need to include more preterm newborns in 

gestational age studies. When studying preterm newborns, however, it is important to be cautious of 

pathology and other factors correlating with preterm birth that could potentially confound the analyses.  

Epidemiological studies will continue to be important to investigate the link between GAA and 

different exposures and outcomes of interest. However, to draw valid conclusions from such studies, it 

is pivotal to discern the relevance of the GAA measure. In addition to learning more about the 

biological mechanisms being tagged by the gestational age-related CpGs, it would be of interest to 

develop second-generation epigenetic clocks for gestational age, taking phenotypic markers of 

perinatal development into account. 

Finally, investigating the feasibility of using fetal cell-free DNA or fetal cells, such as nRBCs 

extracted from maternal blood for investigating the relationship between DNA methylation and 

gestational age during pregnancy, offers great promise for future translational applications, as it could 

open for longitudinal studies of DNA methylation changes throughout pregnancy.   
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Nucleated red blood cells explain most of the
association between DNA methylation and
gestational age
Kristine L. Haftorn 1,2✉, William R. P. Denault 1,3, Yunsung Lee 1, Christian M. Page1,4,

Julia Romanowska 1,5, Robert Lyle 1,6, Øyvind E. Næss2,7, Dana Kristjansson1,8, Per M. Magnus1,

Siri E. Håberg1, Jon Bohlin 1,9,10 & Astanand Jugessur1,5,10

Determining if specific cell type(s) are responsible for an association between DNA

methylation (DNAm) and a given phenotype is important for understanding the biological

mechanisms underlying the association. Our EWAS of gestational age (GA) in 953 newborns

from the Norwegian MoBa study identified 13,660 CpGs significantly associated with GA

(pBonferroni<0.05) after adjustment for cell type composition. When the CellDMC algorithm

was applied to explore cell-type specific effects, 2,330 CpGs were significantly associated

with GA, mostly in nucleated red blood cells [nRBCs; n= 2,030 (87%)]. Similar patterns

were found in another dataset based on a different array and when applying an alternative

algorithm to CellDMC called Tensor Composition Analysis (TCA). Our findings point to

nRBCs as the main cell type driving the DNAm–GA association, implicating an epigenetic

signature of erythropoiesis as a likely mechanism. They also explain the poor correlation

observed between epigenetic age clocks for newborns and those for adults.
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Gestational age (GA) is intimately linked to fetal develop-
ment. Even slight variations in GA at birth are associated
with a wide variety of perinatal health outcomes, some of

which have important clinical consequences1–5. Epigenetic
modifications, such as DNA methylation (DNAm), play a critical
role in fetal development6–8. DNAm has also been shown to be
robustly associated with GA at thousands of CpG sites5,9–12. The
strong association between DNAm and GA probably reflects
biological processes related to fetal development, but the specific
mechanisms underlying this association are still unknown. Thus,
elucidating these mechanisms may provide a deeper under-
standing of the molecular processes involved in normal as well as
aberrant fetal growth and development.

Most of the previous epigenome-wide association studies
(EWASs) of GA were based on DNAm data generated on the
Illumina Infinium HumanMethylation450 array (450k) or its
predecessor, the Illumina Infinium HumanMethylation27 array
(27k)5,9,12. These arrays were designed to cover mainly gene
promoters and protein-coding regions13,14. In December 2015,
450k was replaced by the more comprehensive Illumina Infinium
MethylationEPIC array (EPIC), which employs the same tech-
nology as 450k for measuring DNAm but contains almost twice
the number of CpG sites (~850,000) and has a higher coverage of
CpGs in regulatory regions13. Despite the substantial improve-
ment in genome-wide coverage of regulatory regions and the
higher reproducibility and reliability of EPIC13, studies investi-
gating the association between GA and DNAm data generated on
EPIC are lacking. It is also uncertain whether the extra regulatory
CpGs on EPIC are useful in explaining the association between
GA and DNAm.

Most studies exploring the link between DNAm and GA are
based on samples from cord blood, which comprises a mixture of
cell types15. As cell-type proportions vary substantially across
individuals and DNAm is highly cell-type specific16, it is cus-
tomary to adjust for cell-type proportions in statistical models in
order to avoid bias17. Several cellular deconvolution algorithms
and cord-blood reference panels are available to infer cell-type
proportions from heterogeneous samples and adjust for cord
blood cell-type composition in newborn DNAm data18–20.
However, including cell-type proportions as covariates in the
statistical model will not necessarily provide insight as to how cell
types influence the association between the explanatory variable
and DNAm. One solution is to perform an EWAS in isolated cell
types. However, cell sorting of whole-blood samples is costly,
especially in large cohort studies with hundreds of thousands of
participants.

To counter this, statistical algorithms have been developed to
allow the detection of cell-type specific differential DNAm within
a heterogeneous mixture of cells without the need for cell sorting
or single-cell methods21–24. One example is CellDMC, by Zheng
et al.24, which incorporates interaction terms between the phe-
notype of interest and the estimated cell-type fractions in a linear
modeling framework. Another example is Tensor Composition
Analysis (TCA), by Rahmani et al.23. which employs matrix
factorization to infer cell-type specific DNAm signals that are
subsequently used to search for associations in each cell type
separately. Exploring cell-type specific associations can be
essential to decipher the biological underpinnings of an associa-
tion between DNAm and a specific phenotype of interest25.
Whilst changes in cord blood cell-type proportions have been
reported for GA26,27, studies on cell-type specific epigenetic
associations with GA are lacking.

To bridge these knowledge gaps, we investigate the association
between cord blood DNAm and GA using an EPIC-derived
DNAm dataset comprising 953 newborns and a 450k-derived
dataset comprising 1062 newborns. Both datasets are from the
Norwegian Mother, Father, and Child Cohort Study (MoBa)28.
We apply CellDMC to these datasets to determine the relation-
ship between cell-type specific DNAm and GA. We also apply
TCA as an alternative method for cell-type-specific analysis. The
results show many CpGs associated with GA, predominantly in
nucleated red blood cells (nRBCs). This association reflects an
epigenetic signature of erythropoiesis in fetal development and
provides a biologically plausible rationale for the consistently
observed strong association between DNAm and GA. It also helps
explain the observed incompatibility between epigenetic age
clocks for newborns and those for adults.

Results
Study sample characteristics. We analysed cord blood DNAm in
newborns from two substudies in MoBa. The main study sample
consisted of 953 naturally conceived newborns from the Study of
Assisted Reproductive Technology (START), in which DNAm
was measured using the EPIC array29,30. We also used another
dataset consisting of 1062 newborns (referred to as MoBa1
hereafter) with DNAm measured using the 450k array10. GA
ranged from 216–305 days (mean 280.1 days, SD ± 10.7 days) in
START and 209–301 days (mean 279.8 days, SD ± 10.8 days) in
MoBa1. Table 1 summarizes the key demographic and clinical
characteristics of these two datasets. More MoBa1 mothers con-
tinued to smoke during pregnancy compared to START mothers

Table 1 Characteristics of the mothers and newborns in START and MoBa1.

Characteristics START n= 956 MoBa1 n= 1062 p valuea

Mothers
Age (years), mean (SD) 29.9 (4.7) 29.9 (4.3) 0.800
Smoking, n (%) 0.033
No smoking before or during pregnancy 478 (50%) 522 (49%)
Smoked, but quit before pregnancy 245 (26%) 233 (22%)
Smoked, but quit early in pregnancy 131 (14%) 154 (15%)
Continued smoking during pregnancy 102 (11%) 153 (14%)
Newborns
GA in days, mean (SD) 280.1 (10.7) 279.8 (10.8) 0.400
GA in days, min 216 209
GA in days, max 305 301
Birth weight in grams, mean (SD) 3657 (521) 3643 (539) 0.500
Sex (male), n (%) 455 (47%) 569 (54%) 0.007

SD standard deviation, GA gestational age.
aWilcoxon rank-sum test; Pearson’s Chi-squared test.
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(p= 0.033, Table 1). There were also more boys in MoBa1 than in
START (p= 0.007, Table 1).

Analyses of cell-type composition. We estimated the proportion
of each of the seven main cell types in cord blood (B-cells,
CD4+ T-cells, CD8+ T-cells, granulocytes, monocytes, natural
killer cells, and nRBCs) separately in START and MoBa1, using a
combined reference dataset consisting of cell-type specific DNAm
profiles in cord blood19 (Fig. 1 and Supplementary Data 1). As
expected from the reference data, granulocytes and nRBCs were
the two most abundant cell types in both datasets. The results of a
principal component analysis (PCA) of cell-type proportions in
START further confirmed that granulocytes and nRBCs
explained most of the variance in cell-type composition (Sup-
plementary Fig. 1 and Supplementary Table 1).

We examined the proportion of each cell type in START and
found significant correlations with GA in B-cells (Pearson
correlation r= –0.21, p= 6.30 × 10−11), CD4+ T-cells
(r=−0.10, p= 0.002), granulocytes (r= 0.20, p= 5.77 × 10−10),
and nRBCs (r=−0.08, p= 0.010; see Supplementary Fig. 2 for
more details).

Conventional EWAS of GA. First, we applied a linear mixed
effects regression model to the EPIC-derived START dataset
where the outcome was DNAm level at each CpG, the exposure
was GA, and the following were included as covariates: cell-type
proportions, newborn sex, maternal age, maternal smoking, and
batch (see Methods for details). This model is referred to as the
conventional EWAS model throughout this paper, since this
framework is routinely adopted in the majority of published
EWASs. We identified 13,660 CpGs significantly associated with
GA after applying a Bonferroni correction for multiple testing
(Bonferroni-corrected p value (pB) <0.05, Fig. 2a and Supple-
mentary Data 2). About 7639 (56%) of the GA-associated CpGs
were only present on the EPIC array and were distributed across
the genome (Supplementary Fig. 3). Most of the GA-associated
CpGs in the conventional EWAS were hypermethylated
[n= 9503 (70%), Fig. 3a].

Cell-type specific analyses of the association between DNAm
and GA. We applied CellDMC to investigate cell-type specific

DNAm in the START dataset and identified 2,330 CpGs sig-
nificantly associated with GA (pB <0.05, Fig. 2b–h). Most of these
CpGs (n= 2030, 87%) were specific for nRBCs (Fig. 2h), and only
a few of the CpGs (n= 31–157 and 1.3–6.7%) were identified in
the other cell types. Moreover, 522 of the 2330 cell-type-specific
CpGs associated with GA were also identified in the conventional
EWAS. Detailed results of the CellDMC analyses are provided in
Supplementary Data 3.

CpGs that were associated with GA in CD4+T-cells and
monocytes were predominantly hypermethylated [CD4+T-cells:
n= 67 (65%), Fig. 3c; monocytes: n= 29 (78%), Fig. 3f]. We found
an almost equal number of hyper- and hypomethylated CpGs
associated with GA in B-cells [hypermethylated n= 29 (55%);
hypomethylated n= 24 (45%); Fig. 3b] and CD8+T-cells [hyper-
methylated n= 13 (42%); hypomethylated n= 18 (58%); Fig. 3d]. In
contrast, GA-associated CpGs specific for granulocytes, natural killer
cells, and nRBCs were predominantly hypomethylated [granulocytes:
n= 97 (71%), Fig. 3e; natural killer cells: n= 97 (62%), Fig. 3g;
nRBCs: n= 1888 (93%), Fig. 3h].

Impact of the type of DNAm array: 450k versus EPIC. To
determine whether the type of DNAm array had an impact on the
cell-type specific results, given the lower coverage of regulatory
CpGs on 450k compared to EPIC, we repeated the CellDMC
analysis on MoBa1 (n= 1062 newborns) in which DNAm was
measured using 450k. The results showed a similar pattern of cell-
type specific DNAm associated with GA, despite fewer significant
CpGs overall (n= 373, pB < 0.05, Supplementary Data 4 and
Supplementary Fig. 4). Specifically, 62% (n= 231) of the
Bonferroni-significant CpGs mapped to nRBCs.

To further assess the robustness of our findings, we used the r
value approach of ref. 31 to compare the results from START and
MoBa1. This approach tests if a CpG is significantly associated in two
separate studies and then computes the corresponding false discovery
rate (FDR) value of this test, which is referred to as the r value (see
Methods for details). If the r value was <0.05, we deemed a GA–CpG
association detected in START as successfully replicated in MoBa1.
Among 1129 nRBC-specific CpGs detected in START that were also
available on the 450k array, 174 CpGs were significantly replicated in
MoBa1 (r < 0.05, Fig. 4 and Supplementary Data 5). The results were
also consistent in terms of the direction of effect, except for one CpG
(cg13746414). Importantly, there was no overlap in CpGs between
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Fig. 1 Estimated proportions of seven main cell types in cord blood. a Estimated proportions of cell types in the START dataset (n= 953, EPIC-based).
b Estimated proportions of cell types in the MoBa1 dataset (n= 1062, 450k-based). The upper and lower box limits correspond to the interquartile range
(25 to 75% of the values for each cell type) and the horizontal line in the box represents the median value. The whiskers outstretch 1.5 times the box height
from the top and bottom of the box. The dots outside the whiskers represent outliers beyond the interquartile range. The percentage below each cell type
denotes the median proportion of that cell type. Bcell B-cell, CD4T CD4+ T-cell, CD8T CD8+ T-cell, Gran granulocyte, Mono monocyte, NK natural killer
cell, nRBC nucleated red blood cell.
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Fig. 2 Manhattan plots of the epigenome-wide DNAm associated with GA in START (n= 953). a Results from the conventional EWAS where we
adjusted for the estimated cell-type proportions (see Methods for details of the statistical model). b–h Results for each of the seven cell types from the cell-
type specific analysis using CellDMC. CpG loci are aligned on the x-axis according to their genomic coordinates. The y-axis represents the −log10 p values.
The dashed black line denotes the Bonferroni-corrected genome-wide significance threshold (pB < 0.05).
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Fig. 3 Volcano plots of the epigenome-wide DNAm associated with GA in START (n= 953). a Results from the conventional EWAS in which we
adjusted for estimated cell-type proportions (see Methods for details of the statistical model). b–h Results for each of the seven cell types from the cell-
type specific analysis using CellDMC. Gray dots indicate nonsignificant associations and colored dots indicate those that are Bonferroni-significant
(pB < 0.05). Blue-colored dots show CpGs with a negative effect size and orange dots show CpGs with a positive effect size. The x-axis represents
coefficient estimates (β-values) for the DNAm–GA association, and the y-axis the corresponding -log10 p values. The horizontal dashed line denotes the
Bonferroni-corrected genome-wide significance threshold (pB < 0.05).
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START and MoBa1 for the remaining six cell types (r < 0.05,
Supplementary Fig. 5).

Validation with a different cell-type specific method. To further
validate the cell-type specific associations between DNAm and
GA, we applied TCA to the START dataset using two different
approaches. First, we applied a one-stage implementation of TCA
which runs marginal conditional tests for each cell type, analo-
gous to CellDMC. We then applied a two-stage implementation
of TCA, by first extracting the cell-type tensors additionally
adjusted for the above-mentioned covariates and then performing
separate EWAS regressions on each tensor with respect to GA.
With the one-stage approach, we identified 979 GA-associated
CpGs (pB <0.05), whereas with the two-stage approach, we
identified 4714 GA-associated CpGs (pB <0.05). Both approaches
map most of the cell-type specific significant CpGs to nRBCs
[n= 836 (85%) in the one-stage approach (Supplementary Fig. 6)
and n= 3130 (66%) in the two-stage approach (Supplementary
Fig. 7)]. For all cell types, more CpGs were statistically significant
using the two-stage approach compared to the one-stage
approach. In granulocytes specifically, 1668 CpGs were identi-
fied as significantly associated with GA, of which 829 were also
mapped to nRBCs. The results from the one-stage and two-stage
TCA analyses can be found in Supplementary Data 6 and 7,
respectively.

Among the 2030 nRBC-specific CpGs detected by CellDMC,
623 CpGs were also detected when applying the one-stage TCA
(Supplementary Fig. 8). Overall, 260 nRBC-specific CpGs were
detected by both CellDMC and the two-stage TCA approach
(Supplementary Fig. 9). The results from the one-stage TCA
analysis were also generally consistent with those of the CellDMC
analysis for the other six cell types (Supplementary Fig. 8), while
the two-stage TCA results showed more divergent associations for
the other cell types (Supplementary Fig. 9).

Location of GA-associated CpGs. We scrutinized the GA-
associated CpGs identified by the conventional EWAS and

CellDMC analyses according to their location in the genome
(Fig. 5 and Supplementary Data 2 and 3). The 2030 nRBC-
specific CpGs that were significantly associated with GA in
START were predominantly localized to gene bodies (48% of the
nRBC-specific CpGs versus 30% of all CpGs on EPIC,
p= 2.5 × 10−67, Fig. 5a), open sea (75% versus 56%,
p= 2.2 × 10−69, Fig. 5b), and CpG island shelves (8.2% versus
7.1%, p= 0.023, Fig. 5b). Markedly fewer nRBC-specific CpGs
were in promoter regions (22 versus 38%, p= 2.8 ×10−55,
Fig. 5a), shores (12 versus 18%, p= 1.0 × 10−12, Fig. 5b), and
CpG islands (4.7% versus 19%, p= 5.3 × 10−77, Fig. 5b). We
discovered a similar pattern of CpG localization in the nRBC-
specific MoBa1 results. The corresponding patterns for the other
cell types showed more variation between the two datasets
(Supplementary Fig. 10), which may be due to a substantially
lower number of CpGs in each category.

Gene annotation and enrichment analysis of nRBC-specific
CpGs associated with GA. We used the online Genomic Regions
Enrichment of Annotations Tool (GREAT)32 to examine whether
the 2030 GA-associated CpGs for nRBC were located near or
within any gene of known pathway annotation. 2836 genes were
identified using this approach (Supplementary Data 8), 198 of
which were associated with more than three differentially
methylated CpGs. A foreground/background hypergeometric test
was performed on the 2030 GA-associated nRBC-specific CpGs.
The results of this test revealed four clusters of Gene Ontology
(GO) biological processes significantly enriched in our data
(Supplementary Data 9). These processes were related to (i)
response to corticosteroid (75 CpGs/55 genes, pB= 0.0001), (ii)
response to purine-containing compound (65 CpGs/45 genes,
pB= 0.002), (iii) granulocyte migration (34 CpGs/23 genes,
pB= 0.006), and (iv) stress-activated protein kinase signaling
cascade (58 CpGs/32 genes, pB= 0.01). When the analyses were
restricted to only those CpGs that are present on both 450k and
EPIC, we did not find any significantly enriched biological
pathways.

Discussion
Although epigenome-wide associations between GA and DNAm
in cord blood are now well established, little is known about the
contribution of different cell types and the biological mechanisms
underlying these associations. In this study, we explored the
association between GA and DNAm using data from two types of
DNAm arrays (EPIC and 450k) and conducted both a conven-
tional EWAS as well an investigation of cell-type specific asso-
ciations. We found that most of the cell-type-specific associations
between DNAm and GA were restricted to nRBCs. These results
were robust across different datasets, DNAm arrays, and analysis
methods. Our results point to a strong link between red blood cell
development (erythropoiesis) in fetal life and fetal growth as
measured by GA, providing critical insights and implications for
further studies on the relationship between DNAm and GA.

In the conventional EWAS, we identified 13,660 CpGs linked
to 8669 genes as being differentially methylated with GA. Slightly
more of the significant CpGs were specific for the EPIC array
(56%), despite only 48% of the CpGs being EPIC-specific. Bohlin
et al.10 previously applied a similar model to the MoBa1 dataset
and identified 5474 CpGs associated with GA. 2556 of the CpGs
and 1741 of the genes identified in that study overlap with our
results in the START EPIC-based dataset. We also compared our
results to the “all births model” from a recent meta-analysis by
Merid et al.5 where the authors investigated GA and DNAm
measured on 450k in cord-blood DNA from 6885 newborns in 20
different cohorts. The authors identified 17,095 CpGs

Fig. 4 Comparison of nRBC-specific CpGs associated with GA in the
EPIC-based START dataset (n= 953) and the 450k-based MoBa1
dataset (n= 1062). Gray dots indicate nonsignificant CpGs, blue dots
CpGs significantly associated only in MoBa1 (pB < 0.05), green dots CpGs
significantly associated only in START (pB < 0.05), and orange dots CpGs
significantly associated in both datasets (r < 0.05). Black isolines indicate
the density of the points, increasing towards the crossing point of the axes.
The x and y axes represent z-scores (i.e., the coefficient estimate divided by
the standard error) for START and MoBa1, respectively.
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significantly associated with GA, of which 4688 CpGs and 4437
genes overlap with our results. Of note, MoBa1 and yet another
MoBa-based dataset (MoBa2) were also included in the meta-
analysis by Merid et al. Nevertheless, these comparisons show
that the results from our conventional EWAS model are con-
cordant with those of previous studies on DNAm and GA.

As a primary step to explore cell-type specific changes in
DNAm with GA, we used the interaction-based algorithm
CellDMC that has been validated in several EWAS datasets and
data in which the actual cell-type composition is known24,33,34.
We identified 2330 differentially methylated CpGs associated
with GA, with an overwhelming number of the significant CpGs
confined to nRBCs (2030 CpGs linked to 2836 genes). This is
particularly striking given that nRBCs are not the dominant cell
type in terms of variation and abundance. Taken together, these
findings strongly suggest that DNAm changes in nRBCs are
responsible for the observed DNAm–GA association.

It is nevertheless important to account for the limited sensi-
tivity of CellDMC when including seven different cell types in the
analysis33. To assess this limited sensitivity and verify that the
nRBC-specific results were not an array-based artifact, we repe-
ated the CellDMC analyses in MoBa1, which is a 450k-based
dataset stemming from the same source population as the START
dataset (MoBa). We observed a similar pattern of cell-type-
specific association with GA as with the START dataset, although
there were fewer significant CpGs in the MoBa1 dataset. More-
over, 174 nRBC-specific CpGs were significantly associated with
GA in both datasets, as opposed to no such overlap in CpGs
across the other six cell types. One option to further increase the
power of the CellDMC analysis would have been to merge the
two datasets over the common set of 450k CpGs. Even though
this would have increased the sample size substantially, such an
approach has several major drawbacks. First, one would lose the
much greater coverage of the EPIC array and possibly miss
important associations between GA and CpGs that are only
detectable using EPIC-derived DNAm data. Second, merging the
datasets would introduce a new batch variable that would need to
be accounted for in the model. We thus opted to keep the ana-
lyses of the two datasets separate.

To further validate our results, we applied another method for
cell-type specific analysis, TCA, to the START data. TCA utilizes

a statistical framework based on matrix factorization23. The
results from both the one-stage and two-stage applications of
TCA showed a similar pattern of cell-type specific association
with GA as observed with CellDMC. Our findings are also con-
sistent with a previous study on nRBCs pointing to extensive
DNAm changes in nRBCs between preterm and term
newborns35. In that study, the authors identified 9258 differen-
tially methylated sites when comparing nRBCs from preterm and
term newborns. These sites were predominantly hypomethylated
and enriched in gene body and intergenic regions35. Taken
together, these results strengthen the interpretation that nRBCs
are the primary cell type driving the association between DNAm
and GA in cord blood.

nRBCs are an integral part of erythropoiesis, the process by
which mature red blood cells (erythrocytes) are produced in adult
and fetal bone marrow, fetal liver, and the embryonic yolk sac.
Erythropoiesis is crucial for embryonic and fetal growth. During
the third trimester of pregnancy, the production of erythrocytes is
approximately three to five times that of the adult steady-state
levels36. Although nRBCs circulate in the fetal bloodstream
throughout pregnancy, they stay in circulation for only a few days
after birth37. Several genes annotated to the nRBC-specific CpGs
that we found to be associated with GA are implicated in a wide
array of biological processes involved in erythropoiesis. A subset
of the genes related to these processes are described in more detail
in Supplementary Data 10. Briefly, these processes include cell-
cycle progression and cytokinesis38,39, chromatin
condensation39,40, hemoglobin synthesis38, mitochondrial func-
tion and iron metabolism38,41,42, degradation of proteins and
organelles34,43, erythroblastic island formation44, and
enucleation39,40. Moreover, several of the genes are essential for
the switch from fetal to adult hemoglobin, which occurs shortly
after birth45. Taken together, our findings provide strong support
for fetal erythropoiesis representing an important biological
mechanism underlying the association between DNAm and GA.

To learn more about the mechanisms contributing to the
nRBC-specific association between DNAm and GA, we searched
for the enrichment of specific biological pathways in the set of
nRBC-specific CpGs. One of the main clusters of biological
pathways was the response to corticosteroids, and more specifi-
cally, the response to glucocorticoids. Glucocorticoids are a class
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Fig. 5 Position enrichment results of CpGs associated with GA compared to all CpGs on the EPIC array. Position enrichment results of all the CpGs on
the EPIC array (n= 770,586; denoted as EPIC on the x-axis), those specifically associated with GA in the conventional EWAS (n= 13,660; EWAS), and
each cell type in the CellDMC analyses in START (Bcell, n= 53; CD4T, n= 103; CD8T, n= 31; Gran, n= 136; Mono, n= 37; NK, n= 157; nRBC, n= 2030).
a The proportion of CpGs in the promoter (orange), gene body (yellow), and intergenic (blue) regions. b The proportion of CpGs in CpG islands (orange),
shores (green), shelves (yellow), and open sea (blue). Bcell B-cell, CD4T CD4+ T-cell, CD8T CD8+ T-cell, Gran granulocyte, Mono monocyte, NK natural
killer cell, nRBC nucleated red blood cell.
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of corticosteroids that are essential for a wide variety of biological
processes, including proliferation, differentiation, and apoptosis
of many cell types in response to stress. They also play a pivotal
role in pregnancy and normal fetal development46, even though
prenatal overexposure to glucocorticoids has also been reported
to be detrimental to fetal growth and postnatal physiology47,48.
Glucocorticoids are known regulators of erythroid
progenitors49,50, and the glucocorticoid receptor encoded by
NR3C1 controls several processes involved in erythropoiesis51–53.
In particular, the glucocorticoid receptor controls erythroid
response to stress54–56. Stress, such as hypoxia, leads to the glu-
cocorticoid receptor-dependent activation of the BMP4-depen-
dent stress erythropoiesis pathway, in which many new
erythrocytes are generated to maintain homeostasis57. Interest-
ingly, stress erythropoiesis shares several similarities with fetal
erythropoiesis58.

The link between erythropoiesis and GA is not unprecedented.
Several of the genes found to be relevant for erythropoiesis in our
data have previously been identified in other studies of GA. A few
examples include NCOR25,10,59,60, HDAC45,10,60, CASP85,10,60,61,
and RAPGEF25,60,62. The nuclear receptor co-repressor encoded
by NCOR2 interacts with the transcription factor BCL11A in
regulating the expression of fetal hemoglobin63. NCOR2 also
promotes chromatin condensation, which is a crucial step during
terminal erythropoiesis. Histone deacetylase 4 (HDAC4) also
plays a key role in chromatin condensation and associates directly
with the key erythroid transcription factor GATA164. CASP8
encodes the protease Caspase 8, which is a key activator of
effector caspases required for terminal erythroid differentiation65.
Finally, RAPGEF2 encodes a guanine nucleotide exchange factor
known to play an important role in embryonic hematopoiesis66.

The results of our study, as well as those of others described
above, strongly suggest that DNAm patterns related to ery-
thropoiesis are at least partly responsible for the observed asso-
ciation between DNAm and GA. Our findings of predominantly
hypomethylated nRBC-specific CpGs are in line with previous
studies showing progressive global DNA hypomethylation
involved in erythroid lineage commitment and differentiation as
well as chromatin condensation and enucleation of nRBCs during
erythropoiesis67,68. Other studies have consistently shown a
higher proportion of hypomethylated CpGs amongst those
associated with GA5,10,59,61.

Further, the findings that nRBCs are the primary drivers
behind the association between DNAm and GA may help explain
the poor correlation observed between epigenetic clocks for
newborn GA and those for chronological age in adults10,11.
Indeed, GA-related changes in cord blood DNAm do not persist
through childhood and adolescence, as shown in a longitudinal
analysis of DNAm associated with GA59 and a meta-analysis of
several EWASs of GA5. This could be due to the rapid loss of
nRBCs with increasing GA and its subsequent disappearance
from the bloodstream of healthy newborns within the first few
days after birth. In other words, the disappearance of nRBCs
shortly after birth implies that the main driver behind the GA-
related changes in cord blood DNAm also disappears. Moreover,
the association between GA and specific DNAm changes in
nRBCs, as demonstrated by our study, may also help explain why
GA acceleration (GAA, defined as the discrepancy between GA
predicted from DNAm data and GA determined by clinical
measurements) has been linked to several adverse
outcomes11,69,70. In this regard, it is interesting to note that
increased nRBC counts at birth are associated with a higher risk
of mortality and adverse neonatal outcomes and have been sug-
gested as a predictive marker for perinatal hypoxia, intrauterine
growth restriction, and preeclampsia71–75. Further studies are
needed to determine if GAA is indeed related to these or other

adverse outcomes, and if differences in nRBCs may be driving
these associations.

The results of our study may have important clinical impli-
cations. For instance, fetal nRBCs are routinely isolated from the
mother’s peripheral blood during pregnancy for prenatal diag-
nostics, and several experimental approaches are available for the
rapid isolation of nRBCs76,77. Our findings may help pave the
way for the development of DNAm-based GA prediction during
pregnancy based on nRBC-specific assays, which may provide a
more targeted assessment of fetal growth and prenatal
development.

One important limitation of our study is the use of in silico
estimations of cell-type proportions. Although we have used a
reference-based method with validated cord blood-specific
reference data, it is important to bear in mind that the propor-
tions we have used here are only estimates. In addition, since the
cell-type proportions are essentially fractions that sum up to one,
they are not independent of each other, and the correlation
between them may impact our analyses. However, since our
results were robust despite the use of different DNAm arrays,
datasets, and methods, our findings are unlikely to be severely
affected by these limitations.

In conclusion, the results of our study strongly indicate that
nRBCs are the primary drivers behind the observed DNAm–GA
association. Importantly, an epigenetic signature of erythropoiesis
seems to be partly responsible for this association, providing a
biologically compelling mechanism that links GA, DNAm, and
nRBCs. Furthermore, our findings provide an explanation for the
poor correlation observed between epigenetic clocks for newborn
GA and those for chronological age in adults, contributing
important mechanistic insights into the epigenetic regulation of
fetal growth and development.

Methods
Study population. MoBa is a population-based pregnancy cohort study in which
~114,500 newborns, 95,200 mothers, and 75,200 fathers were recruited from all
over Norway from 1999 to 200828. The mothers consented to participation in 41%
of the pregnancies. The study participants have been followed at different time
points via self-administered questionnaires and linkage to the Medical Birth Reg-
istry of Norway (MBRN). Further details on MoBa have been provided in our
previous publications28,78.

For this study specifically, we used two non-overlapping subsamples: (i) the
Study of Assisted Reproductive Technology (START; n= 953 newborns) and (ii)
MoBa1 (n= 1062 newborns). Both datasets are based on cord blood samples from
the same source population (MoBa). However, they differ in the methylation array
used to generate the DNAm data: START used EPIC whereas MoBa1 used 450k
(see below for details). An overview of the sample selection and analysis flow is
provided in Supplementary Fig. 11. Detailed characteristics and eligibility criteria
for the START and MoBa1 datasets have been provided in our previous work29,79.

Sample processing, DNAm measurement, and quality control. The sample
processing, DNAm measurement, and quality control pipeline used for data
cleaning have been extensively detailed in our previous works29,79. Briefly, cord
blood samples taken by a midwife immediately after birth were frozen. For the
START dataset, DNAm was measured at 885,000 CpG sites using the Illumina
Infinium MethylationEPIC BeadChip (Illumina, San Diego, USA). The raw iDAT
files were processed in four batches using the R package RnBeads80. Cross-
hybridizing probes81 and probes that had a detection p value above 0.01 were
removed using the greedycut algorithm in RnBeads. We also excluded probes in
which the last three bases overlapped with a single-nucleotide polymorphism
(SNP). The remaining DNAm signal was processed using BMIQ82 to normalize the
type I and type II probe chemistries83. The RnBeads output of control probes were
visually inspected for all samples, and those with low overall signals were removed.
The greedycut algorithm was used to remove outliers with markedly different
DNAm signals than the rest of the samples, resulting in the removal of 58 samples
in total. For consistency, CpG sites excluded from one batch due to poor quality
and low detection p value were also removed from all subsequent batches.

For the MoBa1 samples, DNAm was measured at 485,577 CpG sites using the
Illumina Infinium HumanMethylation450 BeadChip (Illumina, San Diego, USA).
Arrays not fulfilling the 5% detection p value were removed together with all
duplicates. Within-array normalization was carried out using BMIQ from the
wateRmelon R package84.
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Variables. Information on GA, newborn sex and birth weight, maternal age,
parity, and whether the birth was induced was extracted from MBRN. GA at birth
was estimated by ultrasound measurements around week 18 of pregnancy. Since
newborn sex may occasionally be incorrectly recorded in MBRN, we inferred sex
from the DNAm data. As a result, one female was reclassified as male, and five
males were reclassified as females. Information on maternal smoking was derived
from the MoBa questionnaires and was included as a four-level categorical variable:
(i) no smoking before or during pregnancy; (ii) smoked, but quit before pregnancy;
(iii) smoked, but quit early in pregnancy; and (iv) continued smoking during
pregnancy.

Estimation of cell-type proportions. To estimate cell-type proportions in our
samples, we used the filtered and combined reference dataset “FlowSorted.Cord-
BloodCombined.450 k” from ref. 19, which specifies seven main cell types in cord
blood (B-cells, CD4+ T-cells, CD8+ T-cells, granulocytes, monocytes, natural
killer cells, and nRBCs). We used the estimateCellCounts2 function in the
FlowSorted.Blood.EPIC R package85 and the IDentifying Optimal Libraries (IDOL)
probe selection to perform cellular deconvolution and noob preprocessing.

Statistics and reproducibility. After quality control, the sample available for the
current analyses in the START dataset consisted of 770,586 autosomal CpGs and
953 newborns conceived naturally and for whom we had information on
ultrasound-based GA (Supplementary Fig. 9). For the MoBa1 dataset, the sample
available for the current analyses comprised 473,731 autosomal CpGs and 1062
newborns with information on ultrasound-based GA (Supplementary Fig. 9).

Principal component analysis (PCA) of estimated cell-type proportions was
conducted using the prcomp R function. The R package robustbase86 for MM-type
robust regression was used to assess the relationship between cell-type composition
and GA. Bonferroni correction was applied to the results from the conventional
EWAS and cell-type-specific models to control for multiple testing. A Bonferroni p
value (pB) <0.05 was declared statistically significant.

Analyses in START. In the conventional EWAS model, we screened for asso-
ciations between DNAm in cord blood and GA at birth by applying a linear mixed-
effect model to each of the 770,586 CpG sites remaining after quality control. The
β-values of the individual CpGs were used as the response (dependent) variables
and GA was used as the explanatory (independent) variable, with adjustments
made for newborn sex, maternal age, maternal smoking, cell-type proportions, and
array plate in the regression model.

To assess interactions between cell-type specific DNAm and GA, we performed
epigenome-wide analyses using the CellDMC framework as outlined in ref. 24 and
the corresponding CellDMC function in the EpiDISH R package. Briefly,
CellDMC runs a linear model similar to that used in our conventional EWAS, but
it also includes an interaction term to inform the model whether there is a
significant interaction between the exposure and the corresponding fraction of each
specific cell type. Estimates of the regression coefficients and p values are calculated
for each cell type using least squares. As with the conventional EWAS, newborn
sex, maternal age, maternal smoking, and plate were also included as covariates in
the CellDMC model. Bonferroni correction was applied to all the results from the
conventional EWAS and CellDMC models to control for multiple testing. As
before, a Bonferroni p value (pB) <0.05 was declared statistically significant.

Besides CellDMC, we also applied the TCA framework developed by ref. 23 to
detect cell-type specific DNAm–GA associations. In contrast to CellDMC, TCA is
based on the concept of matrix factorization. Specifically, TCA uses the DNAm
measurements from the mixed samples along with information on cell-type
proportions (in our case, the ones that are estimated) for each individual and
calculates a three-dimensional tensor of DNAm values for each cell type in each
individual. The TCA framework further allows a search for statistical associations
between cell-type specific signals and an outcome or exposure of interest. We used
two different approaches for TCA based on the available functions in the TCA
package23. First, we applied a one-stage approach using the tca function, which
fits a model for all cell types jointly and tests the effect of each cell type separately
for statistical significance. We included the same covariates in the TCA model as in
the CellDMC and conventional EWAS models (newborn sex, maternal age,
maternal smoking, and array plate). Additionally, we applied a two-stage approach,
where a tensor for each cell type is first inferred and then an EWAS of GA is
conducted for each tensor. This was carried out by first using the tca function to
fit a model including all covariates mentioned above except GA. The model
resulting from the tca function was subsequently added as input for the tensor
function, obtaining new DNAm tensors for each cell type. An EWAS of GA was
then performed for each cell-type-specific tensor.

Analyses in MoBa1. To test whether array type had an impact on the findings
obtained from the analysis of the EPIC-based START dataset, we re-ran the
CellDMC analysis on the 450k-based MoBa1 dataset, testing all the 473,731 CpGs
available in this dataset.

To compare the CellDMC results from MoBa1 with those from START, we
applied the r value approach suggested by ref. 31, which allows a rigorous
assessment of the replication of findings. In short, we tested each CpG for

association with GA in both datasets (MoBa1 and START) and computed an r
value (the lowest FDR level at which the finding was replicated). We chose the r
value approach over other approaches, such as those used in a standard meta-
analysis or a two-step replication study, for the following reasons. First, a meta-
analysis tests whether there is any signal across the two studies; however, it does
not test whether the two studies show appropriate significance. Second, assessing
replicability in a two-step replication study is not straightforward, as this requires
adequate control of the type I error in both studies. This may involve a different
number of tests, especially as we use two types of DNAm arrays (EPIC and 450k).
Thus, the approach of ref. 31 provides a simpler solution for assessing replicability
and for controlling the type I error.

Location of CpGs. Information on CpG location and regulatory regions was
extracted from the respective Illumina Manifest Files (Infinium MethylationEPIC
v1.0 B4 for START and HumanMethylation450 v1.2 for MoBa1). One-tailed
hypergeometric tests were conducted to assess the relative enrichment of CpGs in
specific regions of interest.

Gene annotation and enrichment analysis. CpGs were annotated using the
online Genomic Regions Enrichment of Annotations Tool (GREAT32) using the
human genome build hg19 (GRCh37). GREAT was selected amongst other com-
peting methods because it considers both proximal (5.0 kb upstream and 1.0 kb
downstream) and distal (up to 1000 kb) regulatory regions. This is an advantage
over other methods that only take proximal regions into account, because taking
distal regulatory regions into account enables an assessment of the extra infor-
mation gained from detecting DNAm on distal regulatory CpGs on the EPIC array.
For gene enrichment analysis, GREAT performed a foreground/background
hypergeometric test over genomic regions using the total number of CpGs sur-
viving quality control as background (770,586 CpGs for the EPIC analyses and
473,731 CpGs for the 450k analyses). Finally, GREAT extracts information from
Gene Ontology (GO) and other ontologies covering human and mouse
phenotypes32.

Reporting summary. Further information on research design is available in the Nature
Portfolio Reporting Summary linked to this article.

Data availability
Access to the START and MoBa1 DNAm datasets can be obtained by applying to the
Norwegian Institute of Public Health (NIPH). Restrictions apply regarding the
availability of these data, which were originally used under specific approvals for the
current study and are therefore not publicly available. Access can only be given after
approval by the Norwegian Regional Committees for Medical and Health Research
Ethics (REK) under the provision that the applications are consistent with the consent
provided. An application form can be found on the NIPH website at https://www.fhi.no/
en/studies/moba/. Specific questions regarding access to data in this study can also be
directed to Dr. Siri E. Håberg (Siri.Haberg@fhi.no). The data generated in this study are
provided as Supplementary Data.

Code availability
All statistical analyses were performed using R version 4.1.287. R scripts are available
from the authors upon request.
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reproductive technologies
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Abstract 

Background:  Gestational age is a useful proxy for assessing developmental maturity, but correct estimation of 
gestational age is difficult using clinical measures. DNA methylation at birth has proven to be an accurate predictor 
of gestational age. Previous predictors of epigenetic gestational age were based on DNA methylation data from the 
Illumina HumanMethylation 27 K or 450 K array, which have subsequently been replaced by the Illumina Methylatio-
nEPIC 850 K array (EPIC). Our aims here were to build an epigenetic gestational age clock specific for the EPIC array 
and to evaluate its precision and accuracy using the embryo transfer date of newborns from the largest EPIC-derived 
dataset to date on assisted reproductive technologies (ART).

Methods:  We built an epigenetic gestational age clock using Lasso regression trained on 755 randomly selected 
non-ART newborns from the Norwegian Study of Assisted Reproductive Technologies (START)—a substudy of the 
Norwegian Mother, Father, and Child Cohort Study (MoBa). For the ART-conceived newborns, the START dataset had 
detailed information on the embryo transfer date and the specific ART procedure used for conception. The predicted 
gestational age was compared to clinically estimated gestational age in 200 non-ART and 838 ART newborns using 
MM-type robust regression. The performance of the clock was compared to previously published gestational age 
clocks in an independent replication sample of 148 newborns from the Prediction and Prevention of Preeclampsia 
and Intrauterine Growth Restrictions (PREDO) study—a prospective pregnancy cohort of Finnish women.

Results:  Our new epigenetic gestational age clock showed higher precision and accuracy in predicting gestational 
age than previous gestational age clocks (R2 = 0.724, median absolute deviation (MAD) = 3.14 days). Restricting the 
analysis to CpGs shared between 450 K and EPIC did not reduce the precision of the clock. Furthermore, validating the 
clock on ART newborns with known embryo transfer date confirmed that DNA methylation is an accurate predictor of 
gestational age (R2 = 0.767, MAD = 3.7 days).

Conclusions:  We present the first EPIC-based predictor of gestational age and demonstrate its robustness and preci-
sion in ART and non-ART newborns. As more datasets are being generated on the EPIC platform, this clock will be 
valuable in studies using gestational age to assess neonatal development.
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Background
Accurate determination of gestational age is important 
for assessing fetal development and maturity. This is 
necessary for investigating the impact of prenatal fac-
tors on pregnancy outcomes and any deviation from nor-
mal fetal development [1, 2]. Although gestational age 
at birth exhibits some normal variation, both preterm 
and post-term births are associated with an increased 
risk of adverse perinatal outcomes and health outcomes 
later in life [3–7]. The effects of gestational age at birth 
on health outcomes may be linked to epigenetic patterns 
established in utero or early in the postnatal period [8, 
9]. Changes in these patterns may interfere with critical 
developmental processes [10–12] and trigger phenotypic 
changes that persist throughout life. This may be even 
more pertinent to children conceived by assisted repro-
ductive technologies (ART), because ART procedures 
coincide with the extensive epigenetic reprogramming in 
the early embryo [13, 14].

DNA methylation (DNAm) is the most studied epige-
netic mark in humans. It has, in recent years, been used 
to build gestational age clocks that can predict gesta-
tional age [15–18]. Earlier clocks were built using DNAm 
data from the Illumina HumanMethylation27 (27  K) or 
the Illumina HumanMethylation450 (450  K) BeadChip 
arrays, both of which have subsequently been replaced 
by the Illumina MethylationEPIC BeadChip (EPIC). 
EPIC has nearly twice (865,859 CpGs) as many CpGs as 
450 K, and a stronger focus on regulatory elements [19]. 
Although EPIC includes over 90% of the probes on 450 K 
[19], six to eight of the CpGs included in existing gesta-
tional age clocks are not present on EPIC. This discrep-
ancy may affect the precision of the published clocks 
in predicting gestational age when applied to DNAm 
data generated on EPIC [20]. Therefore, it is essential to 
develop a new gestational age clock that is updated and 
optimized for EPIC. Equally important is to elucidate 
whether the additional CpGs on EPIC enhance gesta-
tional age prediction.

A challenge in developing accurate gestational age 
clocks is the lack of information on the exact gestational 
age of the newborns. The standard approaches for esti-
mating gestational age, based on ultrasound measure-
ments or the last menstrual period (LMP), have thus 
far been used for training and testing epigenetic clocks. 
Ultrasound and LMP are widely used in clinical settings 
and have their individual advantages and limitations. 
While LMP can be informative, it suffers from large 

variability, in part due to varying length of the follicular 
phase. Ultrasound is much more precise but still depends 
on the size of the fetus at the time of ultrasound [1, 21, 
22]. On the other hand, for children conceived by ART, 
the exact time when the embryo is transferred back to 
the uterus is known. Although there may be some differ-
ences in the days before fertilization and embryo transfer, 
and the developmental speed may differ in the in  vitro 
setting, the embryo transfer date (ETD) provides a more 
direct estimate of gestational age [23]. Therefore, DNAm 
data from ART births is particularly advantageous for 
developing and validating gestational age clocks. To our 
knowledge, no gestational age clock has yet been devel-
oped using ETD, although its use has been called for pre-
viously [16].

In addition to gestational age prediction, gestational 
age clocks can be used to estimate gestational age accel-
eration (GAA), which is defined as the discrepancy 
between gestational age predicted from DNAm data 
and gestational age derived from clinical measurements 
[16, 24]. Investigating GAA is important because of its 
reported association with several measures related to 
birth outcomes, such as the cerebroplacental ratio (a 
robust indicator of prenatal stress [25]), higher mater-
nal body mass index, and larger birth size [26]. Although 
children conceived by ART have a higher risk of sponta-
neous preterm birth [27] and other adverse perinatal out-
comes [28–30], only one small study has explored GAA 
in ART children [31].

To address these knowledge gaps, we developed a new 
gestational age clock based on EPIC-derived DNAm 
data from newborns in the Norwegian Study of Assisted 
Reproductive Technologies (START), which is a sub-
study within the Norwegian Mother, Father and Child 
Cohort Study (MoBa) [32]. We validated this clock in 
test sets of ART and non-ART newborns in START, and 
also in an external dataset from the Finnish Prediction 
and Prevention of Preeclampsia and Intrauterine Growth 
Restriction (PREDO) study [33], which was used as a rep-
lication cohort. We also used the new EPIC-based clock 
to explore differences in GAA between ART and non-
ART newborns.

Results
The EPIC gestational age clock
Table 1 and Fig. 1 provide overviews of the datasets used 
in this study. We fit a least absolute shrinkage and selec-
tion operator (Lasso) regression on DNAm data from 755 

Keywords:  DNA methylation, Epigenetics, Gestational age, Illumina MethylationEPIC BeadChip, Assisted reproductive 
technologies, IVF, ICSI, MoBa, MBRN, PREDO
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non-ART newborns in START. 176 CpGs were selected 
for being predictive of gestational age. Individual CpG 
sites and their corresponding coefficients are provided in 
Additional file 4.

We validated the resulting predictor, referred to as 
“EPIC GA clock” hereafter, in a test set of 200 non-ART 
newborns from START. The EPIC GA clock showed an 
R2 of 0.713 and a median absolute deviation (MAD) of 
3.59 days (Fig. 2, Table 2).

Comparison with previously published gestational age 
clocks in an external replication cohort (PREDO)
Using an external dataset of EPIC-derived DNAm data 
on 148 non-ART newborns from the PREDO study 
[33], we compared the performance of our EPIC GA 
clock with two published epigenetic gestational age 
clocks that were built on DNAm data from the previ-
ous methylation arrays: the Bohlin clock [15], based on 
450  K, and the Knight clock [16], based on 27  K and 

Table 1  Characteristics of the datasets used to evaluate the EPIC GA clock

GA gestational age, US ultrasound, ETD embryo transfer date

Dataset N GA range (US, days) Median GA (US, 
days)

GA range (ETD, days) Median GA (ETD, 
days)

Sex ratio 
(% male)

START non-ART​

 Training set 755 216–299 281.1 – – 49

 Test set 200 228–300 281.3 – – 46

START ART​

 Total 838 218–301 280.4 214–302 280.4 53

 Training set 674 228–300 280.3 227–302 280.3 53

 Test set 164 218–301 280.8 214–298 280.8 54

PREDO non-ART​

 Test set 148 227–296 278.9 – – 51

Train

START
Newborns
(n = 1793)

non-ART
(n = 955)

ART
(n = 838)

Training set
(n = 755)

Test set
(n = 200)

PREDO
(n = 148)

EPIC GA clock
176 CpGs selected

TestTest

Bohlin clock

Knight clockTest
Test

450K/EPIC overlap clock
173 CpGs selected

ETD-based clock
156 CpGs selected

Training set
(n = 674)

Train

Test

Test

Test set
(n = 164)

Test

Fig. 1  Analysis flow. START newborns were grouped into ART and non-ART, and each group was randomly assigned to a training and test set. 
The non-ART training set was used to develop the EPIC GA clock and the 450 K/EPIC overlap clock. The ART training set was used to develop the 
ETD-based clock. All three clocks were tested in the non-ART test set. The EPIC GA clock, the Bohlin clock, and the Knight clock were also tested in 
the PREDO test set. The datasets are marked in green, and the clocks are marked in blue. START-derived datasets and clocks are marked with solid 
lines. External datasets and clocks are marked with dashed lines
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450 K. Eight CpGs in the Bohlin clock and six CpGs in 
the Knight clock were absent from the PREDO dataset 
and were thus excluded from the analysis. Compared 
to the Bohlin and Knight clocks, our EPIC GA clock 
showed higher precision and accuracy in predicting 
gestational age (Fig.  3, Table  3). The difference in R2 
between the Bohlin clock and the EPIC GA clock was 
-0.062 (95% confidence interval (CI): −0.117, −0.014), 
and the difference in MAD was 3.27  days (95% CI: 
1.87, 3.92). The corresponding statistics for the Knight 
clock versus our EPIC GA clock were -0.247 (95% CI: 
−0.342, −0.161) for R2 and 1.13  days (95% CI: 0.196, 
2.40) for MAD.

Assessing the impact of CpGs unique to EPIC 
on the prediction of gestational age
Of the 176 CpGs selected in the EPIC GA clock, 89 
were found exclusively on EPIC. To assess whether 
the additional CpGs unique to EPIC affect the predic-
tion parameters R2 and MAD, we built a separate clock 
using the same training set but this time only including 
the 397,473 probes that are present on both 450  K and 
EPIC. We compared the performance of this new “450 K/
EPIC overlap clock” (173 CpGs) to the EPIC GA clock 
(Fig. 4; Table 2) and found no significant difference in R2 
(−0.0001; 95% CI: −0.021, 0.018) or MAD (0.162; 95% 
CI: −0.375, 0.794) (Table 3). In terms of CpG overlap, 81 

Fig. 2  Using the EPIC GA clock to predict gestational age. Panel a shows the scatter plot of predicted gestational age against gestational age 
estimated by ultrasound in the training set (n = 755). Panel b shows the corresponding predicted gestational age in the test set (n = 200). The 
red line indicates a perfect correlation between DNAm-based gestational age and ultrasound-based gestational age. The black line indicates the 
MM-type robust regression of ultrasound-based gestational age on DNAm-based gestational age

Table 2  Results of gestational age prediction in START and PREDO

*See also Table 1 and Fig. 1 for further details on these datasets

GA gestational age, SE standard error, MAD median absolute deviation, ETD embryo transfer date

Dataset*
(count)

GA estimation method Clock R2 SE MAD

START non-ART (n = 200) Ultrasound EPIC GA clock 0.713 5.52 3.59

Ultrasound 450 K/EPIC overlap clock 0.691 5.81 3.75

Ultrasound ETD-based clock 0.668 6.08 4.24

PREDO non-ART (n = 148) Ultrasound EPIC GA clock 0.724 5.08 3.42

Ultrasound Bohlin clock 0.610 6.06 6.69

Ultrasound Knight clock 0.406 6.99 4.55

START ART (n = 838) Ultrasound EPIC GA clock 0.767 5.32 3.80

ETD EPIC GA clock 0.767 5.30 3.70
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Fig. 3  Prediction of gestational age in the PREDO non-ART dataset (n = 148). Panel a shows the scatter plot of predicted gestational age against 
gestational age estimated by ultrasound using the EPIC GA clock. The corresponding predictions using the Bohlin clock and the Knight clock are 
shown in panel b and c, respectively. The red line indicates a perfect correlation between DNAm-based gestational age and ultrasound-based 
gestational age. The black line indicates the MM-type robust regression of ultrasound-based gestational age on DNAm-based gestational age

Table 3  Bootstrapped differences in R2, SE, and MAD between different clocks and GA estimation methods

*See Table 1 and Fig. 1 for further details on these datasets

GA gestational age, SE standard error, MAD median absolute deviation, ETD embryo transfer date

Dataset * (count) Comparison between clocks R2 (95% CI) SE (95% CI) MAD (95% CI)

START​
non-ART (n = 200)

450 K/EPIC overlap – EPIC GA −0.0001 (−0.021, 0.018) 0.001 (−0.142, 0.175) 0.162 (−0.375, 0.794)

ETD-based – EPIC GA 0.048 (−0.041, 0.123) −0.409 (−1.00, 0.335) 0.645 (−0.181, 1.209)

ETD-based – 450 K/EPIC overlap 0.048 (−0.039, 0.119) −0.410 (−1.03, 0.308) 0.483 (−0.409, 0.984)

PREDO
Non-ART (n = 148)

Bohlin – EPIC GA −0.062 (−0.117, −0.014) 0.528 (0.095, 0.994) 3.27 (1.87, 3.92)

Knight – EPIC GA −0.247 (−0.342, −0.161) 1.89 (1.97, 2.69) 1.13 (0.196, 2.40)

Knight – Bohlin −0.185 (−0.273, −0.102) 1.36 (0.698, 1.97) −2.15 (−3.11, −0.382)

Dataset * (count) Comparison between GA estimation methods R2 (95% CI) SE (95% CI) MAD (95% CI)

START​
ART (n = 838)

ETD – ultrasound 0.015 (−0.003, 0.033) −0.284 (−0.544, −0.037) −0.102 (−0.465, 0.174)

Fig. 4  Prediction of gestational age using the EPIC GA, 450 K/EPIC, and ETD-based clocks. Scatter plots of predicted gestational age using (a) the 
EPIC GA clock, (b) the 450 K/EPIC overlap clock, and (c) the ETD-based clock against gestational age estimated by ultrasound in a test set (n = 200) 
of non-ART newborns from START. The red line indicates a perfect correlation between DNAm-based gestational age and ultrasound-based 
gestational age. The black line indicates the MM-type robust regression of ultrasound-based gestational age on DNAm-based gestational age
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CpGs in the 450 K/EPIC overlap clock were also present 
in the EPIC GA clock.

Using the embryo transfer date (ETD) to predict gestational 
age
A great advantage of the ART dataset is that the ETD is 
known for the ART-conceived children. We thus devel-
oped a gestational age clock using the ETD of ART-con-
ceived children to investigate whether it was possible to 
achieve a better predictor of gestational age. Six hundred 
and seventy-four ART newborns from START (Table  1, 
Fig.  1) were used to train the ETD-based clock. Addi-
tional file  1: Figure S1 shows the performance of the 
ETD-based clock for ultrasound- and ETD-estimated 
gestational age in the START ART training and test set, 
respectively. When compared to the EPIC GA clock in 
the non-ART test set from START, the ETD-based clock 
showed a similar performance, with an R2 difference of 
0.048 (95% CI: −0.041, 0.123) and a difference in MAD 
of 0.645 (95% CI: −0.181, 1.209) (Fig.  4; Table  3). The 
ETD-based GA clock contained 155 CpGs, and only 19 of 
them were in common with those of the EPIC GA clock.

Application of the EPIC GA clock to ART children
To assess the performance of the EPIC GA clock in ART-
children, we applied the EPIC GA clock to the cord-blood 
DNAm data of 838 newborns conceived by ART (Table 1, 
Fig. 1). We compared predicted gestational age to gesta-
tional age estimated by ultrasound measurements and by 
ETD, respectively (Fig.  5). Gestational age estimated by 
ultrasound measurement and ETD was predicted with 

similar precision (R2 difference of 0.015 (95% CI: −0.003, 
0.033); Fig. 5, Table 3) and accuracy (MAD difference of 
−0.102 (95% CI: −0.465, 0.174)).

Gestational age acceleration in ART children
To assess whether GAA is associated with ART, we first 
regressed gestational age predicted by the EPIC GA clock 
on gestational age estimated by ultrasound in 200 non-
ART and 838 ART newborns from START. GAA was 
calculated using the residuals from this regression. Next, 
we analyzed the relationship between GAA and ART by 
performing a logistic regression of ART on GAA. We 
found no significant difference in GAA between the ART 
(n = 838) and non-ART (n = 200) newborns (p = 0.388, 
Fig. 6).

Aside from ETD, another major advantage of the 
START dataset is that the specific ART procedure used 
for conception was known, i.e., whether in vitro fertiliza-
tion (IVF) was used alone or together with intracytoplas-
mic injection of sperm (ICSI), and whether the embryo 
was transferred fresh or after being frozen. We found no 
significant difference in GAA between newborns con-
ceived by IVF alone (n = 470) and those conceived by IVF 
in combination with ICSI (n = 338) (p = 0.976, Additional 
file  2: Figure S2). Furthermore, there was no significant 
difference between fresh (n = 693) and frozen (n = 115) 
embryo transfer (p = 0.274, Additional file 3: Figure S3).

Gene‑enrichment analysis
To explore the biological significance of the 176 
CpGs selected in our EPIC GA clock, we performed 

Fig. 5  Prediction of gestational age estimated by ultrasound and embryo transfer date (ETD). Scatter plots of predicted gestational age using 
the EPIC GA clock against gestational age estimated by a ultrasound and b ETD in a dataset of ART-born children (n = 838) in START. The red line 
indicates a perfect correlation between DNAm-based gestational age and a ultrasound-based or b ETD-based gestational age. The black line shows 
the regression of a ultrasound-based or b ETD-based gestational age on DNAm-based gestational age
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gene-enrichment analyses of the genes annotated for the 
selected CpGs. Using the annotation data provided in 
Illumina’s Infinium MethylationEPIC v1.0 B4 Manifest 
file, we identified 154 unique gene names annotated for 
the 176 selected CpGs. A list of the 176 CpGs and their 
annotated genes is provided in Additional file  4. The 
software WebGestalt [34] was used to perform gene-
enrichment analyses of the 154 genes [35]. WebGestalt 
identified 78 categories as being significantly enriched 
at a false discovery rate (FDR) < 0.01. The category with 
the highest enrichment ratio was “regulation of plate-
let-derived growth factor receptor signaling pathway,” 
containing LRP1, HIP1R, HGS, and SRC (enrichment 
ratio = 37; FDR = 0.003). Several of the significant hits 
were related to abnormal morphology of the eye, ear, 
nose, and other developmental categories, e.g., “plasma 
membrane-bounded cell projection organization” and 
“negative regulation of cellular biosynthetic process.” The 
complete output of the WebGestalt analyses is provided 
in Additional file 5.

Discussion
We present the first EPIC-based predictor of gestational 
age and demonstrate its robustness and precision in ART 
versus non-ART newborns. This study benefited greatly 
from having the largest ART dataset to date, with detailed 
information on ETD and the specific procedure used for 
conception. Our EPIC GA clock, trained on the START 
dataset, outperformed previous cord blood-based 

gestational age clocks when compared in an independent 
Finnish test set (PREDO).

Previous DNAm-based clocks were developed using 
the now outdated 27 K and 450 K. EPIC has almost twice 
as many CpGs as 450 K, and while 27 K and 450 K mostly 
cover areas around genes and CpG-islands, some of the 
additional probes on EPIC target distal regulatory ele-
ments and intergenic regions [36]. We, therefore, hypoth-
esized that the additional CpGs unique to EPIC might 
have enhanced the performance of the EPIC GA clock. 
However, when we developed a separate clock featur-
ing only those probes that are shared between 450 K and 
EPIC, we observed a similar performance to the EPIC 
GA clock, indicating that the additional CpGs on EPIC 
did not significantly enhance the prediction of gestational 
age. This observation is consistent with recent findings 
on age prediction by Lee et  al. [37]. Another plausible 
explanation for the superior performance of our EPIC 
GA clock might be related to the fact that eight CpGs 
in the Bohlin clock and six CpGs in the Knight clock 
are absent from the EPIC array. This discrepancy might 
have reduced the prediction accuracy of the earlier clocks 
when applied to EPIC data.

A substantial advantage of the START dataset is its 
large sample size combined with detailed information on 
ETD for the ART-conceived newborns and the specific 
ART procedures used for conception. Using ETD pro-
vides a more direct estimate of gestational age than esti-
mates based on ultrasound measurement or LMP [23]. 
We thus checked whether a clock trained on gestational 

Fig. 6  Gestational age and gestational age acceleration (GAA) in ART and non-ART children. Panel a shows predicted gestational age using 
the EPIC GA clock against gestational age estimated by ultrasound in ART (n = 838, highlighted in black) and non-ART (n = 200, highlighted in 
red) newborns from START. Panel b shows GAA represented by the regressions of EPIC GA clock-predicted gestational age on ultrasound-based 
gestational age in the ART and non-ART newborns
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age estimated by ETD would lead to a further improve-
ment in gestational age prediction. The results showed 
that the two clocks had similar performance, despite the 
low overlap in CpGs and genes. This suggests that using 
ETD-based gestational age estimates for training does 
not significantly enhance prediction compared to clocks 
trained on ultrasound-based estimates, further highlight-
ing the precision of the EPIC GA clock.

A higher risk of spontaneous preterm birth and other 
adverse perinatal outcomes has been reported among 
ART-conceived children [28–30]. Given that the timing 
of ART procedures coincides with the extensive epige-
netic remodeling in the gametes and early embryo, and, 
further that epigenetic alterations have been reported 
in ART embryos and children [38–40], we investigated 
whether the epigenetic gestational age of ART newborns 
differed significantly from that of non-ART newborns. 
When we applied the EPIC GA clock to ART newborns, 
the precision of the gestational age prediction remained 
similar to that of the non-ART newborns, indicating that 
the clock is also well suited for predicting gestational age 
in ART newborns. Furthermore, the EPIC GA clock pre-
dicted both ETD-based and ultrasound-based gestational 
age equally well, again underscoring the precision of the 
clock. Finally, we found no significant differences in GAA 
between ART and non-ART newborns.

ART is a collective term used to describe different pro-
cedures and categories that may have different impacts 
on fetal DNAm. It is therefore particularly important 
to investigate whether gestational age prediction dif-
fers according to the specific ART procedure used. 
For instance, embryos may be transferred to the uterus 
when they are fresh or after being frozen, and IVF may 
or may not involve ICSI. A previous study [31] examin-
ing GAA in ICSI newborns compared to non-ART new-
borns did not find any significant difference between the 
two groups. However, the authors detected a significant 
decrease in DNAm-predicted gestational age at birth 
among the ICSI newborns. To verify these findings in our 
dataset, we conducted another set of analyses to explore 
differences between IVF, ICSI, and non-ART newborns, 
as well as between fresh, frozen, and non-ART-con-
ceived newborns. We found no significant differences in 
DNAm-predicted GA or GAA between any of the groups 
(Additional file 2: Figure S2 and Additional file 3: Figure 
S3), further strengthening the hypothesis that GAA is not 
associated with ART.

Although DNAm is strongly associated with gestational 
age, the mechanisms underlying this association are not 
well understood. A closer inspection of the specific CpGs 
selected for gestational age prediction and the overlap 
between different clocks may provide some answers. Of 
the 176 CpGs selected by the EPIC GA clock, only 11 

were in common with the CpGs in the Bohlin clock, and 
none overlapped with the CpGs in the Knight clock. This 
could partly be explained by the 89 EPIC-specific CpGs. 
The lack of overlap in CpGs across different clocks has 
also been observed in age prediction models [41]. Our 
analyses showed little overlap between the EPIC GA 
clock and the ETD-based clock, even though both were 
trained on EPIC data. As Lasso regression and elastic net 
regression may select CpGs that are not associated with 
the outcome per se [42], dataset-specific CpGs could 
end up being included in the model. Furthermore, Lasso 
selects one CpG for each group of correlated (or neigh-
boring) CpGs, whereas elastic net regression selects sev-
eral CpGs, leading to a so-called “grouping effect” [43], 
which could lead to less overlap in CpGs between predic-
tion models.

Unraveling the biological mechanisms underlying the 
gestational age clocks requires identifying the genes 
associated with the clock-specific CpGs and examin-
ing how they are related to gestational age. Our results 
revealed several genes in common across the different 
clocks. For example, 13 genes were shared between the 
EPIC GA clock and the Bohlin clock, while 15 genes were 
shared between the EPIC GA clock and the ETD-based 
clock. Some of the CpGs and genes in the EPIC GA clock 
appear to be stably associated with gestational age. For 
example, CpGs linked to Nuclear Receptor Corepressor 
2 (NCOR2) and Insulin-Like Growth Factor 2 MRNA-
binding protein 1 (IGF2BP1) were selected in both the 
EPIC GA clock and the Bohlin clock, and both of these 
genes have previously been identified in other studies of 
gestational age [44–47]. NCOR2 is involved in vitamin A 
metabolism and lung function [48], and IGF2BP1 plays 
an important role in embryogenesis and carcinogenesis 
[49]. The EPIC GA clock also identified CpGs related 
to Corticotropin-Releasing Factor-Binding Protein 
(CRHBP), consistent with previous studies of gestational 
age [8, 50]. CRHBP levels rise throughout pregnancy but 
drop markedly when approaching term [51]. Further-
more, Mastorakos and Ilias [52] showed that CRHBP 
might prevent aberrant pituitary-adrenal stimulation 
in pregnancy. In addition to the genes mentioned here, 
several other genes linked to the CpGs in our clock have 
previously been implicated in gestational age, including 
Muscleblind Like Splicing Regulator 1 (MBNL1), CD82 
molecule (CD82), Integrin Subunit Beta 2 (ITGB2), and 
Rap Guanine Nucleotide Exchange Factor 3 (RAPGEF3) 
[47, 50]. Additional studies are needed to elucidate their 
roles in gestational age.

For a clock to be useful, it needs to be generalizable 
to other cohorts and populations. As with the Boh-
lin clock, our EPIC GA clock was trained on data from 
a relatively homogeneous cohort in terms of ethnicity, 
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socioeconomic status, and age [32, 53]. Our clock per-
formed equally well in the independent Finnish PREDO 
cohort. However, while the use of a homogeneous train-
ing set may enhance the prediction model [42, 54], it can 
also result in a cohort-specific clock that is less generaliz-
able to other populations.

Exploring associations between specific neonatal out-
comes and DNAm-based gestational age is still in its 
nascent stages [26, 55], and there are many unanswered 
questions regarding neonatal development. The devel-
opment of an EPIC-specific gestational age clock may 
offer additional insights into gestational age and neona-
tal development. As the 450 K array has been discontin-
ued, we anticipate that future research on DNAm-based 
GA clocks will migrate to the more updated EPIC array. 
Research on GA-related topics and DNAm utilizing the 
450  K array are expected to continue for some time, as 
many 450  K-based datasets are still in circulation and 
some are being used in consortia-led efforts. The clocks 
presented here may facilitate further research on DNAm-
based clocks for both 450 K and EPIC-based arrays.

Conclusions
The new EPIC GA clock presented here predicted gesta-
tional age precisely in both ART and non-ART newborns 
and outperformed previous cord blood-based gestational 
age clocks when validated in an independent test set. The 
increased performance was not due to the higher cov-
erage of CpGs on the EPIC array. Furthermore, the use 
of ETD-estimated gestational age for training did not 
improve the precision of gestational age prediction sig-
nificantly compared with clocks trained on ultrasound-
estimated gestational age. This is reassuring, as most 
datasets on newborns only have ultrasound- or LMP-
based measures of gestational age. Finally, we did not find 
any significant association between GAA and ART. With 
a growing number of epigenetic datasets currently being 
generated on the EPIC platform, we expect our EPIC GA 
clock to become increasingly valuable in assessing devel-
opmental maturity in studies of neonatal development 
and disease.

Methods
Study population
MoBa is an ongoing, population-based pregnancy cohort 
study conducted by the Norwegian Institute of Public 
Health (NIPH). Totally, 114,500 children, 95,200 moth-
ers, and 75,200 fathers were recruited from all over Nor-
way from 1999 through 2008 [32]. The MoBa mothers 
consented to participation in 41% of the pregnancies. 
Extensive details on the MoBa cohort have been provided 
elsewhere [32, 56]. START is a substudy of MoBa and 

consists of 1,995 newborns and their parents. Blood sam-
ples from the newborns were obtained from the umbili-
cal cord at birth [56].

PREDO is a prospective pregnancy cohort of Finnish 
women who gave birth to a singleton live child between 
2006 and 2010 [33]. The cohort comprises 1079 pregnant 
women; 969 of these had one or more known risk fac-
tors for preeclampsia and intrauterine growth restriction, 
whereas the rest had no such risk factors. The women 
were enrolled in the study when they arrived for their 
first ultrasound screening at 12–14 gestational weeks 
in 10 study hospitals in Southern and Eastern Finland. 
Blood samples were obtained from the cord blood of 998 
newborns [57]. To validate the gestational age clocks, we 
used cord blood-based DNAm data from 148 newborns 
(Fig. 1).

DNAm profiling and quality control
Cord blood samples taken by a midwife immediately after 
birth were frozen [56]. Five hundred nanograms of DNA 
extracted from the cord blood of START newborns were 
shipped to LIFE & BRAIN GmbH in Bonn, Germany, 
for measurement of DNAm on the Illumina Methylatio-
nEPIC array (Illumina, San Diego, USA). The raw iDAT 
files were imported and processed in four batches using 
the R-package RnBeads [58]. 44,210 cross-hybridizing 
probes [59] and approximately 10,000 probes with a high 
detection p-value (above 0.01) were removed. 16,117 
probes with the last three bases overlapping with a sin-
gle-nucleotide polymorphism (SNP) were also excluded. 
The remaining DNAm signal was processed using BMIQ 
[60] to normalize the type I and type II probe chemis-
tries. Control probes output from RnBeads were visu-
ally inspected for all samples, and those with low overall 
signals were removed. The Greedycut option [58] was 
used to remove outliers with markedly different DNAm 
signals than the rest of the samples. This resulted in the 
removal of 58 samples in total. For consistency, CpG 
sites removed from one batch, due to poor quality and 
detection p-value, were also removed from subsequent 
batches. After quality control, 770,586 autosomal CpGs 
and 1945 samples remained in the final dataset. 1793 
subjects for whom we had information on ultrasound-
based gestational age were used to develop and validate 
the gestational age clocks in this study.

For the PREDO samples, DNA was extracted accord-
ing to standard procedures. Methylation analyses were 
performed at the Max Planck Institute of Psychiatry in 
Munich, Germany. DNA samples were bisulfite-con-
verted using the EZ-96 DNA Methylation kit (Zymo 
Research, Irvine, CA) and assayed on the Illumina Infin-
ium MethylationEPIC array (Illumina, San Diego, USA). 
Three samples were excluded for being outliers based 
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on their median intensity values. Another three samples 
showing discordant phenotypic and estimated sex were 
excluded. A further three samples were contaminated 
with maternal DNA and were also removed [61]. Meth-
ylation beta-values were normalized using the funnorm 
function [62] in the R-package minfi [63]. Three samples 
showed density artifacts after normalization and were 
removed from further analysis. We excluded probes 
on the sex chromosomes, probes containing SNPs, and 
cross-hybridizing probes according to previously pub-
lished criteria [59, 64, 65]. Furthermore, CpGs with a 
detection p-value > 0.01 in at least 25% of the samples 
were also excluded. Finally, one duplicate sample was 
removed after quality control. The final dataset contained 
812,987 CpGs and 148 samples. After normalization, no 
significant batch effects were identified.

Variables
For the START dataset, information on gestational age, 
sex, and ART status was extracted from the Medical 
Birth Registry of Norway (MBRN). Gestational age at 
birth was estimated by ultrasound measurements in week 
18 of pregnancy. For the ART children, we used the date 
of egg retrieval plus 14 days to obtain a second estimate 
of gestational age. When the date of egg retrieval was not 
known, the date of embryo insertion was used instead, 
minus two days. For embryos that were frozen, we used 
the date of embryo insertion plus 14 days, and the num-
ber of days between egg retrieval and freezing. These 
three estimations of gestational age were combined into a 
variable called embryo transfer date (ETD). IVF and ICSI 
were defined as ART treatments, whereas children con-
ceived by intrauterine insemination were defined as non-
ART births.

For the PREDO dataset, information on gestational 
age and sex was extracted from the Finnish Medical 
Birth Register. Gestational age at birth was estimated by 
ultrasound measurements between 12 and 14  weeks of 
pregnancy.

Gestational age prediction
Figure  1 shows a flowchart of the analyses performed. 
Children conceived without ART (non-ART) were ran-
domly split into two groups: a training set (~ 80%) for 
developing the clock and a test set (~ 20%) for validating 
the clock. We used Lasso regression from the R-package 
glmnet [66] to develop DNAm-based predictors of ges-
tational age. Clinically estimated gestational age was 
regressed on the 770,586 remaining CpGs after quality 
control in the START dataset. For the “450 K/EPIC over-
lap clock,” only the 397,473 CpGs that were in common 
between 450 K and EPIC were used. Missing probes were 
imputed using the median imputation procedure in the 

R-package Hmisc [67]. Tuning parameters α and λ were 
selected after tenfold cross-validation in the training set. 
For the “EPIC GA clock,” Lasso regression selected 176 
CpGs (α = 1, λ = 0.66), while for the 450  K/EPIC over-
lap clock and the “ETD-based clock,” 173 CpGs (α = 1, 
λ = 0.63) and 156 CpGs (α = 1, λ = 0.62) were selected, 
respectively. Individual CpG sites and their correspond-
ing coefficients are provided in Additional file 4.

The above clocks were used to estimate gestational age 
in (i) the START non-ART test set, (ii) the START ART 
newborns, and (iii) the non-ART newborns from PREDO 
(see Fig.  1 for more details). Predicted gestational age 
was regressed on clinically estimated gestational age 
using MM-type robust linear regression [68] from the 
R-package robustbase [69]. The precision of a given pre-
diction model was defined as the proportion of variance 
explained by the model (i.e., by the R2 value). Accuracy, 
on the other hand, was defined as the median absolute 
deviation (MAD) between observed and predicted gesta-
tional age.

Comparison of prediction parameters
To compare the performances of the different clocks and 
GA estimation methods, we calculated the differences in 
R2, SE, and MAD when computed by two different clocks 
or GA methods. To assess the size and significance of the 
differences, we computed bootstrap confidence intervals 
for each difference. Since all three performance measures 
can be calculated from observed and predicted GA val-
ues, each bootstrap sample selected individuals randomly 
and used the observed and predicted GA values already 
calculated for those individuals. The pairs of R2, SE, and 
MAD values were calculated from the same bootstrap 
sample to account for the same dataset being used in 
each comparison. Thus, we did not need to refit the full 
prediction model for each bootstrap sample.

The bootstrapping was performed using the R-package 
boot [70, 71]. 95% confidence intervals of the bootstrap 
differences were standard percentile intervals, reported 
as type “perc” by the boot package. A difference was con-
sidered statistically significant when the corresponding 
confidence intervals did not include the value 0.

Gestational age acceleration analysis
GAA was defined as the residuals from a linear regres-
sion of DNAm gestational age predicted by the EPIC GA 
clock on ultrasound-estimated gestational age [16]. We 
tested for association between GAA and ART by per-
forming a logistic regression of ART on GAA.

Gene‑enrichment analysis
The online functional enrichment software WebGe-
stalt [34] was used to search for enrichment within the 
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annotated genes of the EPIC GA clock. We identified 154 
unique gene names annotated for the 176 CpGs selected 
in the EPIC GA clock using the annotation data from 
Illumina’s Infinium MethylationEPIC v1.0 B4 Manifest 
file. We then performed an overrepresentation analysis 
on the 154 genes using Fisher’s exact test [35], assign-
ing a minimum of five genes per category, and using the 
genome as background. WebGestalt leverages data from 
the following databases for each category: gene ontol-
ogy [72, 73] (Biological Process, Cellular Component, 
Molecular Function), pathway (KEGG [74], Panther [75], 
Reactome [76], WikiPathway [77]), network (Kinase tar-
get, Transcription Factor target, miRNA target), dis-
ease (DisGeNET [78], GLAD4U [79], OMIM [80]), drug 
(DrugBank [81]), phenotype (Human Phenotype Ontol-
ogy [82]), and chromosomal location (Cytogenic Band). 
The Benjamini–Hochberg procedure was applied to the 
p-values, and categories with a false discovery rate below 
0.01 were declared significantly enriched.
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clock can be found in Additional file 6. The clock can be applied to DNAm data 
using the following procedure: (1) generate a matrix of beta values (n individu-
als by p CpG sites), (2) select the CpG sites for the EPIC GA clock (Additional 
file 6) out of the matrix of beta values, (3) calculate the linear combination 
of the beta values and coefficients of the selected CpGs sites, and 4) add the 
intercept (Additional file 6) to the linear combination.
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ABSTRACT 

Background: DNA methylation (DNAm) is robustly associated with chronological age in children 

and adults, and gestational age (GA) in newborns. This property has enabled the development of 

several epigenetic clocks that can accurately predict chronological age and GA. However, the lack of 

overlap in predictive CpGs across different epigenetic clocks remains elusive. Our main aim was 

therefore to identify and characterize CpGs that are stably predictive of GA. 

Results:  We applied a statistical approach called ‘stability selection’, which combines subsampling 

with variable selection, to DNAm data from 2,138 newborns in the Norwegian Mother, Father, and 

Child Cohort study. Twenty-four CpGs were identified as being stably predictive of GA. Intriguingly, 

only up to 10% of the CpGs in previous GA clocks were found to be stably selected. Based on these 

results, we used generalized additive model regression to develop a new GA clock consisting of only 

five CpGs that showed a similar predictive performance as previous GA clocks (R2 = 0.674, median 

absolute deviation = 4.4 days). These CpGs were in or near genes implicated in immune responses, 

metabolism, and developmental processes. Furthermore, accounting for nonlinear associations 

improved prediction performance in preterm newborns. 

Conclusion:  We present a methodological framework for feature selection that is broadly applicable 

to any trait that can be predicted from DNAm data. We demonstrate its utility by identifying CpGs that 

are highly predictive of GA and present a new and highly performant GA clock based on only five 

CpGs that is more amenable to a clinical setting.  
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BACKGROUND 

Epigenetic modifications are recognized for their prominent roles in aging and development (1, 2). 

DNA methylation (DNAm), one of the most studied epigenetic marks in humans (3), is strongly 

associated with gestational age (GA) in newborns and with chronological age in children and adults (4, 

5, 6). This property of DNAm has enabled the development of several prediction models, commonly 

known as ‘epigenetic clocks’, that are highly predictive of age and GA (6, 7, 8, 9, 10, 11, 12). While it 

is now firmly established that epigenetic clocks perform exceptionally well in predicting chronological 

age and, in particular, GA, the reason for the lack of overlap in the selected DNAm sites (CpGs) across 

different epigenetic clocks has yet to be elucidated.  

Current epigenetic clocks are based on variable selection methods such as penalized regression that 

suffer from two major drawbacks. First, they can be inconsistent in terms of variable selection when 

the covariates are measured with error and/or noise (13, 14). Second, if several correlated variables are 

predictive of the outcome, penalized regression methods tend to select only one among those variables 

(15). Given that DNAm is measured with noise (16, 17) and DNAm levels of neighboring CpGs often 

exhibit correlation (18, 19), the drawbacks of penalized regression methods may likely explain some 

of the inconsistency observed in the CpGs that are selected by different epigenetic clocks. To 

overcome these problems, we applied a statistical method called ‘stability selection’ (20) to identify 

CpGs that are repeatedly selected when predicting GA. In essence, stability selection combines 

subsampling with a chosen variable selection method, such as the ‘least absolute shrinkage and 

selection operator’ (lasso), to minimize the number of false discoveries in the set of selected variables.  

Epigenetic clocks for GA have tremendous potential for epidemiological and clinical research as 

accurate predictors of GA and useful surrogates for assessing developmental maturity (21). However, 

current GA clocks comprise anywhere between a few dozen to several hundreds of CpGs (7, 8, 9, 12), 

which limit their utility. With current technology, quantifying such a large number of CpGs is too 

costly and not amenable to most clinical settings. One step towards broader applicability is to 

construct a more concise and cost-efficient epigenetic clock for GA using as few CpGs as possible 

without compromising too much on predictive performance. Specifically, this entails selecting the 

most biologically relevant CpGs while excluding those that mostly capture noise.  

Our main aim here was to use stability selection to identify CpGs that are most likely to be stably 

predictive of GA across samples in an attempt to answer the following questions: i) Are there any 

CpGs that are stably predictive of GA, and, if yes, do these feature among those in existing GA 

clocks?; ii) Can the stably selected CpGs be used to build a GA clock consisting of fewer CpGs but 

that still shows a good performance compared to previously published GA clocks?; and iii) Can we 

obtain a biologically meaningful interpretation of how the predictive CpGs are linked to GA? 
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RESULTS 

Study sample characteristics 

The current analyses are based on DNAm data from 2,138 newborns from two random subsamples (n 

= 956 and n = 1,182) within the larger Norwegian Mother, Father, and Child Cohort (MoBa) study 

(22). DNAm data in both datasets were generated using the Illumina Infinium MethylationEPIC 

BeadChip (EPIC). The distributions of GA and sex were similar in the two datasets. GA ranged from 

216 to 300 days (mean 279.8 days, SD 11.2 days) in the combined dataset (Table1).  

 Table 1: Characteristics of datasets used for selecting CpGs stably predictive of gestational age 

Characteristic Dataset 1 

n = 956 

Dataset 2 

n = 1,182 

Combined 

n = 2,138 

GA in days   Mean (SD) 279.9 (10.8) 279.7 (11.6) 279.8 (11.2) 

  Median 281 282 281 

  Range 216-300 228-300 216-300 

Sex (male), n (%) 470 (49%) 569 (48%) 1,039 (49%) 

Abbreviations: GA, gestational age; SD, Standard deviation 

 

Twenty-four CpGs were stably predictive of GA 

To identify CpGs that are stably predictive of GA, we combined the stability selection methodology 

proposed by Meinshausen and Bühlmann (20) with lasso regression (23). We randomly selected 50% 

of the samples in our combined dataset and performed lasso regression on this subset. This process 

was repeated 1000 times. We then computed a selection probability for each CpG based on how many 

times it was selected as being predictive of GA. Finally, the formula derived by Meinshausen and 

Bühlmann (20) was used to choose a selection probability threshold above which CpGs were defined 

as being stably predictive of GA. The selection probability threshold depends on the maximum 

number of false discoveries we could allow on average in our set of stably selected CpGs. A more 

detailed explanation of the analytic pipeline is provided in the Methods section. 

Figure 1 shows the 769,139 CpGs included in the analysis and their corresponding selection 

probabilities. When allowing for a maximum of two false discoveries, which corresponds to a 

selection probability of 0.73 and above (Supplementary Table 1), 24 CpGs were identified as stably 

predictive of GA (Table 2). The complete output of the stability selection analyses is provided in 

Supplementary Data 1. 
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Figure 1. Selection probability of each CpG for the prediction of GA in cord-blood DNAm samples of 

newborns in MoBa (n = 2,138). Each point represents a single CpG (n = 769,139). The x-axis displays the 

CpGs according to their genomic coordinate, while the y-axis represents the selection probability calculated from 

the stability selection analysis. The solid horizontal line denotes a selection probability of 0.5, where a given 

CpG has an equal probability of being selected or excluded. The dashed black line denotes the selection 

probability threshold of 0.73. Asterisks signify CpGs that were selected in previously published GA clocks 

(specifically, the Haftorn clock (9), the Bohlin clock (7), or the Knight clock (8)). Orange signifies a CpG with a 

selection probability above the threshold of 0.73, and blue signifies a CpG from a previously published clock 

with a selection probability below that threshold.  
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 Table 2: CpGs identified as being stably predictive of gestational age 

CpG ID Selection 

probability 

Chr** Genomic 

coordinates** 

Relation to 

CpG Island** 

Present on 

450K ** 

Gene ID ** 

cg04347477 1.000 12 125,002,007 Island yes NCOR2 

cg18183624 0.996 17 47,076,904 S_Shore yes IGF2BP1 

cg25975961 0.969 7 150,600,818 Open sea no - 

cg20320200 0.949 1 217,030,433 Open sea yes ESRRG 

cg11387576 0.941 9 18,260,848 Open sea no - 

cg11579708 0.934 10 13,142,679 S_Shore no CCDC3; OPTN 

cg21180953 0.902 18 42,489,607 Open sea no SETBP1 

cg09709426 0.881 3 45,911,521 Open sea no LZTFL1 

cg07533333 0.860 15 59,793,834 Open sea no FAM81A 

cg07749613 0.852 2 97,073,539 Open sea yes - 

cg15393909 0.844 3 111,852,242 Open sea no GCSAM 

cg10714639 0.842 19 1,075,104 S_Shore yes HMHA1 

cg02567958 0.820 22 37,962,818 Island yes CDC42EP1 

cg12681972 0.820 6 26,225,299 N_Shore no HIST1H3E 

cg01833485 0.807 1 216,860,692 Open sea yes ESRRG 

cg00840791 0.802 19 16,453,259 Open sea no - 

cg16348385 0.801 16 30,106,822 N_Shore yes YPEL3 

cg12999267 0.779 12 94,376,970 Open sea yes - 

cg20301308 0.775 1 65,534,742 S_Shore yes - 

cg12542255 0.771 19 45,976,195 Island yes FOSB 

cg20734092 0.760 10 22,546,132 S_Shelf no LOC100130992 

cg12434132 0.745 2 25,268,065 S_Shelf no EFR3B 

cg11436362 0.744 11 67,053,929 S_Shore yes ADRBK1 

cg03540917 0.741 4 57,686,587 N_Shore no SPINK2 

Abbreviations: Chr, chromosome; S_Shore, south shore; N_Shore, north shore; S_Shelf, south shelf; 450K, Illumina 

HumanMethylation450 BeadChip 

** Information extracted from the Illumina’s Infinium MethylationEPIC v1.0 B4 manifest file. Genomic coordinates are 

according to the GRCh37 version of the human genome. 

 

Most of the CpGs selected in GA clocks are not stably predictive of GA 

To investigate the stability of CpGs selected for GA prediction in previously published GA clocks, we 

examined three different cord blood-based epigenetic GA clocks: (i) the ‘Haftorn clock’, based on 

EPIC samples (9), (ii) the ‘Bohlin clock’, based on 450K samples (7), and (iii) the ‘Knight clock’, 

based on 450K and 27K samples (8). In total, 389 unique CpGs in our analyses were previously 

selected in GA clocks; specifically, 176 in the Haftorn clock, 86 in the Bohlin clock, and 140 in the 
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Knight clock. Of these CpGs, two were in common between the Knight and the Bohlin clock, and 11 

were in common between the Bohlin and the Haftorn clock. There were no shared CpGs between the 

Knight and the Haftorn clock. Eighteen (10.2%) of the Haftorn clock CpGs (Figure 2a) and eight 

(9.3%) of the Bohlin clock CpGs (Figure 2b) were found to be stably predictive of GA. By contrast, 

none of the Knight clock CpGs were found to be stably predictive of GA (Figure 2c). Interestingly, 

four of the CpGs identified as being stably predictive of GA, notably cg03540917, cg15393909, 

cg20320200 and cg20734092, were not selected by any of the above GA clocks. 

 

 

Figure 2. Selection probability of CpGs in our analyses that were selected for being predictive in three 

previously published GA clocks. Panel a shows the CpGs that were selected in the Haftorn clock (n = 176), 

panel b shows the CpGs that were selected in the Bohlin clock (n = 86), and panel c shows the CpGs that were 

selected in the Knight clock (n = 140). In each panel, the x-axis displays the beta coefficient for each CpG from 

the prediction model multiplied by the variance of DNAm in our samples, while the y-axis represents the 

selection probability calculated from the stability selection analysis. The solid horizontal line denotes a selection 

probability of 0.5 (i.e., a given CpG has an equal probability of being selected or excluded). The dashed black 

line denotes the selection probability threshold of 0.73. Orange signifies a selection probability above the 

threshold of 0.73, and blue signifies a clock-CpG with a selection probability below that threshold. 

 

Five CpGs are enough to build a reliable GA clock 

We investigated whether the CpGs identified as being stably predictive of GA could be used to build 

an independent epigenetic GA clock based on fewer CpGs but that still shows a similar performance 

as the previously published GA clocks. We randomly divided the total sample population into a 

training (80%, n = 1,709) and test set (20%, n = 429), and reran the stability selection analysis on the 

training set (Supplementary Data 2). When allowing for a maximum of two false discoveries, we 

identified 28 CpGs that were stably predictive of GA in this subset (selection probability threshold = 

0.63). To further reduce the number of CpGs, we chose a stricter threshold by allowing a maximum of 

one false discovery (selection probability threshold = 0.76), which resulted in 15 stably selected CpGs 

(Figure 3).  
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Figure 3. The relationship between DNAm level and GA for each of the 15 stably selected CpGs in the 

training set (n = 1709). In each of the panels (a-o), ultrasound-estimated GA (x axis) is plotted against the 

DNAm level (𝛃-value) (y axis) for a given CpG. The orange line indicates the generalized additive model 

(GAM) regression of DNAm level on ultrasound-estimated GA. Orange CpG titles in panels a-e signify CpGs in 

the ‘5 stable CpG GA clock’.  

 

To determine the number of CpGs needed to be included in a GA clock to achieve a similar predictive 

performance as that of previously published GA clocks, we first fitted generalized additive model 

(GAM) regressions of GA on DNAm levels in the training set for each of the 15 CpGs identified 

above and ordered them according to their R2 value (Figure 3). The output of the regression on the 

CpG with the highest R2 was used to predict GA in the test set (n = 429). This procedure was iterated 

by fitting a GAM regression of GA on DNAm levels of the two CpGs with the highest R2, then the 



9 
 

three CpGs with the highest R2, and so on and so forth, until we had constructed 15 different 

prediction models for GA. We then assessed predictive performance in the test set by comparing R2 

and median absolute deviation (MAD) for each of the 15 prediction models as well as one that was 

developed using a standard framework with lasso (Figure 4, Supplementary Table 2). When the 

predictive performance of the lasso model (with 233 CpGs) was compared to that of the rest of the 

clocks, it was evident that very few CpGs were needed to attain a sufficiently good prediction of GA. 

The top CpG (cg04347477) alone predicted GA with an R2 of 0.52 and a MAD of 5.09 days. When 

including five CpGs (cg04347477, cg11387576, cg25975961, cg21180953 and cg18183624) in the ‘5 

stable CpG GA clock’, we obtained an R2 of 0.674 and a MAD of 4.4 days. These metrics are 

comparable to those of the Bohlin clock (R2 = 0.66, standard error ± 12.5 days (95% prediction 

interval)) wherein 96 CpGs were needed for prediction (7). When using all 15 CpGs for prediction, R2 

increased only slightly, to 0.712 (MAD = 4.3) (Figure 5), suggesting that the five CpGs in the ‘5 stable 

CpG GA clock’ explain a remarkably high proportion of the variance in GA. Panels a-e in Figure 3 

depict the relationship between GA and DNAm level of each of these five stably selected CpGs in the 

training set.  

 

 

Figure 4. The relationship between the number of CpGs used for prediction and predictive performance 

in the test set (n = 429). Panel a shows the R2 for each of the clocks and panel b shows the corresponding MAD 

in days. The red dot in each panel shows the predictive performance of a clock developed using the standard 

framework with lasso. 
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Figure 5. Prediction of GA in the test set (n = 429). Panel a shows the scatter plot of GA predicted by DNAm 

against GA estimated by ultrasound for the ‘5 stable CpG GA clock’. Panel b shows the corresponding 

predictions for the ‘15 stable CpG GA clock’. The orange diagonal line indicates the MM-type robust regression 

of ultrasound-estimated GA on DNAm-estimated GA. 

 

Some of the predictive CpGs exhibit a nonlinear relationship with GA 

When building clocks using stably predictive CpGs, GAM was used instead of regular linear 

regression to account for the observed nonlinearity in the relationship between DNAm and GA. The 

effective degrees of freedom (EDF) estimated from the GAM were used as a proxy for the degree of 

nonlinearity in the relationships between DNAm levels and GA (24). The EDF for the 15 CpGs ranged 

from 1 to 8.6, with 12 of the CpGs exhibiting a EDF higher than 1, indicating a nonlinear relationship 

(Supplementary Table 3). Only three of the CpGs had an EDF of 1, which is equivalent to a linear 

relationship. Moreover, the nonlinear relationships between DNAm and GA seem to have a larger 

effect on the precision of GA prediction in preterm compared to term newborns (Figure 6). 
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Figure 6. Prediction of gestational age using a GAM model versus a lasso model. Regression lines showing 

the relationship between ultrasound-estimated GA and predicted GA in the test set (n = 29) using a GAM model 

including 15 CpGs (orange line) and a lasso model including 233 CpGs (blue line). The black line indicates the 

ideal fit between ultrasound-estimated GA and DNAm-predicted GA. 

 

Gene and regulatory region annotations of CpGs stably predictive of GA 

We searched the Ensembl genome browser (25) to check whether the CpGs selected as being stably 

predictive of GA are located in or near genes or regulatory regions of known pathway annotations. 

Details on the regulatory region annotation of the remaining stably selected CpGs can be found in 

Supplementary Table 4 and in our GitHub repository. Almost half of the stably selected CpGs are 

located in promoter regions (n = 11, 46%). Table 3 presents a more detailed description of the gene 

and regulatory region annotations of the CpGs selected for the ‘5 stable CpG GA clock’. Three of the 

CpGs in this clock are located in or near specific genes: cg04347477 in NCOR2, cg21180953 in 

SETBP1 and cg18183624 in IGF2BP1. Moreover, all five CpGs are linked to one or more regulatory 

regions. cg18183624, for example, is located in a region controlling a small cluster of different genes, 

several of which are implicated in prenatal development (IGF2BP1 (26), KAT7 (27), HOXB13 and 

HOXB5 (28)) immune responses (TAC4 (29), CALCOCO2 (30)), in addition to multiple regions 

encoding long non-coding RNAs (lncRNAs) (ENSG00000250838, ENSG00000262837, NFE2L1-DT, 

ENSG00000251461) (see Table 3 and Figure 7).  
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Table 3: Gene and regulatory region annotation of CpGs in the ‘5 stable CpG GA clock’ 

CpG ID Gene 

(Ensembl 

annotation) 

Gene Ensembl ID Regulatory region 

type 

Regulatory region 

Ensembl ID 

Genes controlled by 

regulatory region 

cg04347477 NCOR2 ENSG00000196498 Promoter ENSR00001046350 - 

cg11387576 - - Enhancer ENSR00001448127 SAXO1, PSMC3P1, 

HSALNG0070247, 

RF00017-7032, 

ADAMTSL1, 

HSALNG0070244 

cg25975961 - - Promoter flanking 

region 

ENSR00001734862 - 

CTCF binding site ENSR00000414350 - 

cg21180953 SETBP1 ENSG00000152217 Promoter flanking 

region 

ENSR00001902774 Lnc-EPG5-10, 

5MWI_A-078, 

SETBP1, SLC14A2 

cg18183624 IGF2BP1 ENSG00000159217 Promoter ENSR00000095417 IGF2BP1, 

ENSG00000250838, 

ENSG00000262837; 

UBE2Z; 

ENSG00000204584, 

FAM117A; 

LOC124904116, 

KAT7, PRAC1, 

PRAC2, HOXB13, 

TAC4, CALCOCO2, 

HOXB5, NXPH3, 

NFE2L1-DT, 

ENSG00000251461, 

ATP5MC1, 

LOC124904020, 

B4GALNT2 
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Figure 7. An illustrative example of the regulation map for cg18183624 on chromosome 17. The CpG, 

shown in red, is encompassed by the regulatory region ENSR00000095417 (blue-colored vertical bar). Below 

the regulatory region, all the genes are marked as black rectangles and those controlled by ENSR00000095417 

are labeled by their gene symbols. The curves underneath the ideogram represent regulatory relationships 

between ENSR00000095417 and the genes, as predicted by GeneHancer. 

 

Further, we searched for all the 24 stably predictive CpGs in the EWAS catalog (31) and the EWAS 

atlas (32). Many of the CpGs were found in previous studies of GA and preterm birth, of aging in 

early childhood, and of various pregnancy-related phenotypes like gestational diabetes and prenatal 

smoke exposure. The whole output from this analysis can be found in our GitHub repository. 

 

DISCUSSION 

We found 24 CpGs to be stably predictive of GA after applying a statistical framework that restricts 

the number of false discoveries in a set of predictive CpGs selected by penalized regression. The 

results also suggested that most of the CpGs included in previously published epigenetic GA clocks 

are dispensable. Furthermore, we showed that the stably selected CpGs can be used to construct new 

GA clocks based on a substantially smaller number of CpGs than previous GA clocks. Importantly, 

the new GA clocks retained a similar predictive performance to already established GA clocks. These 
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findings underscore the relevance of feature selection, not only in building more efficient epigenetic 

clocks for GA as here but also for other outcomes and epigenetic clocks. 

Epigenome-wide association studies (EWAS) of GA have unraveled thousands of CpGs across the 

genome that are associated with GA (4, 7, 8, 33, 34). However, previous studies have shown that most 

CpGs exhibit a modest effect size (35). In theory, the presence of many predictive CpGs, where each 

explains approximately the same amount of variance, is likely to exacerbate the issue of different GA 

clocks selecting different CpGs. However, our identification of CpGs that were selected up to 100% of 

the time in different subsamples and that were also highly predictive of GA strongly indicate that only 

a handful of selected CpGs are needed to explain a remarkably large proportion of the DNAm variance 

related to GA.   

When we compared our stably selected CpGs to those selected by three previously developed GA 

clocks, namely the Haftorn (9), Bohlin (7) and Knight (8) clocks, only about 10% of CpGs selected in 

the Bohlin and Haftorn clocks were stably predictive of GA. Moreover, none of the CpGs in the 

Knight clock were stably predictive of GA. It is important to note that the Bohlin and Haftorn clocks 

were both developed using samples from the MoBa study, whereas the Knight clock was trained on a 

combination of datasets from different cohorts. Additionally, the training set used to develop the 

Knight clock also differs from the Haftorn and Bohlin clocks with respect to several other important 

parameters, such as the range of GA, the sample size, and type of DNAm array (36). A particularly 

interesting observation in our study is that, even though the Haftorn clock was developed using a 

subset (n = 755) of the samples used in the current analyses and was validated in an external 

replication cohort, 90% of the CpGs in that clock were not considered stably predictive by the current 

statistical framework. This implies that most of the CpGs selected in epigenetic clocks developed 

using conventional penalized regression methods are either a selection of many CpGs that have 

varying degrees of association with GA individually, or that they are simply false positives (i.e., CpGs 

that are not directly associated with GA but merely tag along other CpGs that are associated with GA 

(15)). However, it is important to note that, with the stability selection approach, we may fail to detect 

CpGs that are highly correlated with each other or are part of larger genetic and/or epigenetic 

networks. Such CpGs may be selected less frequently individually and, therefore, would not be stably 

selected, although they might still be predictive of GA. 

Epigenetic clocks for GA have substantial clinical potential since they can be used for the accurate 

prediction of GA and as useful surrogates for assessing developmental maturity (21). One of the main 

reasons why existing epigenetic GA clocks have had limited clinical utility thus far is the large number 

of CpGs needed to be assayed to achieve accurate prediction and the costly infrastructure needed to 

obtain DNA methylation data from cord blood DNA. The new epigenetic GA clock presented here, 

based on only five stably selected CpGs, is a significant methodological advance because it affords a 
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similar precision and accuracy as previous GA clocks while substantially curbing the number of CpGs 

needed to be tested. 

Previously published GA clocks tended to overestimate the GA of preterm newborns (7, 8, 9). A 

similar tendency was also observed in the standard lasso-based clock developed in this study. One 

possible reason for this overestimation is the typically lower proportion of preterm compared to term 

newborns in the training sets. However, the Knight clock, which included a larger proportion of 

preterm newborns in the training set, also tended to overestimate the GA of preterm newborns (8). A 

key advantage of the stability selection framework over lasso and elastic net regression is that it 

separates the feature selection step from the prediction step. This enables taking nonlinear 

relationships into account by using methods such as GAM when building the prediction model (24). 

When using GAM to build the clock, the GA predictions for preterm newborns were improved 

compared to the scenario where only the lasso approach was used. Furthermore, for 12 of the 15 CpGs 

used to develop stable CpG clocks, the calculated EDF indicated a nonlinear relationship between 

DNAm and GA. These results suggest that at least some of the predictive CpGs exhibit a nonlinear 

relationship with GA, and that this may be important to account for, especially when applying 

epigenetic GA clocks to preterm newborns. 

Several of the stably selected CpGs are in or near genes that have previously been linked to GA. One 

example is cg04347477 which had a 100% selection probability in our analysis. This CpG alone 

predicted GA with an R2 of 0.52 and a MAD of 5.09 days in our test set. It is located in the promoter 

region of the nuclear corepressor 2 gene (NCOR2, formerly known as SMRT). CpGs in this gene have 

been identified in multiple EWASs of GA as well as in several GA clocks (4, 7, 9, 34, 37, 38). NCOR2 

encodes a nuclear receptor corepressor that facilitates transcriptional repression by recruiting histone 

deacetylase complexes (HDACs) and chromatin-remodeling factors (39, 40, 41). The role of NCOR2 

in GA is not clear, but the protein encoded by this gene is essential for a range of biological processes 

related to mammalian development (42, 43), regulation of inflammation (44, 45), and metabolic 

homeostasis and aging (46, 47, 48).  

CpGs linked to the insulin-like growth factor 2 mRNA-binding protein 1 gene (IGF2BP1) have also 

been consistently associated with GA (4, 7, 9, 34, 37, 38). cg18183624, located within the promoter 

region of IGF2BP1, was assigned a selection probability of 0.996 in our stability selection analyses. 

IGF2BP1 regulates the translation of specific genes by binding to their mRNAs and contributing to 

their stability and storage under both normal and stressful conditions (49). One of the genes regulated 

by IGF2BP1 is IGF2, which is highly expressed in utero and is essential for fetal and placental growth 

(50). In addition, IGF2BP1 is pivotal for the switch between fetal to adult hemoglobin, a process that 

occurs around birth (26, 51, 52).  
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Two of the CpGs found to be stably predictive of GA in our study, with a selection probability of 

0.949 (cg20320200) and 0.807 (cg01833485), are linked to the estrogen-related receptor gamma gene 

(ESRRG). Like NCOR2 and IGF2BP1, CpGs in or near ESRRG have also been identified in several 

other studies of GA (4, 7, 9, 37, 38). Estrogens are a group of steroid-based sex hormones that are 

involved in several important developmental and physiological processes, including cartilage 

proliferation and growth (53), skeletal muscle development and glucose homeostasis (54), and the 

development of both male and female reproductive tracts (55). ESRRG also plays a critical role in 

cardiac developmental maturation, particularly in directing and maintaining the metabolic switch from 

a predominant dependence on carbohydrates during prenatal life to a greater dependence on oxidative 

metabolism after birth (56, 57).  

Furthermore, we recently showed that the association between DNAm and GA is highly cell-type 

specific and that most of the GA-associated CpGs were restricted to nucleated red blood cells (nRBCs) 

(38). However, when we searched for any overlap between the set of stably selected CpGs and the 

cell-type specific associations between DNAm and GA, most of the stably selected CpGs do not map 

to any specific cell type (Supplementary Table 5). The stably selected CpGs that were also found to be 

cell-type specific were either in nRBCs, granulocytes, or both, indicating that biological processes in 

these cell types may be particularly important for the relationship between DNAm and GA.  

 

CONCLUSIONS 

In summary, we identified 24 CpGs that were stably predictive of GA using a statistical framework for 

variable selection that combines subsampling with penalized regression. These CpGs were located in 

or near genes and regulatory regions that are relevant for immune responses, metabolism and 

developmental processes, including changes in hemoglobin expression and metabolic processes that 

occur in the transition from pre- to postnatal life. We showed that most CpGs in existing GA clocks 

are not stably selected and are not necessary for accurate prediction of GA. Furthermore, the use of 

GAM regression for GA prediction revealed that some of the predictive CpGs exhibit a nonlinear 

relationship with GA. Finally, we used the stably selected CpGs to construct a more parsimonious GA 

clock based on only five CpGs that showed a similar predictive performance as previous GA clocks, 

creating new opportunities for a more efficient use of DNAm-based GA estimations in research and 

clinical settings. 

 

METHODS 

Study population 

Participants in this study are from the Norwegian Mother, Father, and Child Cohort Study (MoBa), an 

ongoing population-based pregnancy cohort study conducted by the Norwegian Institute of Public 



17 
 

Health (NIPH) (22). In total, approximately 114,500 children, 95,200 mothers, and 75,200 fathers 

were recruited from all over Norway from 1999 through 2008. The MoBa mothers consented to 

participation in 41% of the pregnancies. Extensive details on the MoBa cohort have been provided 

elsewhere (22, 58). 

For this study, we used two subsamples of newborns for whom information on ultrasound-estimated 

GA was available: (i) dataset 1 (n = 956) and (ii) dataset 2 (n = 1,186). Both datasets are based on 

randomly selected cord-blood samples from the same source population (MoBa). As four individuals 

were included in both datasets, they were removed from one of the datasets (dataset 2) prior to 

analysis. The two datasets were then merged into a single dataset comprising a total of 2,138 

newborns. Figure 8 provides an overview of the sample selection scheme and analysis flow. Detailed 

characteristics of the study participants and eligibility criteria for dataset 1 have been provided in our 

recent work (59). Dataset 2 was sampled in a similar way to make the datasets as compatible as 

possible. 
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Figure 8. Overview of sample selection and analysis flow. Datasets are highlighted in green, methods in blue, 

analysis output in orange, and epigenetic clocks in yellow. Two randomly sampled subsets from MoBa (dataset 1 

and dataset 2) were included in the current study. Data from four individuals that were present in both datasets 

were excluded from dataset 2. The two datasets were then merged into a single dataset (‘combined dataset’). The 

samples from the combined dataset were randomly assigned to a training and test set. Stability selection was 

performed both on the combined dataset and the training set. Generalized additive model (GAM) regression was 

used to model the effect of the stably selected CpGs on gestational age (GA) to build clocks based on the stably 

selected CpGs. In parallel, lasso regression was performed directly on the training set to build a standard GA 

clock. The standard GA clock and the clocks based on the stably selected CpGs were used to predict GA in the 

test set.  
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DNAm profiling and quality control 

Cord-blood samples were taken immediately after birth and kept frozen (58). The quality control 

procedures for dataset 1 have been extensively detailed in our previous work (59). Dataset 2 was 

processed using the same pipeline to make sure the that the two datasets were as compatible as 

possible. Briefly, DNAm was measured at 885,000 CpG sites using the Illumina Infinium 

MethylationEPIC BeadChip version 1 (Illumina, San Diego, USA). The raw iDAT files were 

processed in four batches. Cross-hybridizing probes and probes that had a detection p value greater 

than 0.01 were excluded. Probes in which the last three bases overlapped with a single-nucleotide 

polymorphism (SNP) were also removed. BMIQ (60) was used to normalize type I and type II probe 

chemistries. Samples with low overall signals in control probes were removed after visual inspection, 

and samples with markedly different DNAm signals than the rest of the samples were also excluded. 

For consistency, CpG sites excluded from one batch due to poor quality and low detection p value 

were also removed from all subsequent batches. After quality control, 770,586 CpGs remained in 

dataset 1 and 795,171 CpGs in dataset 2. 769,139 CpGs were available for analysis in the combined 

dataset. 

Variables 

Information on GA and sex was extracted from the Medical Birth Registry of Norway (MBRN). GA at 

birth was estimated from ultrasound measurements around week 18 of pregnancy. 

Penalized regression 

We used lasso regression from the glmnet R package (61) to select CpGs that are predictive of GA in 

our samples. Ultrasound-based GA was regressed on the 769,139 CpGs in the combined dataset. 

Tuning parameter α was set to 1, while λ was selected after 10-fold cross-validation. 

Stability selection of CpGs predictive of GA 

We combined the stability selection framework proposed by Meinshausen and Bühlmann (20) with 

lasso regression to identify CpGs that were stably predictive of GA in our total sample of 2,138 

newborns. By resampling the dataset multiple times, stability selection seeks to identify variables that 

are repeatedly chosen as predictors while simultaneously controlling the number of selected variables 

due to noise. We fitted a lasso model (λ = 0.386) as described above on a random subsample of n/2 (n 

= 2,138) and repeated this process 1000 times. We performed 1000 repetitions, 10 times more than the 

recommended number (20), because a higher number of repetitions increases the precision of the 

method. For each CpG, we computed the proportion of runs in which it was selected, which is referred 

to as the ‘selection probability’. Finally, we used the following formula (Theorem 1 from Meinshausen 

and Bühlmann (20)) to choose a threshold that determines the appropriate selection probability 

threshold for declaring a CpG as stably predictive of GA: 
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𝐸(𝑉) ≤  
𝑞2

(2𝜋𝑡ℎ𝑟 − 1)𝑝
 

E(V) is the expected number of false discoveries in the stably selected set, q is the average number of 

variables (CpGs) selected by the variable selection method (here, lasso), and p is the total number of 

variables included in the analyses (here nCpGs = 769,139). 

The average number of selected CpGs (q) was found by repeating the stability selection procedure 

with permuted GA values and calculating the average number of CpGs selected (q = 593.8). We 

decided to allow up to two false discoveries on average, resulting in a probability threshold of 0.729. 

The above approach was repeated on a random subsample of 80% (n = 1,709) of our original sample 

of 2,138 newborns. This truncated dataset is referred to as the training set. The selected λ for the 

training set was 0.475 and the chosen probability threshold was 0.764 when allowing up to one false 

discovery on average (q = 450.5). 

Predicting GA from DNAm 

The CpGs that were declared stably predictive of GA in the above training set were subsequently used 

to create prediction models for GA. We used the gam function from the mgcv R package (62) to fit 

GAM models with GA as the response variable and the stably selected CpGs as the explanatory 

variables. The effect of each of the CpGs was modeled using a smooth spline. Supplementary Figure 1 

shows the plots for the smooth functions for each of the 15 CpGs. 

The output of the GAM regression was used to predict GA in the remaining 20% of our samples – the 

test set (n = 429). Predicted GA was then regressed on ultrasound-estimated GA using MM-type 

robust linear regression (63) from the R package robustbase (64). MM-type robust linear regression 

was used because it is less influenced by outliers than, for example, the ordinary least squares (OLS) 

regression method (65). The precision of a given prediction model was defined as the proportion of 

variance explained by the model (i.e., its R2 value), while accuracy was defined as the median absolute 

deviation (MAD, in days) between ultrasound-based and predicted GA. 

Downstream bioinformatics analyses of the selected CpGs 

The R package biomaRt (66) was used to fetch annotations for each CpG from the Ensembl server 

(www.ensembl.org) (25), according to the GRCh37 version of the human genome. The ensembl 

regulatory IDs of the regulatory regions identified were then used to manually query the GeneHancer 

database (https://www.genecards.org/) (67). The genes predicted to be affected by these regulatory 

regions were then visually presented using the R package karyoplote R (68). In addition, we 

downloaded data from the EWAS catalog (31) and EWAS atlas (32) databases (as of Feb 16th, 2023) 

and searched for studies involving the stably selected CpGs identified in the current study. 

http://www.ensembl.org/
https://www.genecards.org/
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Code availability 

All statistical analyses were performed using R version 4.1.2 and 4.2.2 (69). The code used to perform 

the analyses, as well as R objects containing the stable CpG clocks developed in this study are 

available on GitHub at github.com/KristineLH/stabsel-clock. 
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