# Search for the critical point of strongly-interacting matter in ${ }^{40} \mathrm{Ar}+{ }^{45} \mathrm{Sc}$ collisions at $150 A \mathrm{GeV} / c$ using scaled factorial moments of protons 
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#### Abstract

The critical point of dense, strongly interacting matter is searched for at the CERN SPS in ${ }^{40} \mathrm{Ar}+{ }^{45} \mathrm{Sc}$ collisions at $150 A \mathrm{GeV} / c$. The dependence of second-order scaled factorial moments of proton multiplicity distribution on the number of subdivisions of transverse momentum space is measured. The intermittency analysis is performed using both transverse momentum and cumulative transverse momentum. For the first time, statistically independent data sets are used for each subdivision number. The obtained results do not indicate any statistically significant intermittency pattern. An upper limit on the fraction of correlated proton pairs and the power of the correlation function is obtained based on a comparison with the Power-law Model developed for this purpose.


## 1 Introduction

The experimental results are presented on intermittency analysis using second-order scaled factorial moments of midrapidity protons produced in central ${ }^{40} \mathrm{Ar}+{ }^{45} \mathrm{Sc}$ collisions at $150 A \mathrm{GeV} / c$ beam momentum $\left(\sqrt{s_{\mathrm{NN}}}=16.84 \mathrm{GeV}\right)$. The measurements were performed by the multi-purpose NA61/SHINE [1] apparatus at the CERN Super Proton Synchrotron (SPS). They are part of the strong interactions program of NA61/SHINE devoted to the study of the properties of strongly interacting matter such as onset of deconfinement and critical end point (CP). Within this program, a twodimensional scan in collision energy and size of colliding nuclei was conducted [2].

In the proximity of CP , the fluctuations of the chiral order parameter are self-similar [3], belonging to the 3D-Ising universality class, and can be detected in transverse momentum space within the framework of intermittency analysis of proton density fluctuations by use of scaled factorial
moments. This analysis was performed in intervals of transverse momentum and cumulative transverse momentum distributions. For the first time, statistically independent data sets were used to obtain results for different number of intervals (at the cost of reducing event statistics).

The paper is organized as follows. Section 2 introduces quantities exploited for the CP search using the intermittency analysis. In Sect. 3, the characteristics of the NA61/SHINE detector, relevant for the current study, are briefly presented. The details of data selection and the analysis procedure are presented in Sect. 4. Results obtained are shown in Sect. 5 and compared with several models in Sect. 6. A summary in Sect. 7 closes the paper.

Throughout this paper, the rapidity, $y=\operatorname{arctanh}\left(\beta_{L}\right)$, is calculated in the collision center-of-mass frame by shifting rapidity in laboratory frame by rapidity of the center-ofmass, assuming proton mass. $\beta_{L}=p_{L} / E$ is the longitudinal (z) component of the velocity, while $p_{L}$ and $E$ are particle longitudinal momentum and energy in the collision center-of-mass frame. The transverse component of the momentum is denoted as $p_{T}=\sqrt{p_{x}^{2}+p_{y}^{2}}$, where $p_{x}$ and $p_{y}$ are its horizontal and vertical components. The azimuthal angle $\phi$ is the angle between the transverse momentum vector and the horizontal ( x ) axis. Total momentum in the laboratory frame is denoted as $p_{\text {lab }}$. The collision energy per nucleon pair in the center-of-mass frame is denoted as $\sqrt{s_{\mathrm{NN}}}$.

The ${ }^{40} \mathrm{Ar}+{ }^{45} \mathrm{Sc}$ collisions are selected by requiring a low value of the energy measured by the forward calorimeter, Projectile Spectator Detector (PSD). This is the energy emitted into the region populated mostly by projectile spectators. These collisions are referred to as PSD-central collisions and a selection of collisions based on the PSD energy is called a PSD-centrality selection.

[^0]
## 2 Scaled factorial moments

### 2.1 Critical point and intermittency in heavy-ion collisions

A second-order phase transition leads to the divergence of the correlation length $(\xi)$. The infinite system becomes scaleinvariant with the particle density-density correlation function exhibiting power-law scaling, which induces intermittent behavior of particle multiplicity fluctuations [4].

The maximum CP signal is expected when the freezeout occurs close to the CP. On the other hand, the energy density at the freeze-out is lower than at the early stage of the collision. Thus, the critical point should be experimentally searched for in nuclear collisions at energies higher than that of the onset of deconfinement - the beginning of quarkgluon plasma creation. According to the NA49 results [5,6], this general condition limits the critical point search to the collision energies higher than $\sqrt{s_{\mathrm{NN}}} \approx 7 \mathrm{GeV}$.

The intermittent multiplicity fluctuations [7] were discussed as the signal of CP by Satz [8], Antoniou et al. [9] and Bialas and Hwa [10]. This initiated experimental studies of the structure of the phase transition region via analyses of particle multiplicity fluctuations using scaled factorial moments [11]. Later, additional measures of fluctuations were also proposed as probes of the critical behavior [12,13]. The NA61/SHINE experiment has performed a systematic scan in collision energy and system size. The new measurements may answer the question about the nature of the transition region and, in particular, whether or not the critical point of strongly interacting matter exists.

The scaled factorial moments $F_{r}(M)$ [7] of order $r$ are defined as:
$F_{r}(M)=\frac{\left\langle\frac{1}{M^{D}} \sum_{i=1}^{M^{D}} n_{i} \ldots\left(n_{i}-r+1\right)\right\rangle}{\left\langle\frac{1}{M^{D}} \sum_{i=1}^{M^{D}} n_{i}\right\rangle^{r}}$,
where $M$ is the number of subdivision intervals in each of the $D$ dimensions of the selected range $\Delta, n_{i}$ is the particle multiplicity in a given subinterval and angle brackets denote averaging over the analyzed events. In the presented analysis, $\Delta$ is divided into two-dimensional $(D=2)$ cells in $p_{x}$ and $p_{y}$.

In case the mean particle multiplicity, $n_{i}$, is proportional to the subdivision interval size and for a Poissonian multiplicity distribution, $F_{r}(M)$ is equal to 1 for all values of $r$ and $M^{D}$. This condition is satisfied in the configuration space, where the particle density is uniform throughout the gas volume. The momentum distribution is, in general non-uniform and thus in the momentum space, it is more convenient to use the so-called cumulative variables [14] which, for very small cell size, leave a power-law unaffected and at the same time lead to uniformly distributed particle density. By construc-
tion, particle density in the cumulative variables is uniformly distributed.

If the system at freeze-out is close to the CP , its properties are expected to be very different from those of an ideal gas. Such a system is a simple fractal and $F_{r}(M)$ follows a powerlaw dependence:

$$
\begin{equation*}
F_{r}(M)=F_{r}(\Delta) \cdot\left(M^{D}\right)^{\phi_{r}} . \tag{2}
\end{equation*}
$$

Moreover, the exponent (intermittency index) $\phi_{r}$ obeys the relation:

$$
\begin{equation*}
\phi_{r}=(r-1) \cdot\left(d_{r} / D\right) \tag{3}
\end{equation*}
$$

where the anomalous fractal dimension $d_{r}$ is independent of $r$ [10]. Such behavior is the analogue of the phenomenon of critical opalescence in conventional matter [3]. Importantly the critical properties given by Eqs. 2 and 3 are approximately preserved for very small cell size (large $M$ ) under transformation to the cumulative variables [14,15].

The ideal CP signal, Eqs. 2 and 3, derived for the infinite system in equilibrium may be distorted by numerous experimental effects present in high-energy collisions. This includes finite size and evolution time of the system, other dynamical correlations between particles, limited acceptance and resolution of measurements. Moreover, to experimentally search for CP in high-energy collisions, the momentumspace region's dimension, interval size and location must be chosen. Note that unbiased results can be obtained only by analyzing variables and dimensions in which the singular behavior appears [16-18]. Any other procedure is likely to distort the critical-fluctuation signal.

Another question is the selection of particle type used in the experimental search for CP . The QCD-inspired considerations [19-21] suggest that the order parameter of the phase transition is the chiral condensate. Suppose a carrier of the critical properties of the chiral condensate is the isoscalar $\sigma$-field. In that case, the critical behavior can be observed either directly from its decay products ( $\pi^{+} \pi^{-}$pairs) [22] or by measuring the fluctuations of the number of protons. The former requires precise reconstruction of pion pairs. In this case, $d=\phi_{2}=2 / 3$ [22] is expected. The latter is based on the assumption that the critical fluctuations are transferred to the net-baryon density, which mixes with the chiral condensate [20,21,23-28]. Thus, the net-baryon density may serve as an order parameter of the phase transition. Such fluctuations are expected to be present in the net-proton number and the proton and anti-proton numbers, separately [29]. For protons, $d=\phi_{2}=5 / 6$ [3] is expected.

### 2.2 Cumulative transformation

Scaled factorial moments are sensitive to the shape of the single-particle momentum distribution. This dependence may bias the signal of critical fluctuations. To remove it,
one has two possibilities. First, to construct a mixed events data set, where each event is constructed using particles from different experimental events thereby removing all possible dynamical correlations. Then the quantity:
$\Delta F_{2}(M)=F_{2}^{\text {data }}(M)-F_{2}^{\text {mixed }}(M)$
is calculated. It was shown [11] that this procedure removes (approximately) the dependence of $\Delta F_{2}(M)$ on the shape of single-particle distribution.

The second possibility is to use cumulative transformation [14], which for a one-dimensional single-particle distribution $f\left(x^{\prime}\right)$ reads:
$Q_{x}=\int_{a}^{x} f\left(x^{\prime}\right) d x^{\prime} / \int_{a}^{b} f\left(x^{\prime}\right) d x^{\prime}$
where $a$ and $b$ are lower and upper limits of the variable $x^{\prime}$. For a two-dimensional distribution $f\left(x^{\prime}, y^{\prime}\right)$ and a given $x^{\prime}=x$ the transformation reads
$Q_{y}(x)=\int_{a}^{y} f\left(x, y^{\prime}\right) d y^{\prime} / \int_{a}^{b} f\left(x, y^{\prime}\right) d y^{\prime}$.
The cumulative transformation transforms any single-particle distribution into a uniform one ranging from 0 to 1 , and therefore it removes the dependence on the shape of the singleparticle distribution for uncorrelated particles. It also distorts all non-scale-invariant correlations. At the same time, it has been verified that the transformation preserves the critical behavior [15] given by Eq. 2, at least for the second-order scaled factorial moments.

An example of the transformation of transverse momentum components $p_{x}$ and $p_{y}$ for protons produced in $5 \%$ most central ${ }^{40} \mathrm{Ar}+{ }^{45} \mathrm{Sc}$ collisions at $150 \mathrm{~A} \mathrm{GeV} / c$ (see next sections for details) is shown in Fig. 1.

Both methods are approximate. Subtracting moments for mixed data set may introduce negative $\Delta F_{2}(M)$ values [11] and using cumulative quantities mixes the scales of the momentum differences and therefore may distort eventual power-law behavior.

## 3 The NA61/SHINE detector

The NA61/SHINE detector (see Fig. 2) is a large-acceptance hadron spectrometer situated in the North Area H2 beamline of the CERN SPS [1]. The main components of the detection system used in the analysis are four large-volume Time Projection Chambers (TPC). Two of them, called Vertex TPCs (VTPC-1/2), are located downstream of the target inside superconducting magnets with maximum combined
bending power of 9 Tm , which was set for the data collection at $150 A \mathrm{GeV} / c$. The main TPCs (MTPC-L/R) and two walls of pixel Time-of-Flight (ToF-L/R) detectors are placed symmetrically on either side of the beamline downstream of the magnets. The TPCs are filled with Ar: $\mathrm{CO}_{2}$ gas mixtures in proportions 90:10 for the VTPCs and 95:5 for the MTPCs. The Projectile Spectator Detector (PSD), a zero-degree hadronic calorimeter, is positioned 16.7 m downstream of the MTPCs, centered in the transverse plane on the deflected position of the beam. It consists of 44 modules that cover a transverse area of almost $2.5 \mathrm{~m}^{2}$. The central part of the PSD consists of 16 small modules with transverse dimensions of $10 \times 10 \mathrm{~cm}^{2}$ and its outer part consists of 28 large $20 \times 20 \mathrm{~cm}^{2}$ modules. Moreover, a brass cylinder of 10 cm length and 5 cm diameter (degrader) was placed in front of the center of the PSD in order to reduce electronic saturation effects and shower leakage from the downstream side caused by the Ar beam and its heavy fragments.

Primary beams of fully ionized ${ }^{40} \mathrm{Ar}$ nuclei were extracted from the SPS accelerator at $150 A \mathrm{GeV} / c$ beam momentum. Two scintillation counters, S1 and S2, provide beam definition, together with a veto counter V1 with a 1 cm diameter hole, which defines the beam before the target. The S1 counter also provides the timing reference (start time for all counters). Beam particles are selected by the trigger system requiring the coincidence $\mathrm{T} 1=\mathrm{S} 1 \wedge \mathrm{~S} 2 \wedge \overline{\mathrm{~V} 1}$. Individual beam particle trajectories are precisely measured by the three beam position detectors (BPDs) placed upstream of the target [1]. Collimators in the beam line were adjusted to obtain beam rates of $\approx 10^{4} / \mathrm{s}$ during the $\approx 10 \mathrm{~s}$ spill and a supercycle time of 32.4 s .

The target was a stack of $2.5 \times 2.5 \mathrm{~cm}^{2}$ area and 1 mm thick ${ }^{45}$ Sc plates of 6 mm total thickness placed $\approx 80 \mathrm{~cm}$ upstream of VTPC-1. Impurities due to other isotopes and elements were measured to be $0.3 \%$ [30]. No correction was applied for this negligible contamination.

Interactions in the target are selected with the trigger system by requiring an incoming ${ }^{40} \mathrm{Ar}$ ion and a signal below that of beam ions from S5, a small 2 cm diameter scintillation counter placed on the beam trajectory behind the MTPCs. This minimum bias trigger is based on the breakup of the beam ion due to interactions in and downstream of the target. In addition, central collisions were selected by requiring an energy signal below a set threshold from the 16 central modules of the PSD, which measure mainly the energy carried by projectile spectators. The cut was set to retain only the events with the $\approx 30 \%$ smallest energies in the PSD. The event trigger condition thus was $\mathrm{T} 2=\mathrm{T} 1 \wedge \overline{\mathrm{~S} 5} \wedge \overline{\mathrm{PSD}}$. The statistics of recorded events at $150 A \mathrm{GeV} / c$ are summarized in Table 1.


Fig. 1 Example of the effect of the cumulative transformation of transverse momentum components, $p_{x}$ and $p_{y}$ of proton candidates selected for intermittency analysis of the NA61/SHINE ${ }^{40} \mathrm{Ar}+{ }^{45} \mathrm{Sc}$ at $150 \mathrm{~A} \mathrm{GeV} / c$ data. Distributions before (top) and after (bottom) the transformation

Table 1 Basic beam properties and number of events recorded and used in the analysis of ${ }^{40} \mathrm{Ar}+{ }^{45} \mathrm{Sc}$ interactions at incident momentum of $150 A \mathrm{GeV} / c$

| $p_{\text {beam }}(\mathrm{GeV} / c)$ | $\sqrt{s_{\mathrm{NN}}}(\mathrm{GeV})$ | Recorded central <br> triggers | Number of <br> selected events |
| :--- | :--- | :--- | :--- |
| $150 A$ | 16.84 | $1.7 \cdot 10^{6}$ | $1.1 \cdot 10^{6}$ |

## 4 Analysis

The goal of the analysis was to search for the critical point of the strongly interacting matter by measuring the secondorder scaled factorial moments for a selection of protons produced in central ${ }^{40} \mathrm{Ar}+{ }^{45} \mathrm{Sc}$ interactions at $150 \mathrm{~A} \mathrm{GeV} / c$, using statistically independent points and cumulative variables.

### 4.1 Event selection

NA61/SHINE detector recorded over 1.7 million collisions using $150 \mathrm{~A} \mathrm{GeV} / \mathrm{c}{ }^{40} \mathrm{Ar}$ beam impinging on a stationary ${ }^{45} \mathrm{Sc}$ target. However, not all of those events contain wellreconstructed central $\mathrm{Ar}+\mathrm{Sc}$ interactions. Therefore the following criteria were used to select data for further analysis.
(i) no off-time beam particle detected within a time window of $\pm 4 \mu \mathrm{~s}$ around the trigger particle,
(ii) no interaction-event trigger detected within a time window of $\pm 25 \mu \mathrm{~s}$ around the trigger particle,
(iii) beam particle detected in at least two planes out of four of BPD-1 and BPD-2 and in both planes of BPD-3,
(iv) T 2 trigger (set to select central and semi-central collisions),
(v) a high-precision interaction vertex with $z$ position (fitted using the beam trajectory and TPC tracks) no further than 10 cm away from the center of the Sc target (the cut removes less than $0.4 \%$ of T 2 trigger $\left(E_{P S D}\right)$ selected interactions),
(vi) energy in small PSD modules is required to be less than 2800 GeV ,
(vii) energy in large PSD modules is required to be in the range between 800 GeV and 5000 GeV ,
(viii) if the number of tracks in the vertex fit is less than 50 , then the ratio of tracks in fit to all tracks must be at least 0.25 .

After applying the selection criteria, about 1.1 million events remain for further analysis.


Fig. 2 The schematic layout of the NA61/SHINE experiment at the CERN SPS [1] showing the components used for the ${ }^{40} \mathrm{Ar}+{ }^{45} \mathrm{Sc}$ energy scan (horizontal cut, not to scale). The detector configuration upstream of the target is shown in the inset. Alignment of the chosen coordinate system is shown on the plot; its origin $(x=y=z=0)$ lies in the middle of

VTPC-2, on the beam axis. The nominal beam direction is along the $z-$ axis. Target is placed at $\mathbf{z} \approx-580 \mathrm{~cm}$. The magnetic field bends charged particle trajectories in the $x-z$ (horizontal) plane. The drift direction in the TPCs is along the (vertical) $y$-axis
(ii) total number of reconstructed points on the track is required to be greater than 30 ,
(iii) sum of the number of reconstructed points in VTPC-1 and VTPC-2 is required to be greater than 15 ,
(iv) the ratio of the number of reconstructed points to the potential (maximum possible) number of reconstructed points is required to be greater than 0.5 and less than 1.1,
(v) number of points used to calculate energy loss $(\mathrm{d} E / \mathrm{d} x)$ is required to be greater than 30 ,
(vi) the distance between the track extrapolated to the interaction plane and the vertex (track impact parameter) is required to be smaller than 4 cm in the horizontal (bending) plane and 2 cm in the vertical (drift) plane.

As the analysis concerns mid-rapidity protons, only particles with center-of-mass rapidity (assuming proton mass) greater than -0.75 and less than 0.75 were considered.

Only particles with transverse momentum components, $p_{x}$ and $p_{y}$, absolute values less than $1.5 \mathrm{GeV} / c$ were accepted for the analysis.

Fig. 3 Left: Distribution of selected events in the number of accepted proton candidates and the energy registered by the Particle Spectator Detector with PSD-energy values for centrality selection marked as red vertical lines. Right: Multiplicity distributions of proton candidates for different centrality selections (for all events selected for the analysis and after all track cuts described in Sect. 4.3)



Table 2 Number of events selected for the analysis

| Data set | Number of events in centrality intervals |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | $0-5 \%$ | $5-10 \%$ | $10-15 \%$ | $15-20 \%$ |
| Experimental data | 237 k | 235 k | 236 k | 216 k |
| Epos 1.99 | 323 k | 323 k | 323 k | 324 k |

### 4.3.1 Proton selection

To identify proton candidates, positively charged particles were selected. Their ionization energy loss in TPCs is taken to be greater than 0.5 (in arbitrary units) and less than the proton Bethe-Bloch value increased by the $15 \%$ difference between the values for kaons and protons while the momentum is in the relativistic-rise region (from 4 to $125 \mathrm{GeV} / c$ ). The $\mathrm{d} E / \mathrm{d} x$ distribution for selected positive particles is shown in Fig. 4. The selected region is marked with a red line.

The selection was found to select, on average, approximately $60 \%$ of protons and leave, on average, $4 \%$ of kaon contamination. The corresponding random proton losses do not bias the final results in case of independent production of protons in the transverse momentum space. The results for correlated protons will be biased by the selection (see Sect. 5 for an example), thus the random proton selection should be considered when calculating model predictions.

### 4.4 Acceptance maps

### 4.4.1 Single-particle acceptance map

A three-dimensional (in $p_{x}, p_{y}$ and center-of-mass rapidity) acceptance map [32] was created to describe the momentum region selected for this analysis. The map was created by comparing the number of Monte Carlo-generated midrapidity protons before and after detector simulation and reconstruction. Only particles from the regions with at least $70 \%$ reconstructed tracks are analyzed. The single-particle acceptance maps have to be used for calculating model predictions.

### 4.4.2 Two-particle acceptance map

Time Projection Chambers (the main tracking devices of NA61/SHINE) are not capable of distinguishing tracks that are too close to each other in space. At a small distance, their clusters overlap, and signals are merged.

The mixed data set is constructed by randomly swapping particles from different events so that each particle in each mixed event comes from different recorded events.

For each pair of particles in both recorded and mixed events, a Two-Track Distance (TTD) is calculated. It is an average distance of their tracks in $p_{x}-p_{y}$ plane at eight different $z$ planes $(-506,-255,-201,-171,-125,125,352$ and 742 cm ). Figure 5 presents TTD distributions for both data sets (left) and their ratio (right). The TPC's limitation to recognizing close tracks is clearly visible for TTD $<2 \mathrm{~cm}$.

Calculating TTD requires knowledge of the NA61/SHINE detector geometry and magnetic field. Hence it is restricted to the Collaboration members. Therefore, a momentum-based Two-Track Distance (mTTD) cut was introduced to allow for a meaningful comparison with models.

The magnetic field bends the trajectory of charged particles in the $x-z$ plane. Thus, it is most convenient to express the momentum of each positive particle in both recorded and mixed data sets in the following coordinates:
$s_{x}=p_{x} / p_{x z}$,
$s_{y}=p_{y} / p_{x z}$,
$\rho=1 / p_{x z}$,


Fig. 4 Energy loss of positively charged particles measured with the NA61/SHINE Time Projection Chambers in the selected ${ }^{40} \mathrm{Ar}+{ }^{45} \mathrm{Sc}$ events at $150 A \mathrm{GeV} / c$. The graphical cut to select proton candidates is marked with a red line. Left: Dependence on the total momentum.

Dashed lines represent the nominal Bethe-Bloch values. Right: Example of Gaussian fits in one of the analyzed $p-p_{T}$ bins (normalized to proton peak)

Fig. 5 Distributions of Two-Track Distance for experimental and mixed data (left) and their ratio (right)

where $p_{x z}=\sqrt{p_{x}^{2}+p_{z}^{2}}$. For each pair of positively charged particles, a difference in these coordinates is calculated as
$\Delta s_{x}=s_{x, 2}-s_{x, 1}$,
$\Delta s_{y}=s_{y, 2}-s_{y, 1}$,
$\Delta \rho=\rho_{2}-\rho_{1}$.
The distribution of particle pairs' momentum difference for pairs with TTD $<2 \mathrm{~cm}$ is parametrized with ellipses in the new coordinates. Such elliptic cuts are applied to recorded and mixed events. Their distributions and their ratio are shown in Fig. 6.

The mTTD cut defines the two-particle acceptance used in the analyses. The explicit formulas with numerical values of parameters are:

$$
\begin{aligned}
& \left(\frac{\Delta \rho}{0.0105}\right)^{2}+\left(\frac{\Delta s_{y}}{0.0018}\right)^{2} \leq 1 \\
& \left(\frac{\Delta s_{x}}{0.0080}\right)^{2}+\left(\frac{\Delta s_{y}}{0.0018}\right)^{2} \leq 1
\end{aligned}
$$

$$
\begin{aligned}
& \left(\frac{\Delta \rho \cos \left(51^{\circ}\right)-\Delta s_{x} \sin \left(51^{\circ}\right)}{0.0200}\right)^{2} \\
& \quad+\left(\frac{\Delta \rho \sin \left(51^{\circ}\right)+\Delta s_{x} \cos \left(51^{\circ}\right)}{0.0023}\right)^{2} \leq 1
\end{aligned}
$$

Particle pairs with momenta inside all the ellipses are rejected. The two-particle acceptance maps should be used for calculating model predictions.

### 4.5 Statistically-independent data points

The intermittency analysis yields the dependence of scaled factorial moments on the number of subdivisions of transverse momentum and cumulative transverse momentum intervals. In the past, the same data set was used for the analysis performed for different subdivision numbers. This resulted in statistically-correlated data points uncertainties, therefore the full covariance matrix is required for proper statistical treatment of the results. The latter may be numerically not trivial [33]. Here, for the first time, statistically-

Fig. 6 Distributions of Two-Track Distance for experimental and mixed data (left) and their ratio (right) after applying the momentum-based Two-Track Distance cut


independent data subsets were used to obtain results for each subdivision number. In this case, the results for different subdivision numbers are statistically independent. Only diagonal elements of the covariance matrix are non-zero, and thus the complete relevant information needed to interpret the results is easy to present graphically and use in the statistical tests. However, the procedure significantly decreases the number of events used to calculate each data point increasing statistical uncertainties and therefore forcing to reduce the number of the data points to 10 .

Number of events used in each subset was selected to obtain similar magnitudes of the statistical uncertainties of results for different subsets. Table 3 presents the fractions of all available events used to calculate each of the 10 points.

### 4.6 Uncertainties and biases

The standard expression for the scaled factorial moments, Eq. 1 can be rewritten as
$F_{2}(M)=2 M^{2} \frac{\left\langle N_{2}(M)\right\rangle}{\langle N\rangle^{2}}$,
where $N_{2}(M)$ denotes the total number of particle pairs in all of the $M^{2}$ bins in an event. Then the statistical uncertainties can be calculated using the standard error propagation:
$\frac{\sigma_{F_{2}}}{\left|F_{2}\right|}=\sqrt{\frac{\left(\sigma_{N_{2}}\right)^{2}}{\left\langle N_{2}\right\rangle^{2}}+4 \frac{\left(\sigma_{N}\right)^{2}}{\langle N\rangle^{2}}-4 \frac{\left(\sigma_{N_{2} N}\right)^{2}}{\langle N\rangle\left\langle N_{2}\right\rangle}}$.
The left plot in Fig. 7 shows $F_{2}(M)$ results for the mixed data set (see Sect. 5 for details). As expected, the $F_{2}$ values are independent of $M^{2}$. Deviation of the points from the value for the first point (marked with the dashed line) is approximately $\chi^{2} / \mathrm{ndf}=7.7 / 9$, which validates the values of statistical uncertainties.

Final results presented in Sect. 5 are not corrected for possible biases. Systematic uncertainty was estimated by comparing results for pure Epos 1.99 and Epos 1.99 subjected to the detector simulation, reconstruction and data-like analysis as shown in Fig. 7 (right). Their differences are significantly
smaller than statistical uncertainties $\left(\chi^{2} / \mathrm{ndf}=9.7 / 9\right)$ of the experimental data and increase with $M^{2}$ up to the order of 0.1 at large $M^{2}$ values. Note that protons generated by Epos 1.99 do not show significant correlation in the transverse momentum space, see Sect. 6. In this case, the momentum resolution does not affect the results significantly.

In the case of the critical correlations, the impact of the momentum resolution may be significant, see Ref. [34] and Sect. 6 for detail. Thus a comparison with models including short-range correlations in the transverse momentum space requires smearing of their momenta according to the experimental resolution, which can be approximately parametrized as:
$p_{x}^{\text {smeared }}=p_{x}^{\text {original }}+\delta p$,
$p_{y}^{\text {smeared }}=p_{y}^{\text {original }}+\delta p$,
where $\delta p$ is randomly drawn from a Gaussian distribution with $\sigma=3 \mathrm{MeV} / c$.

Uncertainties on final results presented in Sect. 5 correspond to statistical uncertainties.

## 5 Results

This section presents results on second-order scaled factorial moments (Eq. 1) of $\approx 60 \%$ randomly selected protons (losses due to proton misidentification) with momentum smeared due to reconstruction resolution (Eq. 9) produced within the acceptance maps defined in Sect. 4.4 by strong and electromagnetic processes in $0-5 \%, 5-10 \%, 10-15 \%, 15-20 \%$ and $0-20 \%$ most central ${ }^{40} \mathrm{Ar}+{ }^{45} \mathrm{Sc}$ collisions at $150 \mathrm{~A} \mathrm{GeV} / c$. The results are shown as a function of the number of subdivisions in transverse momentum space - the so-called intermittency analysis. The analysis was performed for cumulative and original transverse momentum components. Independent data sets were used to calculate results for each subdivision.

Uncertainties correspond to statistical ones. Biases estimated using the Epos 1.99 [35] model (see Sect. 6) are sig-

Table 3 Fraction of the total number of analyzed events for each centrality interval used to calculate second-order scaled factorial moments for the chosen number of cumulative momentum cells

| Number of cells $M^{2}$ | $1^{2}$ | $50^{2}$ | $70^{2}$ | $86^{2}$ | $100^{2}$ | $111^{2}$ | $122^{2}$ | $132^{2}$ | $141^{2}$ | $150^{2}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Fraction of all events (\%) | 0.5 | 3.0 | 5.0 | 7.0 | 9.0 | 11.0 | 13.0 | 15.5 | 17.0 | 19.0 |

Fig. 7 Results on the dependence of the scaled factorial moment of proton multiplicity distribution on the number of subdivisions in cumulative transverse momentum space for mixed events (left) as well as events generated with Epos 1.99 model before and after reconstruction (right)

nificantly smaller than statistical uncertainties of the experimental data.

### 5.1 Subdivisions in cumulative transverse momentum space

Figures 8 and 9 present the dependence of the factorial moment on the number of subdivisions in cumulativetransverse momentum space for the maximum subdivision number of $M^{2}=150^{2}$ and $M^{2}=32^{2}$, respectively. The latter, coarse subdivision, was introduced to limit the effect of experimental momentum resolution; see Ref. [34] and below for details. The experimental results are shown for five different selections of events with respect to centrality. As a reference, the corresponding results for mixed events are also shown. The mixed data set is constructed by randomly swapping particles from different events such that each particle in a mixed event comes from different recorded events. Note that by construction, the multiplicity distribution of protons in mixed events for $M^{2}=1^{2}$ is equal to the corresponding distribution for the data. In the mixed events, protons are uncorrelated in the transverse momentum space. Therefore for them, the scaled factorial moment is independent of $M^{2}$, $F_{2}(M)=F_{2}\left(1^{2}\right)$. The experimental results do not show any significant dependence on $M^{2}$. The obtained values are consistent with the value of the first data point (dashed line) with $\chi^{2} / \mathrm{ndf}=8.7 / 9$ on average for the fine binning (Fig. 8) and $\chi^{2} / \mathrm{ndf}=11.4 / 9$ for the coarse binning (Fig. 9). There is no indication of the critical fluctuations for selected protons.
5.2 Subdivisions in transverse momentum space

Figure 10 presents the results which correspond to the results shown in Fig. 8, but subdivisions are done in the original transverse momentum space. By construction, $F_{2}\left(1^{2}\right)$ values are equal for subdivisions in cumulative transverse momentum space and transverse momentum space. But for the latter, $F_{2}(M)$ strongly depends on $M^{2}$. This dependence is primarily due to non-uniform shape of the single-particle transverse momentum distributions, see Sect. 2.2. It can be accounted for by comparing the results for the experimental data with the corresponding results obtained for the mixed events. There is no significant difference between the two, which confirms the previous conclusion of no indication of significant critical fluctuations.

## 6 Comparison with models

This section presents a comparison of the experimental results with two models. The first one, Epos 1.99 [35], takes into account numerous sources of particle correlations, in particular, conservation laws and resonance decays, but without critical fluctuations. The second one, the Power-law Model [36], produces pairs of particles correlated by the power law inside the pair, together with fully uncorrelated particles.



Fig. 8 Results on the dependence of the scaled factorial moment of proton multiplicity distribution on the number of subdivisions in cumulative transverse momentum space $M^{2}$ for $1^{2} \leq M^{2} \leq 150^{2}$. Closed circles indicate the experimental data. For comparison, corresponding

### 6.1 Epos

For comparison, almost $20 \cdot 10^{6}$ minimum bias ${ }^{40} \mathrm{Ar}+{ }^{45} \mathrm{Sc}$ events have been generated with EpOS1.99. Signals from the NA61/SHINE detector were simulated with GEANT3 software, and the recorded events were reconstructed using the standard NA61/SHINE procedure. Number of analyzed events is shown in Table 2.

To calculate model predictions (pure EPOS), all generated central events were analyzed. Protons and proton pairs within the single-particle and two-particle acceptance maps were selected. Moreover, $60 \%$ of accepted protons were randomly selected for the analysis to take into account the effect of the proton misidentification.

Results for the reconstructed EPOS events were obtained as follows. The model events were required to have the reconstructed primary vertex. Selected protons and proton pairs (matching to the generated particles was used for identification) were subject to the same cuts as used for the experimental data analysis, see Sect. 4.
results for mixed events (open triangles) and the Epos 1.99 model (open squares) are also shown. Results for five centrality selections of events are presented in different panels. Only statistical uncertainties are indicated

The results for the pure and the reconstructed Epos events are compared in Fig. 11. They agree for both fine and coarse subdivisions. As the statistics of the EpOS events is several times higher than of the data, one concludes that for the EPOSlike physics, the biases of the experimental data are significantly smaller than the statistical uncertainties of the data.

Finally, the experimental results are compared with the pure Epos predictions in Figs. 8, 9 and 10. No significant differences are found.

### 6.2 Power-law model

Inspired by expectations of the power-law correlations between particles near the critical point, the Power-law Model was developed [36] to compare with the experimental result. It generates momenta of uncorrelated and correlated protons with a given single-particle transverse momentum distribution in events with a given multiplicity distribution. The correlated protons are produced in pairs. The model has two controllable parameters:
(i) fraction of correlated particles,


Fig. 9 Results on the dependence of the scaled factorial moment of proton multiplicity distribution on the number of subdivisions in cumulative transverse momentum space $M^{2}$ for $1^{2} \leq M^{2} \leq 32^{2}$. Closed circles indicate the experimental data. For comparison, corresponding
(ii) strength of the correlation (the power-law exponent).

The transverse momentum of particles is drawn from the input transverse momentum distribution. Correlated-particle pairs' transverse momentum difference follows a power-law distribution:
$\rho\left(\left|\Delta \overrightarrow{p_{T}}\right|\right) \sim\left|\Delta \overrightarrow{p_{T}}\right|^{-\phi_{2}}$,
where the exponent $\phi_{2}<1$. Azimuthal-angle distribution is assumed to be uniform. The momentum component along the beamline, $p_{z}$, is calculated assuming a uniform rapidity distribution from -0.75 to 0.75 and proton mass.

Many high-statistics data sets with multiplicity distributions identical to the experimental data and similar inclusive transverse momentum distributions have been produced using the model. Each data set has a different fraction of correlated particles (varying from 0 to $2 \%$ ) and a different power-law exponent (varying from 0.00 to 0.95 ). The following effects have been included:
(i) Gaussian smearing of momentum components to mimic reconstruction resolution of the momentum, (see Eq. 9),
results for mixed events (open triangles) and the EPOS 1.99 model (open squares) are also shown. Results for five centrality selections of events are presented in different panels. Only statistical uncertainties are indicated
(ii) random exchange of $40 \%$ of correlated particles with uncorrelated ones to simulate $60 \%$ acceptance of protons (preserves the desired multiplicity distribution, but requires generating more correlated pairs at the beginning),
(iii) two-particle acceptance map, see Sect. 4.4,
(iv) single-particle acceptance map, see Sect. 4.4.

The influence of each of the above effects separately and all of them applied together on $F_{2}(M)$ is shown in Fig. 12 for an example model parameters, and fine and coarse subdivisions.

Next, all generated data sets with all the above effects included have been analyzed the same way as the experimental data. Obtained $F_{2}(M)$ results have been compared with the corresponding experimental results and $\chi^{2}$ and a p-value were calculated. For the calculation, statistical uncertainties from the model with similar statistics to the data were used. Examples of such comparison are presented in Fig. 13.

Figure 14 shows obtained p-values as a function of the fraction of correlated protons and the power-law exponent.

White areas correspond to a p-value of less than $1 \%$ and may be considered excluded (for this particular model).


Fig. 10 Results on the dependence of the scaled factorial moment of proton multiplicity distribution on the number of subdivisions in transverse momentum space $M^{2}$ for $1^{2} \leq M^{2} \leq 150^{2}$. Closed circles indicate the experimental data. For comparison, corresponding results for
mixed events (open triangles) are also shown. Results for five centrality selections of events are presented in different panels. Only statistical uncertainties are indicated

Fig. 11 Results on the dependence of the scaled factorial moment of proton multiplicity distribution on the number of subdivisions in cumulative transverse momentum space for events generated with Epos 1.99 for fine $M^{2}=1^{2} \ldots 150^{2}$ (left) and coarse, $M^{2}=1^{2} \ldots 32^{2}$ (right) subdivisions

EPOS


EPOS


Results for the coarse subdivision have low statistical uncertainties, thus small deviations from the behavior expected for uncorrelated particle production due to non-critical correlations (conservation laws, resonance decays, quantum statistics, ...), as well as possible experimental biases may lead to significant decrease of the p-values.

The intermittency index $\phi_{2}$ for an infinite system at the QCD critical point is expected to be $\phi_{2}=5 / 6$, assuming that the latter belongs to the 3-D Ising universality class. If
this value is set as the power-law exponent of the Power-law Model with coarse subdivisions (Fig. 14), the NA61/SHINE data on central ${ }^{40} \mathrm{Ar}+{ }^{45} \mathrm{Sc}$ collisions at $150 \mathrm{~A} \mathrm{GeV} / c$ exclude fractions of correlated protons larger than about $0.1 \%$. It should be underlined that these numbers are specific to the Power-law Model. Analyses made with other models, which could provide different values depending on the assumed scenarios, remain beyond the scope of this paper.


Fig. 12 Dependence of the scaled factorial moment on the number of subdivisions in the cumulative transverse momentum for the Powerlaw Model with power-law exponent set to 0.80 and fraction of correlated particles to $3 \%$. Each line presents a result with a different effect

included separately, and the red circles all of them together. The results for the fine and coarse subdivisions are shown in the left and right panels, respectively



Fig. 13 Examples of comparison of results for two Power-law Model data sets with the experimental data. The left panel includes model predictions assuming only uncorrelated protons, whereas the right one shows predictions for $0.5 \%$ of correlated protons with power-law exponent $\phi_{2}=0.65$


Fig. 14 Exclusion plot, the p-values, for the Power-law Model parameters - the fraction of correlated protons and the power-law exponent. The white areas correspond to p-values less than $1 \%$. The exclusion plot for the fine subdivisions

## 7 Summary

This paper reports on the search for the critical point of strongly interacting matter in central ${ }^{40} \mathrm{Ar}+{ }^{45} \mathrm{Sc}$ collisions at $150 A \mathrm{GeV} / c$. Results on second-order scaled factorial moments of proton multiplicity distribution at mid-rapidity are presented. Protons produced in strong and electromagnetic processes in ${ }^{40} \mathrm{Ar}+{ }^{45} \mathrm{Sc}$ interactions and selected by the single- and two-particle acceptance maps, as well as the identification cuts are used.

The scaled factorial moments are shown as a function of the number of subdivisions of transverse momentum space - the so-called intermittency analysis. The analysis was performed for cumulative and non-cumulative transverse momentum components. Independent data sets were used to calculate results for each subdivision. Influence of several experimental effects was discussed and quantified. The results show no significant intermittency signal.

The experimental data are consistent with the mixed events and the Epos model predictions. An upper limit on the fraction of correlated proton pairs and the power of the correlation function was obtained based on a comparison with the Power-law Model. Assuming the intermittency index for the QCD critical point $\phi_{2}=5 / 6$, the NA61/SHINE data on central ${ }^{40} \mathrm{Ar}+{ }^{45} \mathrm{Sc}$ collisions at $150 \mathrm{~A} \mathrm{GeV} / c$ exclude fractions of correlated protons larger than about $0.1 \%$.

The intermittency analysis of other reactions recorded within the NA61/SHINE program on strong interactions is well advanced and the new final results should be expected soon.
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