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Summary 

Through three empirical papers, this dissertation explores the relationships between 

lexical features and vocabulary knowledge in diverse student groups.   

Paper I examines multiple exploratory factor analyses on 22 non-behavioral lexical 

characteristics across three word lists—the General Service List (West, 1953), Academic Word 

List (Coxhead, 2000), and Academic Vocabulary List (Domain-Specific subsample; Gardner 

& Davies, 2014)—as a proxy of the different words we encounter.  Across the three lists, the 

models indicated five related but distinct and stable latent factors: Frequency, Complexity, 

Proximity, Polysemy, and Diversity. However, for domain-specific words, Polysemy and 

Diversity combined into a single factor.  

Papers II and III demonstrate the methodological utility of the latent dimensions by 

modelling target-word characteristics as a predictor of item difficulty.  In both studies, 

explanatory item response theory bridges the gap between educational research on individual 

students’ reading and language proficiency and cognitive research on individual words’ lexical 

features.  Although methodologically similar, the studies diverge based on how vocabulary 

knowledge is assessed and who is sampled in the studies. 

Paper II reports cross-classified interactions between the reading proficiency scores of 

monolingual English speakers and the five latent dimensions on a synonym identification task.  

This study found that lexical features influence item difficulty, such as identifying the 

synonyms of more polysemous and frequent target words, and that students with higher reading 

comprehension scores found items less difficult overall.  More importantly, this study found 

that student and target-word characteristics interact: Students with low reading comprehension 

scores were less sensitive to lexical advantages, such as word frequency, and more susceptible 

to disadvantages, such as word complexity.   

Paper III compares student responses on the synonym task to a similar definition task, 

then explores interactions between the five latent lexical dimensions and English Language 

Learner classifications across the two tasks. Overall, students found synonym identification 

easier than definition identification when assessed on identical words.  However, the lower-

proficiency ELL students did not exhibit a preference, instead finding both tasks equally 

difficult.  This study also found that identifying synonyms when a target word has many 

meanings was easier (similar to Paper II).  When comparing lexical characteristic effects across 

ELL classifications, the lowest-proficiency ELL group (Limited English Proficient students) 

were less sensitive to the advantages of word frequency, but also less sensitive to the burden of 

word complexity than their peers.  
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1    
Introduction 

 

 

 

Vocabulary knowledge is fundamental to reading comprehension and academic 

achievement (Grabe, 2012; Pearson et al., 2007), and understanding the variety of language 

experiences that students have is both practically important for educators, and theoretically 

interesting to researchers.  The words students encounter, the way students learn novel words, 

and how vocabulary knowledge is assessed varies greatly across contexts.  Thus, when it comes 

to understanding vocabulary knowledge, considering what words we measure, which students 

we are measuring, and how we are measuring their knowledge is imperative.  The aim of this 

dissertation is to explore word characteristics, learner differences, and variations in assessment 

simultaneously to further our understanding of the interplay between these factors, especially 

within the academic setting. 

 

1.1   Vocabulary Knowledge and Reading Comprehension 

It is well-established that vocabulary knowledge correlates with reading comprehension 

(Nation & Snowling, 2004; Ouellette, 2006; Joshi, 2005; McKeown, Beck, Omanson, & 

Perfetti, 1983; Quinn et al., 2015; Cain & Oakhill, 2014; Cromley & Azevedo, 2007; Kieffer 
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& Box, 2013; see Jeon & Yamashita, 2014 for a meta-analysis on second language learners).  

However, the relationship between vocabulary knowledge and reading comprehension is 

neither direct nor in one direction.  In their seminal work, Anderson and Freebody (1981) 

formulated three hypotheses that continue to permeate reading research: the verbal aptitude 

hypothesis, the knowledge hypothesis, and the instrumental hypothesis. 

The verbal aptitude hypothesis states, "Vocabulary performance is a reflection of verbal 

ability, and it is verbal ability that mainly determines if text will be understood” (Anderson & 

Freebody, 1981, p. 6).  Higher-order ability is related to reading comprehension and vocabulary 

knowledge separately, which in turn manifests as a correlation between reading comprehension 

and vocabulary.  For example, students with larger working memory capacity can free up 

cognitive space for higher-level comprehension, such as inferencing (Cain, Oakhill, & Bryant, 

2004), and simultaneously leverage their working memory to learn better and retain new 

vocabulary (Baddeley, 2003).  Similarly, students with high levels of metalinguistic awareness 

tend to be strong readers and possess more vocabulary knowledge (Nagy, 2007; Bialystok, 

Peets, & Moreno, 2014).  

The knowledge hypothesis states that “The person who scores high [on vocabulary 

measures] has a deeper and broad knowledge of the culture [which is] crucial for text 

understanding” (Anderson & Freebody, 1981, p. 7).  In this case, knowledge about the world 

causes both strong reading comprehension skills and vocabulary knowledge.  Following this 

concept, van Dijk & Kintsch’s (1983) situation model posits that we interpret a new text by 

relating it to existing background knowledge (Kintsch, 1988; 2014).  Similarly, O’Reilly, 

Wang, and Sabatini (2019) suggest that readers must meet some threshold of background 

knowledge to understand a text, even if the individual vocabulary words themselves are 

relatively understood.  For example, reading a statistics textbook requires understanding new 

concepts using words many students already know, such as “slope” and “significant.”  

Moreover, both strong and weak readers perform better when reading about familiar topics 

(Recht & Leslie, 1988). 

The instrumental hypothesis states that “knowing the words enables text comprehension” 

(Anderson & Freebody, 1981, p. 6).  Indeed, current research estimates that, in order to read an 

authentic text independently, a reader needs to know 95–98% of words in a text (Schmitt, Jiang, 

& Grabe, 2011; Laufer & Ravenhorst-Kalovski, 2010; Nation, 2006; Schmitt et al., 2017).  

While the raw number of words a reader must know varies between texts, researchers posit that 

a reader needs to know somewhere between three thousand (Laufer, 1992) and nine thousand 

(Hu & Nation, 2000) word families (i.e., “talk”, “talked”, and “talks” are one word family). 
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At the same time, there is evidence that reading comprehension impacts vocabulary 

growth, indicating a reciprocal relationship between the two (Biemiller & Slonim, 2001; Nagy 

& Scott, 2000; Verhoeven, van Leeuwe, & Vermeer, 2011; Stanovich, 1988, 2000).  When we 

know more words in a text, we have more information to leverage in the process of inferring 

meanings of novel vocabulary (Cain, Oakhill, & Lemmon, 2004).  Additionally, readers who 

know more words can also read more fluently and automatically, which in turn positively 

impacts reading comprehension (Klauda & Guthrie, 2008).  It is evident that vocabulary 

knowledge and reading comprehension are not simply related by one direct path, but instead 

through many reciprocal, moderating, and mediating effects, as we see in many hypothesized 

reading models (Cromley & Azevedo, 2007; Ahmed et al., 2016; Joshi, 2005; amongst many 

others). 

Moreover, the strength and structure of the relationship change as language skills 

improve. When initially learning to read, readers spend nearly all of their working memory on 

decoding slowly and laboriously, with fragmented word knowledge and minimal integration 

(Nagy & Scott, 2000).  As a reader becomes more skilled, semantic knowledge becomes more 

structured; learning becomes more efficient, and making inferences comes to the forefront 

(Cain, Oakhill, & Bryant, 2004).  Conversely, consolidating the meaning of new words can 

remain difficult for students with poor reading comprehension; therefore, retaining meanings 

or engaging in higher-order thinking becomes challenging (Nation, Snowling, & Clarke, 2007). 

 

1.2   Second Language Vocabulary and Reading 

Growth in vocabulary knowledge and reading comprehension are reciprocally related for 

multilingual learners across languages as well (Nation, 2011, 2022; Schmitt, 2008; Laufer, 

1992; Carlisle & Beeman, 2000; Qian, 2002); however, second language (L2) learning is 

accompanied by additional factors that complicate the language-acquisition process.  A re-

evaluation Anderson and Freebody’s (1981) verbal aptitude, general knowledge, and 

instrumental hypotheses for multilingual learning exemplifies this fact. 

In relation to the verbal aptitude and general knowledge hypotheses, multilingual learners 

can often utilize their linguistic knowledge and background knowledge initially coded in their 

first language (L1) when reading in their L2 (Lucas & Katz, 1994).  When orthographies 

between languages are similar, decoding skills are transferrable between languages (Cummins, 

2007; Kuo & Anderson, 2006).  Moreover, multilingual learners often show an advantage in 

metalinguistic awareness (Adesope et al., 2010; Reder et al., 2013; Galambos & Goldin-

Meadow, 1990; Nagy, 2007; Cummins, 1978).   
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Finally, while the instrumental hypothesis posits that knowing more words enables text 

comprehension, how vocabulary knowledge develops differs between L1 and L2 (Webb & 

Chang, 2012).  Initially, multilingual learners often rely on direct vocabulary instruction and 

specific texts selected by their teachers (Laufer, 2003), and use direct translations between a 

novel L2 target word and their closest L1 translation (Ringbom, 1987,1992, 2007; Jarvis & 

Pavlenko, 2008).  As language proficiency increases, learners increase and strengthen their 

vocabulary connections in the L2 (Joyce, 2018) and move towards more independent and 

automatic use of the L2.  When shifting from direct L1 translations to more L2 lexical 

connections, learners begin to understand language-dependent nuances lost in literal 

translations—a problem that never exists for monolingual speakers.   

Hence, it is clear that understanding how L1 speakers know words is not necessarily 

representative of how multilingual learners know words, even in the same language.  Instead, 

research must consider diverse learners across diverse linguistic contexts, which requires more 

sophisticated modelling, which I will discuss in the Methods chapter. 

 

1.3   Vocabulary in the Academic Setting 

Reading is an important way to learn new vocabulary (Brett, Rothlein, & Hurley, 1996; 

Laufer, 2003) and is especially crucial in the school setting via textbook reading (Alexander, 

2012; Weisberg, 2011). In addition, as students advance through the educational system, grade-

appropriate textbooks become increasingly complex and therefore require stronger reading 

skills to comprehend (Goodwin, Gilbert, & Cho, 2013; Bar-Ilan & Berman, 2007; Landauer, 

Kireyev, & Panaccione, 2011).   

Texts increase in complexity partly by introducing more morphologically complex and 

conceptually abstract vocabulary (Nagy & Townsend, 2012; Carlisle, 2000).  For example, 

Marzano & Simms’ (2011) Vocabulary for the Common Core list provides “circle” as a core 

mathematics vocabulary word for kindergarten and “circumference” for fifth grade.  Students 

are expected to improve reading comprehension and increase vocabulary knowledge 

throughout school; for example, students in early grades learn new root words, while students 

in later grades shift their focus to more complex derivations (Kuo & Anderson, 2006; Anglin, 

Miller, & Wakefield, 1993).  However, progression through the educational system does not 

guarantee linguistic preparedness for advanced texts, particularly in the case of English 

Language Learners (ELLs), who experience unique challenges in English vocabulary learning 

compared to their monolingual peers.   
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1.4   Thesis Objective and Overview 

This dissertation explores relationships between lexical features and the words diverse 

students know in different ways, particularly in the academic setting.  Across the three empirical 

papers, I address the following questions:  

o Can we develop a factor structure for the lexical characteristics of words, and, is 

the structure consistent across English vocabulary contexts, such as conversational 

versus academic English? 

o How do these lexical characteristics impact vocabulary-item difficulty, and, is the 

impact consistent across reading comprehension levels for monolingual students? 

o Does the impact of lexical characteristics on item difficulty depend on how we 

assess knowledge, and, does the impact change as a function of English proficiency 

when assessing ELLs? 

The dissertation consists of two parts: the extended abstract, which explains how the 

empirical papers add to the literature, followed by the three empirical papers, which address the 

above research questions in sequence.  

The extended abstract contextualizes, interprets, and synthesizes the complex information 

across three empirical studies.  The first chapter has introduced and described the main 

objectives of the dissertations as a whole.  The next chapter will situate the dissertation within 

relevant reading comprehension and vocabulary development frameworks.  Chapter 3 details 

the research methods across the papers, clarifies the reasoning behind methodological and 

analytical decisions, and explains ethical dilemmas that arose during the project.  Chapter 4 

reviews and comments on the main findings of the papers.  Finally, the concluding chapter 

elaborates on the main findings and contributions and extends into perspectives on teaching and 

assessment. 

The three empirical papers in Part II represent significant contributions to the research 

community, either as peer-reviewed and published papers or as papers still under review at the 

time of thesis submission.  Paper I discusses the factor structures of lexical features for different 

types of words using exploratory factor analyses.  Paper II explores the relationship between 

lexical characteristics and vocabulary-item difficulty, particularly by evaluating varying levels 

of reading comprehension for a monolingual subset. Finally, Paper III expands upon previous 

works with a similar analytical methodology but also assesses the relationship between lexical 

characteristics and vocabulary-item difficulty for ELLs, particularly the differences in 

relationships between different English-learner classifications and across two receptive 

vocabulary tasks.   
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2    

Theoretical Frameworks and Prior Research 

 

 

 

Although many competing models for reading comprehension and language acquisition 

frameworks proliferate research, this thesis is situated within the Reading Systems Framework 

(Perfetti & Stafura, 2014) for understanding the complex task of reading and a componential 

framework for understanding the development of vocabulary knowledge (Nation, 2022).  I will 

summarize these frameworks in turn and explain how situating the current work within the 

frameworks aligns with current research. 

 

2.1   Reading Comprehension in the Reading Systems Framework 

The Reading Systems Framework is a general framework of reading comprehension that 

builds upon the top-down, higher-level processes of reading comprehension and the bottom-up, 

word-level processes, initially developed in Perfetti’s (1999) Blueprint of the Reader.  It 

integrates knowledge-driven research from the Situation and Construction-Integration Models 

(van Dijk & Kintsch, 1983; Kintsch, 1988; Kintsch & Rawson, 2005; see McNamara & 

Magliano, 2009 for a review) with text-driven processes, such as those in Gough and Tunmer’s 

(1986) Simple View of Reading as well as with decoding, phonological awareness, and sight 
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recognition in Scarborough’s (2001) Reading Rope model and Duke & Cartwright’s (2021) 

Active View of Reading model.  Unlike more individual word-reading models, this more general 

reading comprehension model highlights the importance of multiple “knowledge sources, basic 

cognitive and language processes, and the interactions among them” (Perfetti & Stafura, 2014, 

p. 24)  

 

 

Figure 1.  The Reading Systems Framework. 

Note: This figure is reproduced from Perfetti & Stafura (2014) and colorized by me. 

 

2.1.1   Knowledge Systems 

Readers use a meaning-driven, top-down approach to comprehend text via their linguistic 

system knowledge, writing system knowledge, and general background knowledge (Perfetti & 

Stafura, 2014; Stanovich, 1980), which are represented in the blue boxes at the top and bottom 

of Figure 1.  Knowledge about the linguistic system includes information about morphology, 

phonology, and syntax, which maps onto the orthographic (written) system.  General 

knowledge includes information about the current text structure, the relevant writing genre, and 

the world in general.   

In the Reading Systems Framework, linguistic system knowledge directly impacts our 

orthographic system knowledge, our vocabulary knowledge in the lexicon, and our 

comprehension processes (Perfetti & Stafura, 2014).  Readers with high morphological 
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awareness are better able to infer the meaning of new words by splitting up words into known 

parts; for example, knowing that “jumped” contains the root word “jump” and the suffix “ed” 

to indicate “jump in the past” (Nation, Snowling, & Clarke, 2007; Fowler, Liberman, & 

Feldman, 1995; Kuo & Anderson, 2006; Bhattacharya & Ehri, 2004).  Efficient readers who 

excel at decoding also free up cognitive resources to engage in higher-order processes, such as 

using the working memory to make inferences instead of laboriously parsing sentences 

(Hamilton, Freed, & Long, 2016; Bohn-Gettler & Kendeou, 2014; Ehri, 1995). 

Linguistic knowledge alone is not sufficient to ensure text comprehension.  In the Reading 

Systems Framework, general knowledge directly impacts vocabulary knowledge in the lexicon 

and is reciprocally related to the comprehension processes (Perfetti & Stafura, 2014).  

Background knowledge is a key component in many reading comprehension models (Cromley 

& Azevedo, 2007; Kintsch & Rawson, 2005; Myers & O’Brien, 1998). For example, in 

O’Reilly, Wang, and Sabatini’s (2019) study of 3,534 high-school students reading an ecology 

text, they found that reading comprehension was nearly impossible below a certain threshold 

of background knowledge.  In essence, while students could know the individual words in the 

text, without the necessary background knowledge to connect to, students were unable to 

process and learn the new content. 

 

2.1.2   Word Identification Systems 

The next fundamental component in the Reading Systems Framework is individual word 

comprehension, represented as the green box in Figure 1.  Knowing both the form of a word 

(orthographic and phonologic) and the meaning(s) of individual words is crucial to 

comprehending more complex text, such as sentences, paragraphs, etc., from a bottom-up 

approach (Perfetti & Stafura, 2014; Stanovich, 1980).  The word identification system proposed 

by Perfetti and Stafura (2014) parallels earlier work, coined the Lexical Quality Hypothesis 

(Perfetti, 2007; Perfetti & Hart, 2002). 

The Lexical Quality Hypothesis originated after observing that “when either children or 

adults were separated by their scores on a reading comprehension test, they sorted themselves 

also on their speed of written word and pseudo-word identification” (Perfetti & Hart, 2002; p. 

189).  The Lexical Quality Hypothesis suggests that word identification involves retrieving 

three constituents: orthography, phonology, and semantics.  High-quality word representations 

require fully-specified and tightly-bound constituents, and a “skilled reader, in addition to 

having foundational resources (decoding, spelling, and grammatical skills), is one who has 

many high-quality word representations” (Perfetti & Hart, 2002; p. 192).  Readers with stronger 
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lexical representations access words more efficiently during reading, while less skilled readers 

who struggle with individual word reading show deficits in overall text comprehension 

(Perfetti, 2007).  Hence, understanding how readers map orthographic forms onto lexical 

representations is key (Perfetti & Adlof, 2012).   

At the same time, a perfect one-to-one mapping between orthography, phonology, and 

meaning is not common in English.  For example, a single orthographic form can map onto two 

different phonological forms (e.g., “crayon” can be pronounced CRAY-on or crown), a single 

phonological form can map onto two orthographic forms (e.g., “doughnut” and “donut” can 

both be pronounced DOW-nuht), and a single orthographic and phonological form can map 

onto multiple meanings (e.g., a vehicle “train” and the action “to train”). Priming research 

indicates that, even for the skilled reader, words with different phonologies and meanings are 

simultaneously and subconsciously activated (at least partially) when they share orthographies, 

which can lead to confusion in comprehension (Gernsbacher & Faust, 1991). 

Recognizing the written and spoken forms of a word depends on both the decoding skills 

of the reader and the decodability of the word (Wang et al., 2013; Bhattacharya & Ehri, 2004).  

Longer words take more time to decode (Just & Carpenter, 1980; Hyönä & Olson, 1995), as do 

opaque words (i.e., not orthographically transparent; Spencer & Hanley, 2003), and readers are 

more likely to fixate longer on less-frequent words (Joseph, Nation, & Liversedge, 2013).  

However, word identification also requires retrieving the conceptual meaning.  It is possible to 

decode a word but not activate the meaning—in fact, this is precisely what happens during 

lexical decision tasks with nonwords.  Previous eye-tracking and semantic priming research has 

found that some poor readers do not lack decoding skills but instead spend extra time and 

cognitive resources in processing the meaning of the word, which leaves fewer resources for 

higher-order processing in the representation systems and results in poorer reading 

comprehension (Nation & Snowling, 1999; Veldre & Andrews, 2014; Walczyk et al., 2004). 

 

2.1.3   Representation Systems  

The last component of the Reading System Framework is connecting text-independent 

knowledge and word identification to van Dijk & Kintsch’s (1983) Situation Model by creating 

and updating mental representations of the text as a reader progresses through a reading 

(Perfetti, 1999), represented in Figure 1 as the red box. As a reader parses information, they 

form a text base (memory of what the text said) and a situational representation (a model of 

what situation is occurring).  The text base and situational representation continuously inform 

one another and update as the reader progresses through the text, connects it to their general 
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and linguistic knowledge, and makes inferences (Perrig & Kintsch, 1985; Perfetti, 1999).  

Figure 2 exemplifies how the text base and situational representation might inform each other 

via inferencing as a reader processes a particularly tricky “garden path” sentence (Ferreira & 

Henderson, 1991): “The old man the boat.” 

 

 

Figure 2.  An Example of the Situational Model.   

Note: Stock images from freepik.com for free commercial use. 

 

For many readers, comprehending this sentence initially involves incorrect assumptions 

about the meanings of the words “old” and “man”, and subsequent reinterpretations based on 

linguistic knowledge about sentence structure (Ferriera, Christianson, & Hollingworth, 2001).  

In Figure 2, it first seems as though the sentence does not contain a verb, so a reader must 

recognize both that English sentences usually require a verb, and that “man” can also refer to 

an action, not just a person.  Skilled readers are more likely to notice and re-read when 

ambiguous words break down comprehension (Joseph & Liversedge, 2013; Hacker, 1997). 

Perfetti and Stafura recognized the interrelatedness between the components of reading 

comprehension, stating: “even with the best of efforts it is difficult to persuasively assess 

processes in isolation of other processes” (2014; p. 25). Hence, when examining the Reading 

Systems Framework, only one component features a single, unidirectional arrow: the visual 

input itself.  Even in the caption of Perfetti’s (1999) original figure, he states: “In particular, 

whether bidirectional arrows are needed everywhere is an empirical question” (p. 169).  While 

this thesis does not directly address multiple bidirectional arrows, this comment implies that 

reading comprehension is indeed highly complex and varies as a function of multiple 

components, both from the individual person and the individual text. 
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2.1.4   Relationships across Reading Development 

The Reading Systems Framework is more process-oriented than development-oriented 

(Wang et al., 2019); it is centered more on the current text than the development of reading 

comprehension skills over time.  However, relationships between the knowledge, word 

identification, and representation systems (and their subcomponents) are not time-invariant.  

This section reviews some empirical findings of how these relationships change over time.   

Previous research indicates that decoding skills are strongly related to reading ability in 

early school grades when students are learning to read (Ehri, 1995, 2014), but as students 

approach decoding mastery and automaticity, it begins to take a backseat to higher-order 

processes, such as inferencing (García & Cain, 2014; Aarnoutse et al., 2001; Foorman, Petscher, 

& Herrera, 2018; Schatschneider et al., 2004; Gough & Tunmer, 1986).  In their meta-analysis 

of 110 studies, García and Cain (2014) found that reading comprehension and decoding skills 

correlated strongly (r = 0.80) for readers under ten years old but weakly (r = 0.47) for older 

readers (where the distinction between strong and weak readers is more evident; Chall, Jacobs, 

& Baldwin, 1990).  Likewise, Wang and colleagues (2019) proposed the Decoding Threshold 

Hypothesis, wherein a reader must meet some “minimum level of decoding skill before higher-

level processing is operational” (p. 389).  In both a cross-sectional study of over 10,000 students 

and their longitudinal study of over 30,000 students in grades 5–10, students who met the 

decoding threshold showed a positive linear relationship between decoding skills and reading 

comprehension (Wang et al., 2019). In contrast, students below the threshold exhibited no 

relationship and minimal growth in reading comprehension.   

As reading skills develop and texts become more complex, vocabulary and background 

knowledge dominate in reading comprehension (Cromley & Azevedo, 2007; Ahmed et al., 

2016; Stanovich, 1988; 2000; Leach, Scarborough, & Rescorla, 2003; Buly & Valencia, 2002; 

Sabatini et al., 2010).  In their Direct and Inferential Mediation model, Cromley and Azevedo 

(2007) found that vocabulary and background knowledge were stronger predictors of reading 

comprehension than word-reading skills (direct paths = 0.366, 0.234, and 0.151, respectively) 

for 175 students in 9th grade and that struggling readers at this age were more likely to struggle 

with vocabulary knowledge than with word reading skills—replicating previous findings 

(Leach, Scarborough, & Rescorla, 2003; Buly & Valencia, 2002). At the same time, younger 

readers are less likely to know low-frequency words (Jenkins et al., 2003; McNamara, Graesser, 

& Louwerse, 2012), the development of cognitive skills, such as inferencing, also improves as 

the brain develops (Carretti et al., 2014), and world knowledge accumulates as learners gain 

more life experience.  The fact that relationships between multiple components and skills with 
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reading comprehension evolve over time highlights the complexity and intertwining of person 

and text characteristics in reading comprehension. 

Developing reading comprehension skills for the multilingual learner also leverages 

qualitatively different mechanisms compared to monolingual reading development.  

Multilingual learners possess linguistic/writing-system knowledge and mental lexicons, to 

some degree, in at least two languages (Borodkin et al., 2016), and general knowledge can be 

encoded or related to multiple languages.  As a result, multilingual leaners have the opportunity 

to connect words across languages.  Initially, learners directly map new words in their L2 onto 

their corresponding L1 translations (Jiang, 2002; Kroll et al., 2010; Kroll et al., 2002).  As their 

proficiency increases, multilingual learners require less scaffolding via translation and instead 

become more automatic and fluent users in their L2. It is therefore crucial that research 

involving multilingual readers consider not only how multiple components of reading 

comprehension relate to one another when comprehending a single text or how they relate to a 

single language throughout reading development but also the added complexity of developing 

reading comprehension skills in multiple languages.   

 

2.2   Development of Vocabulary Knowledge in Multiple Components 

Vocabulary knowledge plays a key role in every system of the Reading Systems 

Framework (Perfetti & Stafura, 2014), yet understanding how we develop vocabulary 

knowledge is not clear from the framework alone.  Vocabulary knowledge itself is a complex 

phenomenon; therefore, there are many depictions in terms of the dimensions, aspects, 

components, or constructs involved in knowing vocabulary.  For example, Meara (2005) 

presented vocabulary knowledge as the three components: size, organization, and accessibility, 

while Daller et al. (2007) proposed breadth, depth, and fluency, and Schmitt (2014) suggested 

an interrelation between components.  Conversely, Laufer and Goldstein (2004) argued that 

vocabulary knowledge is not based on the word but on the skill, suggesting four elements: 

passive recognition, active recognition, passive recall, and active recall; later reformulated by 

Schmitt (2010) as form recognition, form recall, meaning recognition, and meaning recall. 

Nation’s (2001) three-component framework is one of the most prominent frameworks 

for vocabulary knowledge components: form, meaning, and use.  This component framework 

posits that individual word knowledge is related to the word form (e.g., “What does the word 

look like?”), the word meaning (e.g., “What meaning does this word refer to?”), and usage (e.g., 

“Where, when, and how often can we use this word?”; Nation, 2022).  However, these 

components only encompass vocabulary knowledge about a single word.  In the latest edition 
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of his Learning Vocabulary in Another Language, Nation (2022) suggests that the development 

of vocabulary knowledge as a whole requires four parts: depth (the components summarized 

above), breadth (the number of words known), strength (how well words are known), and 

integration (relations to other known words; p. 89).  Figure 3 illustrates Nation’s (2022) model 

of the development of vocabulary knowledge, and the following sections discuss each of the 

parts in turn. 

 

 

Figure 3.  A Model of the Development of Vocabulary Knowledge. 

Note: This figure is reproduced from Nation (2022, p. 89)  

 

2.2.1   Vocabulary Breadth 

Numerous studies have shown that vocabulary size (breadth) is one of the best predictors 

of reading comprehension for children in elementary school (Ouellette & Beers, 2010; 

Verhoeven & van Leeuwe, 2008) and above (van Gelderen et al., 2007). In addition, meta-

analyses have also indicated that improving vocabulary size via educational intervention 
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improves reading comprehension (Stahl & Fairbanks, 1986; Wright & Cervetti, 2017; Elleman 

et al., 2009). 

However, the English language contains an immense number of words; hence, learning 

all words is daunting—if not impossible.  For example, Webster’s Third New International 

Dictionary (1961), contains over 450 thousand words across 267 thousand distinct entries 

(Dupuy, 1974; Goulden, Nation, & Read, 1990).  Nation and Coxhead (2021) report that 

vocabulary size estimates for adult native speakers range from 12,000 to over 200,000 words, 

depending on how individual words are distinguished (e.g. grouping word families or lemmas).  

Vocabulary breadth is represented in Figure 3 as the number of individual cones. 

Even so, vocabulary breadth is defined not just by the sheer number of words you know 

but by which words.  In their seminal work, Beck, McKeown, and Kucan (2002) identified three 

tiers of words: basic, general academic, and disciplinary.  The three tiers vary in terms of when 

readers are most likely to encounter vocabulary and the lexical factures of that vocabulary, on 

average (Hiebert & Fisher, 2005).  This in turn impacts how, when, and if vocabulary 

instruction is necessary in the classroom (Coxhead, 2000; Hiebert et al., 2018). 

Everyday English. Conversational, everyday English words (basic Tier I words; Beck, 

McKeown, & Kucan, 2002) are the high-frequency words we use in everyday conversation and 

“rarely require instructional attention to their meanings in school” (p. 8). However, a lack of 

instructional attention to meanings does not imply a lack of instructional attention to other word 

aspects, such as decodability or phonological awareness (Melby-Lervåg, Lyster, & Hulme, 

2012). 

Paper I samples these words via the General Service List (GSL; West, 1953), which is a 

compiled list of high-utility and high-frequency words containing “1,907 main entries and 3,751 

orthographically different words” (Gilner, 2011, p. 71).  The GSL was compiled both based on 

objective frequency estimates and subjective criteria about utility and accessibility.  While it is 

often criticized for being outdated and subjective (Richards, 1974; Gilner, 2011; Gardner & 

Davies, 2014), it is undeniable that the GSL has permeated educational research and 

pedagogical materials for decades, as Gilner states: “Indeed, the GSL is part of the collective 

consciousness and one would be hard pressed to find someone in the field who has not heard 

of this word-list” (2011, p. 80).   

Most words we encounter, regardless of age or context, are these words.  Researchers 

estimate that the GSL accounts for nearly 90% of spoken corpora (Nation, 2004), 80% of 

written corpora (DeRocher, 1973), and almost 70% of academic corpora (Coxhead & Hirsh, 
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2007).  Even with these large estimates, 10–30% of English tokens are left unaccounted for, 

thus necessitating the distinction of the remaining two tiers.    

Academic Vocabulary. Academic vocabulary is “used in academic settings that 

facilitates communication and thinking about disciplinary content” (Nagy & Townsend, 2012, 

p. 92).  Knowing academic vocabulary is imperative for success in school (Schleppegrell, 

2004), starting in primary grades (Biemiller, 2012), middle school (Townsend & Collins, 2009), 

and beyond.  Academic vocabulary is encountered less frequently than conversational English 

but is also more morphologically complex (Hiebert, Goodwin, & Cervetti, 2018; Nagy & 

Anderson, 1984) and abstract (Nagy & Townsend, 2012; Lawrence, Maher, & Snow, 2013).  

Abstract words can be more difficult to process, given that learners are less likely to have 

associated memory contexts from prior exposures and experiences (Schwanenflugel, 

Harnishfeger, & Stowe, 1988; Crosson et al., 2019).  Additionally, academic vocabulary is often 

divided into two categories: general academic and domain-specific vocabulary (Nagy & 

Townsend, 2012; Baumann & Graves, 2010; Snow & Uccelli, 2009; Gardner & Davies, 2014; 

Hiebert & Lubliner, 2008), as discussed next.   

General Academic Vocabulary.  General academic vocabulary includes words used 

more frequently in academic contexts but across multiple disciplines (Nagy & Townsend, 

2012).  These words are Tier II words, and are “high frequency words for mature language 

users” (Beck, McKeown, & Kucan, 2002; p. 16). While general academic words are of high 

utility for reading academic texts (Townsend et al., 2012), these words pose unique learning 

challenges.  For example, general academic vocabulary provides language for academic skills, 

such as integrating ideas across texts to form arguments by way of connectives (e.g., “however”, 

“thus”, and “moreover”; Crosson, Lesaux, & Martiniello, 2008).  Additionally, many general 

academic words have multiple meanings (i.e., are polysemous or homonymous), where a 

concrete meaning is more frequent (e.g., furniture table) and an abstract meaning is less 

frequent (e.g., data table); meanings can even vary by discipline (e.g., medicinal culture versus 

humanities culture; Lawrence, Maher, & Snow, 2013; Hyland & Tse, 2007).  

Explicit instruction of general academic vocabulary is not as common as technical 

vocabulary (Hiebert & Lubliner, 2008), though it is possible and effective, particularly in 

middle-school grades, as we see with three widely-known vocabulary interventions: Word 

Generation, ALIAS, and RAVE (Snow, Lawrence & White, 2009; McKeown, et al., 2018; 

Lesaux et al., 2010, respectively).  The Word Generation intervention focuses on learning 

general academic vocabulary in middle school by incorporating five novel vocabulary items 

weekly into activities across multiple classrooms (English Language Arts, Science, Math, 
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Social Studies) and through essay writing (Snow, Lawrence, & White, 2009), with vocabulary 

gains still evident over a year later (Lawrence et al., 2012).  The Academic Language Instruction 

for All Students (ALIAS) intervention follows an incremental sequence to develop vocabulary 

knowledge: seeing the word in text, activating background knowledge, exploring meaning in 

context, introducing additional meanings, morphological analysis, and ultimately production in 

independent writing (Lesaux et al., 2010).  The Robust Academic Vocabulary Encounters 

(RAVE) intervention teaches academic vocabulary by focusing on multiple meanings, 

enriching semantic representations, building fluency, integrating meaning and context, and 

analyzing morphology (McKeown et al., 2018).  Students who participated in RAVE 

demonstrated more efficient lexical access to instructed target words, greater knowledge of 

instructed target words, increased morphological awareness, and improved reading 

comprehension in general (McKeown et al., 2018). 

Similar to the Word Generation, ALIAS, and RAVE interventions, Paper I samples 

general academic words via Coxhead’s (2000) Academic Word List (AWL), and Papers II and 

III used the AWL to identify target words.  The AWL is based on 3.5 million words of academic 

texts across four disciplines (Arts, Commerce, Law, and Science) and includes 570 headwords 

and their word families, such as “react” (the headword) with “reacted,” “reaction,” and 

“reactive” as some of the family members (Coxhead, 2000). Words were included when they 

frequently appeared in academic texts (at least 100 times in Coxhead’s Academic Corpus) and 

across diverse disciplines (at least ten times in each discipline).  However, given that the 

purpose of the AWL was not to describe all high-frequency words, but academic ones, words 

on the General Service List (West, 1953) were automatically excluded. As we have seen, the 

Academic Word List is widely-used in vocabulary interventions and is highly-regarded in 

educational research (e.g., Hiebert & Lubliner, 2008; Baumann & Graves, 2010; Nagy & 

Townsend, 2012; see Coxhead, 2011 for a decade review). However, to date, minimal research 

has examined lexical features of academic words and their impact on how well students know 

these words. 
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Discipline-Specific Vocabulary. Discipline-specific words, or technical words (Gardner 

& Davies, 2014) encompass the last tier of words (Beck & McKeown, 2002).  These words are 

academic vocabulary with limited disciplinary range, in that they appear in only a few content 

areas (e.g., “hypotenuse,” “microorganism,” or “migratory”). Although these words are low-

frequency overall, they can refer to crucial concepts in their fields; and they are often derived 

from Latin or Greek roots (Goodwin, Gilbert, & Cho, 2013), which can make guessing meaning 

difficult.  Thus, curricula often require direct and explicit instruction of technical vocabulary, 

exemplified by Pearson, Hiebert, & Kamil (2007): “the bulk of text-centered science instruction 

is learning the meanings of hundreds of new scientific terms rather than experiencing the 

intellectual rush of hands-on inquiry”. 

Paper I samples domain-specific words via a subset of the Academic Vocabulary List 

(AVL; Gardner & Davies, 2014).  The AVL is based on a 120-million-word subset of academic 

texts from the Corpus of Contemporary American English (COCA).  Words were excluded 

from the AVL if the frequency was not at least 50% higher in the academic portion of the COCA 

versus the non-academic and occurred with “at least 20% of the expected frequency in at least 

seven of the nine academic disciplines” (p. 315).  Words that occurred more than three times 

the expected frequency in any discipline were then considered part of the domain-specific 

subset of the AVL (which we abbreviated as AVL-DS in Paper I). 

2.2.2   Vocabulary Depth 

Knowing many words is a necessary but not sufficient condition for success in reading 

comprehension (Schmitt, Jiang, & Grabe, 2011; Laufer, 1989; Hu & Nation, 2000).  Previous 

research suggests that how well (or deeply) we know words independently predicts reading 

comprehension even after controlling for vocabulary breadth, decoding, and listening 

comprehension skills (Braze et al., 2007; Swart et al., 2017; Sénéchal, 2006). While vocabulary 

breadth and depth are highly correlated (Binder et al., 2017; McKeown et al., 2017) and 

reciprocal (Li & Kirby, 2015; Walley, Metsala, & Garlock, 2003), depth appears to be a stronger 

predictor, suggesting that how well we know words is more important than the number of 

unique words we know (Ouellette, 2006; Tannenbaum et al., 2006; Perfetti, 2007; Perfetti & 

Hart, 2002). 

Nation’s (2022) model reflects the various aspects of word knowledge and depth as 

individual slices within each cone in Figure 3.  Knowing a word encompasses understanding 

the form, meaning, and use of a word; each component comprises subcomponents that can be 

assessed either receptively or productively (Nation, 2001, Schmitt, 2019).  This section gives 
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an overview of previous research related to lexical characteristics within this framework, 

though it by no means summarizes all characteristics in existence. 

Form.  The form of a word relates to its internal structure, such as the spelling, 

pronunciation, and word parts (Nation, 2022).  Word length is one of the most common lexical 

characteristics related to word form—counting the number of letters, syllables, or morphemes 

in a word.  Longer words take more time to decode, process, and remember (New et al., 2006; 

Ehri, 2005; Ellis, 2002) and read (Carlisle, 2000).  Previous research also suggests that the 

learning burden for longer words is greater (Goodwin & Cho, 2016), in part because there is 

more information to remember.  Additionally, longer words are more likely to contain prefixes 

and suffixes or be derivations (Ellis, 2016; Nagy & Anderson, 1984; Nippold & Sun, 2008).  

Conversely, information theory posits that longer words are more likely to contain more 

information about meaning (Piantadosi, Tily, & Gibson, 2011; Mahowald et al., 2013), which 

could reduce the learning burden.  By middle school, most readers no longer sound out words 

letter-by-letter or sound-by-sound; instead, they use larger units like syllables and morphemes 

to support their reading and understanding of morphologically complex words present within 

academic texts (Ehri, 2005).  We find evidence of the reduced learning burden in Carlisle and 

Stone’s (2005) study of 2nd-6th graders who read phonologically-trasnpared derivations (e.g. 

“hilly”) more accurately than root words (e.g. “silly”) of the same length, frequency, and 

spelling. 

Word length is not the only way to measure the form component in Nation’s (2022) 

model; the form can also be measured in relation to other words.  Coltheart’s N is the 

orthographic neighborhood size, or the number of words that a target word can form by 

substituting a single letter (e.g., “stove” and “shove”; Coltheart, Davelaar, Jonasson, & Bessner, 

1977), and words with many orthographic neighbors are processed faster in lexical decision 

tasks (Andrews, 1996; Dujardin & Mathey, 2022).  Peereman and Content (1997) suggested a 

parallel measure for phonologic neighborhood size (substituting a single phoneme, e.g., “place” 

and “face”) and phonographic neighborhood size (substituting a single letter and phoneme, e.g., 

“stove” and “stone”).  When comparing the multiple neighborhood size measures, Adelman 

and Brown (2007) found that phonographic neighborhood size produced unique facilitatory 

effects in word naming, while orthographic neighborhood size did not. 

Given that phonological awareness is taught at young ages (see meta-analysis by Melby-

Lervåg, Lyster, & Hulme, 2012), words in dense neighborhoods are more likely to be learned 

early (Storkel, 2004).  For example, teaching phonological awareness includes rhyming games, 

which could facilitate not only learning the word “cat” but all of its phonological neighbors as 
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well.  Additionally, Storkel (2001) and Edwards, Beckman, and Munson (2004) provide strong 

evidence that familiar phonotactic sequences in novel words facilitate learning in young 

children.  Moreover, German and Newman (2004) found that older children (ages 8–12) were 

more likely to struggle in accessing and producing words in smaller neighborhoods, potentially 

because “those segments and segment combinations are not accessed frequently, and thus, may 

have relatively underdeveloped paths” (p. 633).  And since short words tend to occur in more 

dense neighborhoods, some research suggests that the facilitative effect of word length may not 

be directly caused by length but by neighborhood size (Jalbert, Neath, & Suprenant, 2011). 

At the same time, lexical priming studies indicate that words can prime one another in 

ways other than single substitutions, such as deletions/insertions (e.g., planet and plane) and 

transpositions (e.g., trail and trial; Davis, 2006), and that priming effects are not all-or-nothing 

(although neighborhood membership is binary).  As a result, Yarkoni, Balota, and Yap (2008) 

suggested a new measure, the orthographic Levenshtein distance 20 (old20; and later the 

phonologic Levenshtein distance 20, pld20; Yap et al., 2012).  These measures take the average 

number of insertions, deletions, and substitutions needed to move from one target word to its 

closest twenty neighbors.  Across their entire dataset, Yarkoni, Balota, and Yap (2008) found 

the correlation between neighborhood size and Levenshtein distances was statistically 

significant (p < .001) but not necessarily strong (r = -0.561) and that the relationship between 

the two differed as a function of word length (e.g., monosyllabic words saw a near perfect 

correlation at r = -0.925).  Hence, neighborhood sizes and Levenshtein distances, although 

conceptually related, are informative in different ways.  

While ELLs are no more likely to struggle with decoding than their monolingual peers 

(Strange & Shafter, 2008), they are more likely to select distractors based on form as opposed 

to meaning or semantics, especially at lower levels of proficiency (Ellis & Shintani, 2013; 

Henning, 1973).  Still, poor reading comprehension can result from more than just issues with 

decoding (Spencer & Wagner, 2017); there is more to vocabulary than the orthographic and 

phonologic form. 
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Meaning. A word's meaning component comprises the form-meaning link, concept and 

referents, and associations (Nation, 2022).  Words are often quantitatively measured in terms 

of the number of meanings, as it is common for words to have multiple meanings (Youn et al., 

2016). However, current research shows that multiple meanings can both enhance and hinder 

vocabulary knowledge (see Eddington & Tokowicz, 2015 for a review). Learning polysemous 

words may be an example of the trade-off between short-term performance and long-term 

learning (Soderstrom & Bjork, 2015), as polysemous words can be difficult to learn, but the 

process of learning results in a more robust lexical representation (Cervetti et al., 2015). 

Previous research shows that words with many meanings are retrieved more efficiently 

(Azuma & Van Orden, 1997; Borowsky & Masson, 1996; Hino & Lupker, 1996; Eddington & 

Tokowicz, 2015).  This may be because the highest-frequency words also have the most 

meanings (Ravin & Leacock, 2000), or because words with many meanings provide learners 

with more opportunity to compare and integrate usages across encounters (González-Fernández 

& Schmitt, 2019).  The number of word meanings may even be more important than word 

frequency, as evidenced by the fact that it is a stronger predictor of vocabulary test scores than 

target word frequency in a variety of studies, including Papers II and III (Cervetti et al., 2015; 

but see Hiebert et al., 2019, which found no significant relation for multiple meanings). 

However, research also indicates that words with many meanings are processed slower in 

lexical decision tasks (Beretta, Fiorentino, & Poeppel, 2005; Rodd, Gaskell, & Marslen-Wilson, 

2002;2004) and semantic categorization tasks (Hino, Lupker, & Pexman, 2002).  This 

divergence in research is due in part because multiple meanings can be related (i.e., polysemous, 

where related meaning senses share a core meaning; Srinivasan & Snedeker, 2011) or distinct 

(i.e., homonymous).  Recent research has demonstrated that facilitative effects are often found 

when meanings are related (polysemous), while the opposite holds when meanings are distinct 

(ambiguous or homonymous; Eddingston & Tokowicz, 2015; Floyd & Goldberg, 2020). 

At the same time, whether a word has multiple meanings (related or not) is unimportant 

if a learner is unaware of them.  For example, when studying students’ production of 

polysemous words in an intensive English-language program, Crossley, Salsbury, and 

McNamara (2009) found that students used polysemous words in their first months but did not 

begin to extend the core meanings until later.  Additionally, it can be challenging to learn new 

senses of conceptually rich words that are already partially known (González-Fernández & 

Schmitt, 2019; Nagy, Anderson, & Herman, 1987).  To do so, learners must first notice that a 

newly encountered usage is novel by referencing both what they currently know about the word 

and the semantic constraints of the new context.  Next, they must update their knowledge about 
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the word form and register how this meaning or sense is novel.  Though the process may be 

challenging, it likely supports a rich representation of the word, especially when the word 

encounters are staggered (Soderstrom & Bjork, 2015; Crossley, Salsbury, McNamara, 2009).   

Use. A word's use component comprises grammatical functions, collocations, and 

constraints on use.  One common usage measure is word frequency, or how often a word occurs 

in a given text.  Higher-frequency words are processed more quickly and accurately than lower-

frequency words (coined the word frequency effect; Monsell, Doyle, & Haggard, 1989; see 

Brysbaert, Mandera, & Keuleers, 2018 for a review).  Part of this is because of statistical or 

incidental word learning—learning through encounters instead of explicit and direct instruction.  

Incidental word learning requires many encounters (Stahl & Fairbanks, 1986), and the 

likelihood of learning a word correlates with text exposure.  Swanborn and de Glopper’s (1999) 

meta-analysis shows that 5th–11th graders have a 15% chance of learning a novel word from 

an incidental encounter.   

Nevertheless, it is difficult to measure the exact number of times a specific individual has 

encountered a specific word without using nonwords or other controlled experiments; hence 

word frequency across a large collection of language data (a corpus) is commonly used as a 

proxy for average word experience.  However, in their 2018 review, Brysbaert, Mandera, and 

Keuleers emphasize that the word frequency effect is contingent on the corpus from which the 

frequency measure is drawn and that individual differences, particularly concerning a person’s 

specific vocabulary size (breadth) and exposure (Preston, 1935; Cop et al., 2015) still exist. 

Corpora can collect language data across nearly any context, such as subtitles (Subtlex; 

Brsybaert & New, 2009), blogs (Worldlex; Gimenes & New, 2016), child language (CHILDES; 

MacWhinney, 2000), scientific texts (SciTex; Degaetano-Ortlieb et al., 2013), and L2 learner 

texts (ICLE; Granger, 2003), to name a few. Furthermore, with more advanced technology 

available, corpora have exploded in size, such as the British National Corpus (BNC; Leech, 

1992) with over 100 million words, and the Corpus of Contemporary American English 

(COCA; Davies, 2009) with over 450 million words, both of which contain spoken and written 

English (although more written than spoken). 

Still, multiple encounters is not enough to develop a rich lexical representation; 

encounters must be diverse and high quality (Adelman, Brown, & Quesada, 2006; Webb & 

Nation, 2017; Nakata, 2011; Frances, Martin, & Duñabeitia, 2020).  Previous research has 

found that the word frequency effect may not be due to the number of raw encounters but 

because high-frequency words occur in more contexts (Adelman, Brown, & Quesada, 2006; 

Frances, Martin, & Duñabeitia, 2020; Brysbaert & New, 2009).  In their 2006 study, Adelman, 
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Brown, and Quesada found that the number of documents in which a word appeared (coined 

contextual diversity) eliminated the unique effect of word frequency when both were included 

in regression models to predict lexical reaction times.  Moreover, Hoffman, Lambon Ralph, and 

Rogers (2013) estimated semantic diversity using Latent Semantic Analysis as a way to measure 

sentence-level diversity and also found that their semantic diversity measure was a significant 

predictor of reaction times, while frequency was not (recently replicated by Cevoli, Watkins, & 

Rastle, 2021).  Recently researchers have found that words which appear in redundant contexts 

are recognized slower and less accurately than words used in diverse contexts (Jones, Johns, & 

Recchia, 2012; Johns, Dye, & Jones, 2016).  

However, this does not mean that contextual diversity effects completely subsume all 

effects of word frequency.  In their Nature report, Frances, Martin, and Duñabeitia (2020) 

explain that, in certain situations, word frequency and contextual diversity exhibit opposite 

effects.  For example, word recall can be facilitated by word frequency (frequent words are 

recalled better) and hindered by contextual diversity (diverse words are recalled worse), 

showing the push and pull between the multiple-exposure and salience effect. 

 

2.2.3   Vocabulary Mastery 

Vocabulary strength (or mastery), suggests that individual word knowledge exists on a 

continuum, and is represented in Figure 3 as the horizontal stretching of each cone.  Dale and 

O’Rourke (1986) suggested four stages of word knowledge, which emphasize partial 

knowledge more holistically: (1) completely unknown, (2) implicitly known, (3) partially 

known but mastered in some contexts, and (4) completely known in all contexts.  Similarly, 

Stahl (2003) proposed three levels: (1) association processing, i.e., associating with familiar 

concepts; (2) comprehension processing, i.e., comprehending in particular contexts; and (3) 

generation processing, i.e., using the word in a new context (Brown, Frishkoff, & Eskenazi, 

2005).  More recently, Deane et al. (2014) hypothesized that word knowledge moves from 

familiarity to semantic representations, then conceptual representations, consolidation with 

world knowledge, and finally, encyclopedic understanding. 

Conversely, mastery can be considered in terms of knowledge of the three components 

(and various subcomponents) suggested by Nation (2001).  Schmitt (2014;2019) proposed that 

vocabulary knowledge not only exists across multiple components, but also that mastery of 

each component exists on its own continuum.  Different components of word knowledge 

develop simultaneously (Gonzalez-Fernandez & Schmitt, 2020; Nation, 2022), such as learning 



23 

 

the written form and grammatical function in parallel, and are represented in Figure 3 by the 

different shaded areas of each component for individual words.   

Additionally, all words are not learned in the same way.  For example, learning first words 

aurally before learning to read, learning words incidentally through spoken and written 

exposure, and deliberate vocabulary learning vary drastically, as evidenced by the diverse 

vocabulary interventions for different learners (see Marulis & Newman, 2010 for a meta-

analysis of young children’s vocabulary interventions).  It is, therefore, critical to consider 

individual differences in learning and textual differences. 

 

2.2.4   Vocabulary Integration 

Vocabulary knowledge “is not a feature of individual words: rather it is a characteristic 

of the test taker’s entire vocabulary” (Meara & Wolter, 2004; p. 87).  Perfetti and Hart’s (2002) 

Lexical Quality Hypothesis states that words with identical orthography or phonology are 

directly linked in the mental lexicon.  Moreover, words with similar orthography and phonology 

(“neighbors”) are simultaneously activated in lexical decision tasks (e.g., Andrews & Hersch, 

2010; Meade et al., 2018; Forster et al., 1987; Andrews, 1996; Luce & Pisoni, 1998), indicating 

that lexical representations are interconnected.  

Neuroimaging studies using priming tasks also indicate that words with semantic 

relationships and similar meanings are also simultaneously and implicitly activated (e.g., 

Copland et al., 2003; Giesbrecht, Camblin, & Swaab, 2004; Kotz et al., 2002; Matsumoto et al., 

2005; Rissman, Eliassen, & Blumstein, 2003; Rossell, Price, & Nobre, 2003; Wible et al., 

2006).  Words may also be integrated with a hierarchical structure, wherein more specific 

concepts like “poodle” inherit semantic information from more general super-ordinates like 

“dog.”  Collins and Quillan (1969) proposed this hypothesis when they found that participants 

spent longer confirming that “canaries have feathers” as opposed to “birds have feathers” 

(Fellbaum, 2010).  Overall, it is likely that words are integrated in many ways simultaneously, 

which may explain why no uniform model exists for how the mental lexicon is organized 

(Dóczi, 2019). 

 

2.2.5   Factors Affecting Vocabulary Learning 

Lastly, Nation’s (2022) framework includes factors that influence vocabulary learning, 

represented as the four boxes on the outside of Figure 3: content knowledge, quality of input 

and output, language knowledge, and within-word factors.  Content knowledge refers to the 

within-person experience and knowledge of the world; similar to the general background 
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knowledge component in the Reading Systems Framework (Perfetti & Stafura, 2014).  One 

point of departure is that, in Nation’s (2022) framework, general knowledge affects 

opportunities to learn vocabulary (Nation & Coxhead, 2021).   

Similar to the Reading Systems Framework (Perfetti & Stafura, 2014), the within-person 

linguistic knowledge impacts vocabulary learning (Nation, 2022).  The point of departure here 

is that Nation (2022) somewhat clarifies that linguistic knowledge from multiple languages 

impacts vocabulary learning.  Current theories about how lexical representations in multiple 

languages are stored suggest that words exist in a shared system and are activated when sharing 

orthographic, phonological, or semantic similarities, regardless of language (Dijkstra et al., 

2019; Meade et al., 2018).   

However, lexical connections between languages also vary over time.  In the case of 

sequential bilinguals (who learn L2 after initial development in L1), it is common to learn L2 

words initially by associating them with L1 translations (Barcroft, 2009; O’Malley & Chamot, 

1990).  This is why priming studies have found that the link between direct translations—

particularly novel L2 target word to L1 translation—is strong (Ferré et al., 2017; Wen & van 

Heuven, 2017).  Yet, as proficiency in L2 increases, linking between L1 words and their L2 

translations strengthen (Duñabeitia et al., 2010; Nakayama et al., 2018).   

Lastly, while features of individual words can impact vocabulary learning by increasing 

or decreasing the learning burden, multilingual learners can leverage different advantages based 

on their cross-linguistic knowledge.  For example, learning the meaning of a cognate is easier 

than learning a unique word in L2 (Jacobs, Fricke, & Kroll, 2016; De Groot & van Hell, 2005).  

However, which words are considered cognates depends on the learners’ linguistic knowledge; 

the fact that “animal” is a Spanish–English cognate is not facilitative to a Norwegian–English 

bilingual (where “dyr,” also meaning animal, is not a cognate), nor to a Spanish–English 

bilingual who doesn’t know “animal” in either language.  Within-word and within-person 

factors are interconnected, and thus considering aspects of both simultaneously when modelling 

vocabulary knowledge and reading comprehension is critical, even though complex. 

 

2.3   Vocabulary Assessment 

Although not explicit in Nation’s (2022) model of vocabulary learning, diverse aspects 

of word knowledge imply the need for diverse vocabulary assessment, as poignantly stated by 

Crosson, McKeown, and Ward (2019): “If students are simply asked to practice definitions, 

their breadth of vocabulary increases, as measured by the ability to recognize definitions… To 
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understand the success of instructional interventions we need to be able to characterize the kinds 

of knowledge that students have acquired.” (p. 197; my emphasis).  

Vocabulary assessment can be approached in a variety of ways, such as contrasting 

receptive versus productive skills (Schmitt, 2014; Webb, 2008), assessing the form-meaning 

link versus lexical integration (Read & Dang, 2022), or assessing form, meaning, and use 

(Nation, 2001). 

In educational research, it is common to assess receptive knowledge of the form-meaning 

link via diverse multiple-choice assessments.  For example, Deane et al. (2014) hypothesized 

that, under “normal word learning conditions,” word knowledge would move from familiarity 

to semantic representations, then conceptual representations, consolidations with world 

knowledge, and finally, encyclopedic understanding.  To test their hypotheses, word knowledge 

was assessed via four novel assessments: a collocation task, topical associate task, hypernym 

task, and definition task.  Lawrence et al. (2019) found that scores on the collocation, topical 

associate, and definition tasks each explained unique variance above a synonym identification 

task, indicating that the tasks tapped into different aspects of knowledge; however, the research 

design limited analytical ability to compare the novel tasks to one another statistically.   

Another way to assess different dimensions is to construct specific foils that differentiate 

various aspects of word knowledge.  In their EL-RAVE intervention study, Crosson et al. 

(2019) assessed ELLs on a cloze task for academic vocabulary. Response options included: the 

key (correct answer), a syntactic foil, a topic foil, and a semantic foil.  The syntactic foil would 

be in the wrong part of speech (e.g., confine in “We saw a __ on the busy highway”).  The topic 

foil would be the correct part of speech but not related to the topic (e.g., confine in “The dog 

did not __ the food”).  The semantic foil would be the correct part of speech and topically 

related but not make sense (e.g., confine in “Prisoners often __ letters to their families from 

jail”).  While they do not report the results of a distractor analysis (i.e., information about how 

often specific foils were selected), students who selected different foils received different 

scores, implying that different responses served as a proxy to varying levels of knowledge.  

This is, by no means, an exhaustive list of all vocabulary assessments; however it 

highlights that various aspects of and approaches to vocabulary knowledge necessitate diverse 

vocabulary assessments.   
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3    

Methodological Considerations 

 

 

 

The three empirical papers in this dissertation aim to elucidate what makes vocabulary 

challenging for diverse learners across diverse tasks at the word level.  Unpacking complex 

relationships requires explicit consideration of how to approach research, define terms, and 

interpret results.  This chapter opens with a section on overarching issues that extend across 

papers, then delves into a selection of issues pertaining to specific papers.  I conclude with a 

brief section on data handling and scientific transparency. 

 

3.1   Overarching Issues 

A few methodological considerations span papers and are worthy of overall 

consideration.  In particular, I focus on how a critical unit of language was defined, how 

vocabulary and reading comprehension were assessed, and why explanatory Item Response 

Theory was selected as the analytical approach. 

 



27 

 

3.1.1   Defining a Critical Unit of Language 

When discussing “vocabulary,” we often think of individual words, yet, defining what 

counts as an individual “word” is not universal.  Different definitions, even if all logically- 

consistent, imply specific research questions and change what conclusions can be drawn from 

any particular study (Schmitt, 2014).  From a methodological view, I considered three common 

approaches to determining the critical unit of language: the lexeme (a single meaning unit, 

regardless of size), the lemma (a base word and its inflections), and the letter string (unique 

combinations of letters).  The figure below illustrates the differentiations between each 

approach. 

 

 

Figure 4.  Example of Different Units of Language. 

Note: Stock images from freepik.com 
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A lexeme is a unit of language with a single meaning, regardless of orthographic form.  

Thus, using lexemes as the critical unit distinguishes between homonyms (e.g., a locomotive 

“train” and to “train” for a marathon are distinct meanings, as seen in Figure 4).  At the same 

time, combining senses and drawing boundaries between distinct meanings is not necessarily a 

binary process.  For example, “paper” can refer to both sheets of writing and the content written 

on the paper (such as the papers in this dissertation, if you will).  While these are often regarded 

as related senses, they share few related semantic features (wood pulp versus intellectual 

content), which hinders facilitative processing when wrapping paper and empirical paper are 

paired together (Klein & Murphy, 2001; Klepousniotou, Titone, & Romero, 2008).   

 Additionally, multiword expressions such as “give up” and “take off” are also 

distinguished as individual lexemes.  Multiword expressions are common in English, and 

comprehending them goes beyond understanding the individual words (Hinkel, 2022; Webb & 

Nation, 2017).  From a methodological standpoint, and similar to homophones, distinguishing 

between multiword expressions that share similar meanings can be challenging.  For example, 

“to each his own” and “to each their own” both convey the idea that people have different 

preferences, but they are not identical—so, how close is too close for distinct entries?  Drawing 

boundaries between lexemes quickly becomes cumbersome when decisions must be made 

across thousands of words.  Moreover, separating homonyms and parts of speech ignores lexical 

connections between similar orthographies, and combining multiword units ignores individual 

word processing.   

Grouping words by lemmas includes a common stem (or root word) and inflections from 

the same part of speech (Gardner & Davies, 2014).  For example, the root word “train” can be 

split into two lemmas: the verb “to train” with the inflections “trains”, “trained”, and “training” 

(illustrated in Figure 4); and the noun “train”, with the inflection “trains”.  Research in natural 

learning has indicated that known vocabulary can be leveraged when learning novel words, 

such as inflections (Biemiller & Slonim, 2001).  For example, when a learner already knows 

“train” and “-ed”, the learning burden for “trained” is lower. 

At the same time, restricting lemmas to root words and their inflections, which must be 

identical parts of speech, ignores research that learning derivations across parts of speech is 

easier as well (e.g., “talker” and “talkative”).  Priming and partial activation studies provide 

evidence that words belonging to the same word family (i.e., base words plus their inflections 

and transparent derivations; Coxhead, 2000; Schmitt & Zimmerman, 2002) are likely grouped 

in the mental lexicon (Nagy et al., 1989).  Consequently, many vocabulary word lists—

particularly those with a pedagogical purpose—are also grouped by lemmas or word families 
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(West, 1953; Coxhead, 2000).  However, doing so ignores that some words in the same family 

do not share the same core meaning (e.g., “react” versus “reactivate”; Gardner & Davies, 2014; 

Nagy & Townsend, 2012; Hyland & Tse, 2007) and that different words in the same family 

vary in other ways, such as collocational use and decodability. 

A letter string is a group of letters that form a word.  In this case, “train” and “trains” are 

distinct units, but “train” and “train” are not, as illustrated in Figure 4.  There is evidence that 

words that share orthography (i.e. homonyms) and words with many senses (i.e. polysemes) are 

all initially activated when encountered (Klepousniotou & Baum, 2007); so when a reader sees 

“train”, both the verb and noun are activated even if the context suggests only one is correct.  

However, distinguishing units by letter strings ignore multiword units where new meanings 

come to fruition when specific words are joined together (“the whole is greater than the sum of 

its parts”, so to speak).  Still, distinguishing by letter string is relatively clear-cut and requires 

significantly less data processing compared to distinguishing words in relation to distinct 

meanings. 

Different conceptualizations of the critical unit of language are useful depending on the 

particular research questions and approaches in any given study.  From a methodological 

standpoint, distinguishing words by lexeme or lemma in Paper I would be challenging because 

many lexical measures, such as word frequency, do not distinguish between lexemes or lemmas.  

In addition, when unique letter strings define the critical unit of language, then the number of 

meanings a word possesses becomes a lexical measure itself—instead of the distinguishing 

feature between words.  Consequently, we chose to distinguish by unique letter string in Paper 

I; which naturally leads to a similar conclusion in Papers II and III, given that the latter use 

lexical dimension estimates derived from the former. 

 

3.1.2   Selecting Vocabulary Assessment(s) 

Because there are many components to vocabulary knowledge, there are also diverse 

ways to assess vocabulary knowledge; yet we often take for granted that assessments are not 

equal and ignore the implications of selecting specific assessments.  Even when evaluating the 

knowledge of a single component, such as the form-meaning link, assessment can still vary in 

terms of receptive versus productive knowledge (Nation, 2001), partial versus complete 

knowledge (Dale & O’Rourke, 1986; Deane et al., 2014), and different ways of defining 

“meaning” itself (Eddington & Tokowicz, 2015).  We need research across all varieties of 

assessment to understand the complexity of vocabulary knowledge and learning, but students 
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are rarely assessed in such an in-depth way (Crosson, McKeown, & Ward, 2019; Elleman et 

al., 2009).   

In Papers II and III, students were assessed on their receptive knowledge via multiple-

choice assessment(s) partly because administering and scoring multiple-choice tests is 

relatively easy and requires less resources than other methods, such as open responses.  

Moreover, the data analyzed in Papers II and III are pre-test data from previous intervention 

work, where target words were selected specifically because the researchers expected 

participants would not know the words well (Snow, Lawrence, & White, 2009).  Hence, 

assessing receptive knowledge via identification tasks instead of productive knowledge via 

recall tasks would alleviate potential floor effects. 

Additionally, the multiple-choice items were scored on a binary scale—either correct or 

incorrect (versus partial credit, for example in Crosson et al.’s 2019 study).  Binary scoring can 

be advantageous because it is easy to score and has high internal reliability (Haladyna, 

Downing, & Rodriguez, 2002; Haladyna, 1994; Ben-Simon, Budescu, & Nevo, 1997), but it 

also assumes that knowledge is all-or-nothing because there is no possibility to receive partial 

credit when demonstrating partial knowledge (Lau et al., 2011; Kurz, 1999).  Given that 

vocabulary knowledge exists on a continuum, and selecting the correct answer can depend on 

which aspect of word knowledge is assessed, a binary scoring system can be problematic.  Take 

for example a case where a student knows the locomotive meaning of the word “train” but not 

the verb “to train”.  If an item with the target word “train” only assesses the verb meaning, then 

it is not unlikely that the student will incorrectly answer the item.  With a binary scoring system, 

the underlying assumption of an incorrect response is that the student does not know “train” at 

all, despite evidence to the contrary. 

Furthermore, it is possible to answer a multiple-choice item correctly by sheer 

coincidence (Jaradat & Tollefson, 1988; Lau et al., 2011), yet multiple-choice tests often 

assume that correct answers are due to genuine knowledge, not luck.  Statistical models can 

correct for the probability of a “lucky guess”; for example, estimating the lower asymptote in a 

three-parameter Item Response Theory Model (i.e., the guessing parameter; Lord, 1980, de 

Ayala, 2009; Embretson & Reise, 2013).  However, doing so invokes different issues.  Aside 

from the fact that adding more parameters to estimate decreases statistical power (Wainer, 

1983), including a guessing parameter makes assumptions on when correct answers are due to 

luck and not knowledge (e.g., based on the pattern of student responses and their “risk-taking” 

tendencies; de Ayala, 2009, p. 126); this penalizes students who genuinely know the answer 
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when it is statistically unlikely, which is especially true for lower performers (Stemler & Naples, 

2021).   

Additionally, Paper II explores student responses on the synonym task as opposed to 

definitions, hypernyms, or antonyms.  While there is a hyperfocus on synonym tasks in the 

educational field, this does not negate the usefulness of the task itself.  The fact that much 

research involving vocabulary assessment via synonym identification is a potential strength of 

this study, as it allows for results of sophisticated statistical modelling to be contextualized 

within a well-established research field.  Instead of presenting the research field with a newer 

analytical design and a less-common assessment type, we opted to begin with the former, 

assuming that future research will build upon these results and expand to diverse assessments. 

Paper III compares performance on the synonym tasks to a similar definition task.  In the 

initial data collection process, all students were given the same 50 synonym items plus one of 

16 experimental forms (the four assessment types from Deane et al., 2014 x four different sets 

of 12 target words). We chose to include one of the experimental assessments—the definition 

task—as a comparison to the synonym task and to assess the range of vocabulary knowledge.  

Comparing two tasks adds another dimension of complexity to the analytical model, yet this is 

a step in understanding vocabulary knowledge when words are multi-componential, as 

described previously.  Moreover, because the initial research design limited students to one of 

16 experimental forms, each experimental item has approximately 1/16th of the sample size of 

synonym identification tasks; modelling one experimental assessment alone with less data will 

result in increased standard errors during estimation and thus increase the likelihood of a Type 

II error (Field, 2013).  Including the synonym task as a comparison lends these estimations 

some precision because of the inclusion of more data points per word (at least 4x as much) and 

more data points per person (usually 62 data points instead of 12).  Inclusion also allows for 

interesting comparisons of student responses to identical words across tasks. 

Still, we could choose from four experimental assessments: a multiword expression, 

topical associate, hypernym, or definition task (Deane et al., 2014).  While we initially 

considered modelling across all assessments, it was immediately apparent that doing so made 

interpretation significantly more complex.  More importantly, the baseline probability of a 

random correct guess was not identical between item types because the number of response 

options differed.  While including statistical control by estimating a guessing parameter could 

be problematic as discussed previously, completely ignoring the differences in guessing 

probability is also problematic.  Hence, since the synonym and definition tasks are often 

compared as different aspects of vocabulary depth (Ouellette, 2006; Deane et al., 2014), and 
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because they both included the same number of response options, the focus of Paper III was 

limited to these two item types. 

 

3.1.3   Measuring Reading Comprehension 

Reading comprehension is a complex process, and thus, different assessments can be 

valid and reliable, yet also tap into different aspects of reading comprehension (Keenea, 

Betjemann, & Olson, 2008; Francis et al., 2005; Nation & Snowling, 1997; Cutting & 

Scarborough, 2006).  For example, Nation and Snowling’s (1997) covariance analysis, and later 

Francis et al.’s (2005) latent trait models, indicated that decoding was more strongly related to 

sentence completion assessments (i.e., cloze tasks) than to multiple-choice assessments; and 

that decoding skill was more strongly related to cloze task performance than listening 

comprehension skill.  Moreover, when comparing students across four different assessments, 

Keenan, Betjemann, and Olson (2008) found that the oral reading assessments with moderate 

text lengths saw stronger relationships with listening comprehension, while silent reading 

assessments with short passages or single sentences were more strongly related with decoding 

skills.  Later, Keenan and Meenan (2014) found that identifying students with comprehension 

deficits was contingent upon which task was used, as comprehension difficulty diagnoses 

overlapped, on average, by only 43%. 

Papers II and III use the Gates-MacGinitie reading comprehension subtest (GMRT; 

MacGinitie et al., 2000), a widely-used, nationally normed, and internally reliable test (Maria 

et al., 2007).  This subtest requires test takers to read short passages (three to five sentences) 

and answer three to six multiple-choice questions before moving to the next set.  Cutting and 

Scarborough (2006) found that decoding skill and oral language proficiency explained 46% of 

the variance in GMRT scores together, plus an additional 6% uniquely explained by decoding 

skills and 15% uniquely explained by oral language proficiency. 

Notably, GMRT scores in Papers II and III were also standardized (z-scored) in relation 

to the relevant samples prior to statistical modelling as opposed to standardizing using 

published national norms.  Transforming scores in any way changes the interpretation of 

estimated slopes in regression analyses (see Pek, Wong, & Wong, 2017 for a mathematical 

overview).  When models have multiple predictors, any specific main effect is interpreted with 

the caveat “when all other predictors are zero” (Field, 2013; Willett, Singer, & Martin, 1998; 

see also Preacher, Curran, & Bauer, 2006).  In the case of z-scores, zero indicates “average”, 

and thus is distinctly meaningful.  This is worthy of explicit mention because reading 

comprehension scores were z-scored against monolinguals in Paper II and everyone in Paper 
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III.  Thus, interpreting the main effect of target-word frequency in both papers would read as 

“the effect of frequency for the average monolingual reader” or “the average middle-school 

student,” respectively.  

 

3.1.4   Explanatory Item Response Theory  

Papers II and III employ one-parameter, doubly-explanatory Item Response Theory 

models (eIRT; De Boeck & Wilson, 2016) to explain student responses to vocabulary items 

both as a function of student characteristics, item features, building off of the general 

mathematical formulation (Wilson & De Boeck, 2004; p. 66; equation 2.1): 

𝜂𝑝𝑖 =  ∑ 𝛩𝑗𝑍𝑝𝑗 +  𝜀𝑝

𝐽

𝑗=1

 +  ∑ 𝛽𝑘𝑋𝑖𝑘 +  𝜀𝑖

𝐾

𝑘=1

 

Where 𝜂𝑝𝑖 is a linear component for each person p and item i pair. 

 

In the first large operator, j represents the person predictors, such as grade level or reading 

comprehension score.  𝛩𝑗 represents the regression weight of that predictor on student ability 

𝛩, and 𝑍𝑝𝑗 represents student p’s score on predictor j (e.g. “6” if a student is in grade 6).   

In the second large operator, k represents the item predictors, specifically target word lexical 

dimension scores and item type in Paper III.  Parallel to 𝛩𝑗, 𝛽𝑘 represents the regression 

weight of a specific predictor on item difficulty 𝛽, and 𝑋𝑖𝑘 represents item i’s score on 

predictor k (e.g. “0” for a target word with average Frequency).   

Both large operators also include an estimate for residual variance, 𝜀𝑝 for person and 𝜀𝑖 

for item, which are assumed to be normally distributed with a mean of 0 (see Kulesz et al., 

2016 for more mathematical information and statistical code).  This is worth explicitly noting 

because models in Papers II and III aim to reduce both the person and item variance by using 

different person and item parameters to explain variance in student responses.  As Kulesz and 

colleagues (2016) state, “This approach provides tremendous flexibility in investigating 

complex reader-test interactions by simultaneously examining the influence of reader, 

passage, and item characteristics on readers’ comprehension as measured by their 

performance on test questions” (p. 1085).   

Paper II uses measured student characteristics to estimate student ability 𝛩, latent factor 

estimates from Paper I to estimate item difficulty 𝛽, and cross-classified interactions between 

student reading comprehension scores and estimated latent factor estimates to simultaneously 
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predict student ability and item difficulty across 50 synonym identification items for the 

monolingual student subsample.  Figure 5 illustrates the final eIRT model used in Paper II. 

 

 

Figure 5.  The Explanatory Item Response Theory Model for Paper II. 

 

Paper III uses measured student characteristics to estimate student ability 𝛩, latent factor 

estimates from Paper I, and item type, and interactions between them to estimate item difficulty 

𝛽.  Additionally, Paper III uses cross-classified interactions between ELL classification and 

estimated latent factor scores and item type to simultaneously predict student ability and item 

difficulty across 50 synonym identification items and 48 definition identification items for the 

entire sample of students.  Figure 6 illustrates the final eIRT model used in Paper III. 

Alternatively, Papers II and III could have analyzed data using a multiple regression 

approach, where the same student characteristics, lexical features, and interactions predict item 

responses.  However, multiple regression with “correctness” as a single dependent variable 

cannot disentangle differences between items from differences between people (Khorramdel et 

al., 2020; de Boeck & Wilson, 2016); only relationships with the resulting behavior (i.e., 

correctly or incorrectly answering an item).  Item Response Theory, instead, takes a multivariate 

regression approach by modelling multiple dependent variables (item difficulty and person 

ability in the case of a one-parameter model; Cai & Thissen, 2014).  



35 

 

 

 

Figure 6.  The Explanatory Item Response Theory Model for Paper III. 

 

3.2   Study-specific Issues 

3.2.1   Exploratory versus Confirmatory Approaches in Latent Estimation 

Paper I aimed to explore the relationships between lexical characteristics, which can be 

answered via factor analysis.  Factor models use the correlation matrix between many individual 

measures to identify likely latent factors (Field, 2013).  Because we did not want to use theory 

to determine how individual measures would group into factors, it was clear that at least one 

model would need to be based on an exploratory factor analysis (EFA).  However, determining 

what to do with subsequent samples was less clear: continue with EFA, or take a confirmatory 

approach and use the initial model as theory for preceding confirmatory factor analysis (CFA) 

models. 

The EFA and CFA approaches both have important implications for the overall 

conclusions.  EFA is a model-building, inductive approach that works from word-level data to 
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theory development, while CFA is a model-testing, deductive approach that works from a pre-

existing theory to word-level data (Tukey, 1980; Schmitt, 2011; Field, 2013).  Using a CFA 

approach allows for direct statistical comparisons of model fit between a pre-specified model 

and new observed data; but given the exploratory nature of our hypotheses, it would likely be 

inappropriate (Schmitt, 2011; Marsh et al., 2011).  Moreover, the CFA approach would have 

required a model to be specified, and it was unclear which sample of words would be the 

appropriate original reference.  Instead, multiple EFAs allow different factor structures to 

emerge if said structures are a better fit for the different samples (Schmitt, 2011).  For example, 

the words from the General Service List could have been estimated against a four-factor model 

like the domain-specific words, but doing so would miss that the better model for these words 

was five factors, not four. 

 

3.2.2   Allowance of Missing Data in Factor Analyses 

An important assumption for factor analyses is complete data (McNeish, 2017): no 

observations can be missing from the dataset used to model.  Given the exploratory procedure 

for collecting all possible data regardless of quality, it was clear that many observations would 

be missing.  In some cases, missing data indicated nonwords with data on a single measure 

(e.g., “-Feb”).  However, many letter strings with missing data do have dictionary entries (e.g., 

“boardroom,” missing 14%; and “boardrooms,” missing 75%).   

There are two options for handling missing data in factor analyses: omit any letter string 

with any missing data or replace missing data with estimates.  Replacing missing data has been 

available to researchers for decades (see Dempster et al., 1977; Heckman, 1979; Rubin, 1976) 

and can involve, for example, multiple imputation with chained equations (also called fully 

conditional specification imputation or sequential regression; van Buuren, 2007; White, 

Royston, & Wood, 2011), joint imputation (van Buuren et al., 2006), or even simply assigning 

missing values to the mean (though this is no longer recommended given the more advanced 

techniques and technology available; Graham, 2002; Allison, 2002).   

Eliminating all missing data results in a smaller dataset (and, consequentially, less 

statistical power), which can be less representative of the whole population (Heckman, 1979).  

Initially, we noticed that lower frequency words were more likely to have some missing data, 

often being omitted from one or two specific measures.  Excluding observations with any 

missing data would consequentially exclude many low-frequency but still genuine words, 

biasing the results towards higher-frequency words.  Conversely, replacing any missing data 

means estimating possible values, which introduces error into the model.  Put bluntly, 
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“imputation is making up the data” (Graham, 2002; p. 559), though the assumption in using 

sophisticated statistical estimation techniques is that the made-up data is reasonably accurate.  

Still, replacing missing data usually requires using the values already present in the dataset to 

make estimations, such as calculating the mean score based on available data and replacing the 

missing observation with the mean.  Data replacement processes bias the relationships between 

observations and other variables; for example, replacing missing data with the mean artificially 

reduces the standard deviation, and multiple imputation relies on (and therefore inflates) 

correlations (Graham, 2009).  Given that the explicit goal of Paper I was to explore the 

correlations between variables, avoiding imputation methods that artificially bias correlations 

and instead limiting the word sample in models was more appropriate.  

 

3.2.3   Assessing the Monolingual Subsample  

After estimating latent factor scores, Paper II used estimates from the general academic 

vocabulary model (AWL-reference) in Paper I to predict item difficulty for monolingual 

English speakers on a synonym task.  While limiting the sample to monolingual students might 

appear linguistically ethnocentric, the exceptionally diverse sample of multilingual learners is 

analytically challenging.  Modelling vocabulary knowledge is more complex for multilingual 

learners in part because there are more ways in which they can vary.  All students can vary 

across demographic characteristics, such as age and socioeconomic status, and in proficiency 

in a specific target language.  However, multilingual students carry additional key 

characteristics, particularly the age at which they began learning the target language, their 

exposure to the target language, similarity between the target language and their native 

language, and proficiency in their native language (Paradis, 2011).  Mathematically, such a 

diverse sample can lead to unstable model estimates and exceptionally complex models that are 

more likely to be statistically underpowered (Dattalo, 2008; Cohen, 1988).  This is why it is not 

uncommon to, for example, only sample ELLs with the same L1 or other similar background 

characteristics. 

Similarly, we balanced statistical power, precision, and theoretical practicality by 

artificially simplifying the research questions and models, focusing the research questions to a 

more homogenous sample, thus limiting variability (Dattalo, 2008).  Doing so does not negate 

the importance of the multilingual perspective, but sheds light on complex research questions 

as is and provides insights that allow for the framing of future research questions based on these 

initial results.  Consequently, Paper II does not attempt to generalize beyond monolinguals, 

much like it does not generalize beyond academic vocabulary or synonym knowledge.  Instead, 
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it takes a deeper dive into a partition that is—in its own right—interesting, even if not the 

complete story of vocabulary learning. 

 

3.2.4   Learner Classification in the Multilingual Sample 

Building upon the conclusions from Paper II, Paper III investigates what makes academic 

words challenging across monolingual students and multilingual students at different 

proficiency levels on different vocabulary assessments.  Taking a multilingual perspective 

entailed many new variables for consideration in modelling.  In particular, we needed to decide 

whether to include measures related to language backgrounds (e.g., L1) and/or target language 

(English) proficiency.  

Ultimately, analyzing L1-related data was not a methodologically sound choice for Paper 

III.  Students reported over 30 different L1s, with many students being the sole speaker of that 

language within our sample (e.g., Pashto and Cebuano), which would result in unstable 

estimates (if any at all) due to cell sizes of n = 1 (McNeish & Stapleton, 2016).  We could 

address this issue by combining languages into larger groups or language families, but this 

artificial categorization ignores meaningful variation (Cohen, 1983; Peters & Van Voorhis, 

1940; Humphreys & Fleishman, 1974; DeCoster, Gallucci, & Iselin, 2011).  Conversely, we 

could compare a few dominating L1s, such as English, Spanish, and Cantonese; although we 

lacked data in L1 proficiency.  

One particularly interesting contrast highlighted in the limitations section of Paper II is 

the cross-classified interactions between target-word lexical characteristics and the exposure to 

English that students receive (as opposed to their reading comprehension proficiency alone).  

In California (where the current sample was located), all students receive an ELL classification, 

which determines entitlement to language support in educational settings and therefore 

indicates the qualitatively different English environments where diverse students find 

themselves. 

The ELL classification system automatically classifies all monolingual students as 

English Only (EO).  An important caveat here is that monolingual students vary widely in their 

English proficiency (as seen in Paper II) and their exposure to English.  For example, previous 

research shows that children with a low socioeconomic status hear fewer words overall and less 

diverse words (Hart & Risley, 1995; Hoff, 2006; Rowe, Pan, & Ayoub, 2005).  Consequently, 

Paper III includes both a main effect for reading comprehension scores and an indicator of low 

socioeconomic status via participation in the free and reduced lunch program, but shifts the 

focus for the interaction terms. 
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Students who enter the California education system speaking another language at home 

can be given one of two classifications: Initially Fluent English Proficient (IFEP) or Limited 

English Proficient (LEP).  As their English skills improve, students initially classified as LEP 

can be reclassified (Reclassified Fluent English Proficient; RFEP) if they later meet the 

threshold for English proficiency.  California Education Code EDC § 313 (f) outlines four 

criteria students must meet to receive the IFEP or RFEP classifications: 

1. Pass a language proficiency assessment 

2. Receive teacher evaluation of curriculum mastery and classroom readiness 

3. Receive a similar evaluation from parents 

4. Demonstrate comparability to their English-proficient peers on testing 

ELL classification requires students to not only reach some level of English proficiency but 

also be ready for the standard classroom and have mastered the curriculum comparable to their 

peers.  Students must be identified as ready and proficient by three separate entities: teachers, 

parents, and standardized tests.  This is a high bar compared to the EO students, who can be at 

any level of English proficiency as long as English is their only language.  As a result, IFEP 

and RFEP students often outperform EO students (Hill, Weston, & Hayes, 2014; Saunders & 

Marcelletti, 2013; Hill, 2012; Gándara & Remberger, 2006).   

 

3.3   Ethical Dilemmas 

Because the data analyzed across the three empirical papers was initially collected by 

other research entities (i.e. lexical data from diverse corpora in Paper I and anonymized data 

from the Word Generation intervention study in Papers II and III; Lawrence, Capotosto, 

Branum-Martin, White, & Snow, 2012), the major ethical dilemma in throughout this 

dissertation related to the tension between principles of scientific transparency and principles 

of data confidentiality. 

Scientific transparency is a hallmark of research and is even expressed in the Norwegian 

constitution as a right of the people in Article 100: “The authorities of the state shall create 

conditions that facilitate open and enlightened public discourse” (Forskningetikk, 2019).  At 

the same time, researchers operating within the EU and participating Schengen countries, such 

as Norway, must adhere to explicit rules regarding data protection set by the General Data 

Protection Regulation (GDPR; European Parliament and Council of European Union, 2016).  

The result is two conflicting principles: at one end of the spectrum, researchers can restrict all 

access to any data as a way to ensure privacy, compromising transparency; at the other end, 

researchers can make all data open access, violating confidentiality.  It is uncommon for 
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researchers to fall at either extreme; thus, finding the balance between openness and privacy is 

an ethical dilemma many of us face. 

The current project analyzes different types of data, including data from multiple  

corpora, participant data, and open access data.  As a result, there is no public access to  

full datasets for any specific study.  However, the syntax and output are readily available  

in the supplementary materials for inspection, and relevant materials were made available 

during the peer review process when possible.  Similarly, estimates on the five latent lexical 

dimensions from Paper I are freely and openly available for all noncommercial use at 

https://academicvocab.times.uh.edu/.   

  

https://academicvocab.times.uh.edu/
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4    

Main Features of the Papers 

 

 

 

In light of the previous research and methodological choices made this section 

summarizes findings from each paper and presents a short commentary regarding the findings. 

 

4.1   Paper 1: Latent Lexical Dimensions 

Paper I explored the latent relationships between 22 nonbehavioral measures using 

multiple exploratory factor analyses across three word lists: the General Service List (GSL; 

West, 1953), the Academic Word List (AWL; Coxhead, 2000), and the domain-specific subset 

of the Academic Vocabulary List (AVL-DS; Gardner & Davies, 2014).  We found five 

relatively consistent and distinct latent factors: Frequency, Complexity, Proximity, Polysemy, 

and Diversity.  Figure 7 illustrates the results of the factor analysis for words on the GSL. 
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Figure 7.  Results of the EFA for GSL words 

 

The Frequency factor contained not only all of the measures of word frequency across a 

variety of corpora, such as the Corpus of Contemporary American English (COCA; Davies, 

2009) and the Subtitle Lexicon (Subtlex-US; Brysbaert & New, 2009), but also measures such 

as Adelman, Brown, and Quesada’s (2006) contextual diversity and Zeno’s (1995) dispersion.  

However, both measures are a form of frequency at a larger grain size (number of documents 

versus the number of individual observations, for example).  The Frequency factor explained 

about 24-26% of the variance in lexical features. 
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The Complexity factor contained measures related to word length, such as the number of 

letters and syllables.  Additionally, the Complexity factor contained the orthographic, 

phonologic, and phonographic Levenstein distances.  The Complexity factor explained 21-22% 

of the variance in lexical features. 

The Proximity factor contained three measures of neighborhood density: orthographic, 

phonologic, and phonographic neighbors.  The Proximity factor explained 11-12% of the 

variance in lexical features; a moderate decrease from Frequency and Complexity, though not 

negligible. 

The Polysemy factor included measures for the number of senses and meanings across 

scraped data from WordNet (Fellbaum, 2010) and Wordsmyth (Parks, Ray, & Bland, 1998).  

Notably, we were unable to disentangle distinct meanings from related senses, particularly 

when unique letter strings—not part of speech—were used in the factor analysis, as discussed 

in the preceding Methods section.  The Polysemy factor explained 7-8% of the variance in 

lexical features. 

 Finally, the Diversity factor included measures of semantic diversity and lexical 

precision.  Semantic diversity measures diversity across sentences (Hoffman, Lambon Ralph, 

& Rogers, 2013), while lexical precision measures the length of the hypernym chain, for 

example a “poodle” is a “dog” which is an “animal” creates a hypernym chain of three for 

“poodle” (Fellbaum, 2010).  The Diversity factor explained about 6-7% of the variance in 

lexical features. 

We found considerable stability in this structure across conversational English (estimated 

by the General Service List; West, 1953), general academic English (estimated by the Academic 

Word List; Coxhead, 2000), and domain-specific English (estimated by the Academic 

Vocabulary List; Gardner & Davies, 2014).  The notable difference was that domain-specific 

vocabulary better fit a model with four factors, combining Polysemy and Diversity into Poly-

Div, which still explained 9% of the variance in lexical features.  We theorize that this is because 

domain-specific words are, by definition, limited in their diversity, so variation on the Diversity 

factor would be a consequence of multiple meanings (e.g., “slope” has a mathematics-specific 

meaning but also an everyday meaning).  Figures 8 and 9 illustrate the results of the factor 

analyses for words on the AWL and AVL-DS, respectively. 
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Figure 8.  Results of the EFA for AWL words 
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Figure 9.  Results of the EFA for domain-specific words 

 

Comments 

Though the work in this study was systematic, the lexical dimensions (and, in particular, 

the measures included) are not an end-all-be-all list.  It is impossible to include all possible 

measures that have been and will be—and I expect to revisit this work with more precise 

measures across vocabulary components in the future—resulting in more comprehensive and 

precise estimates of latent dimensions.  Still, understanding that this study is not the end-all-be-

all does not negate the findings: cutting-edge science is rarely (if ever) complete. 



46 

 

Along the same lines, the three exploratory factor analyses were based on the same lexical 

feature spaces, but the correlations between measures were contingent on the reference sample.  

Therefore, different relationships may exist for different samples—for example, function versus 

content words or Latin versus German roots.  Hence, while we can estimate latent scores for 

any word using any reference model, estimates should be considered within the context of that 

model, especially when the word is not similar to words in the reference sample. 

 

4.2   Paper 2: Lexical Relationships for the Monolingual Subsample 

Paper II examines student differences in vocabulary knowledge as a function of both 

person characteristics and target-word characteristics for monolingual speakers on synonym 

tasks.  Educational research often considers individual (person) differences in proficiency and 

ability (McNamara & Magliano, 2009; Hamilton, Freed, & Long, 2016; O’Reilley, Wang & 

Sabatini, 2019; Ellis & Shintani, 2013), and cognitive research often considers differences in 

target-word features (e.g., Joseph, Nation, & Liversedge, 2013; Dujardin & Mathey, 2022; 

Adelman & Brown, 2007; Beretta, Fioentino, Poepell, 2005) but minimal research bridges these 

two together, particularly via cross-classified interaction (though see for example, Kulesz, et 

al., 2016).  We used explanatory Item Response Theory to simultaneously estimate individual 

students’ vocabulary ability (i.e., predicting theta as a function of grade level, participation in 

special programs, and general reading comprehension) and individual items’ difficulty levels 

(i.e., predicting the location of item characteristic curves as a function of target word Frequency, 

Complexity, Proximity, Polysemy, and Diversity; as estimated in Paper I).  We also included 

cross-classified interactions between person-level reading comprehension scores and item-level 

lexical characteristics to examine if relationships between characteristics differed as a function 

of reading comprehension scores. 

We found that students were more likely to correctly identify synonyms of target words 

with more senses and meanings (i.e., high values on the latent dimension Polysemy).  Notably, 

the positive relationship of Polysemy overshadowed well-established relationships, such as the 

word frequency effect and contextual diversity effect (see reviews by Brysbaert, Mandera, & 

Kueleers, 2018, and Johns, Dye, & Jones, 2022; respectively). When Frequency was the sole 

lexical characteristic in the model, we found a significant relationship; however, when 

Frequency and Polysemy were in the same model, only Polysemy remained statistically 

significant. 

However, the positive relationship between Frequency and probability of correctly 

answering an item did vary as a function of reading comprehension scores, such that stronger 
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readers were more sensitive to word frequency.  Conversely, the negative relationship between 

Complexity and probability of correctly answering an item also varied as a function of reading 

comprehension scores, wherein weaker readers were more sensitive to target word complexity.   

 

Comments 

It is crucial to remember that the dependent variable is the probability of answering an 

item correctly, which serves only as a proxy for word knowledge.  Hopefully, this point has 

become clear throughout this dissertation, but at the time of writing Paper II, it was an important 

distinction.  To say that “more students know words with many meanings” requires more than 

just the data presented in this paper because defining “know” is not as clear-cut as “correctly 

answering an item.”  And as evidenced in Paper III, identifying a synonym is by no means the 

only way to “know” a word. 

One originally perplexing finding was that the varying slopes for Frequency across levels 

of reading comprehension scores do not appear to follow the trend expected based on theory.  

Specifically, the slopes for the struggling reader (-1SD) and the advanced reader (+1SD) appear 

nearly parallel, while only the average reader (at the mean) shows a steeper slope.  However, 

one critical observation is the limits on the y-axis: the probability of a correct answer.  If the 

slope for the advanced reader were parallel to the average reader, then the advanced reader 

would have over a 100% probability of correctly identifying the synonym for a high-frequency 

(+1SD) target word.  Thus, it may be that the slope for advanced readers is not as steep because 

it approaches the upper asymptote: greater than perfect is impossible.  

Finally, we must remember that this study involved only a small sample of general 

academic words and middle-school students.  It may be that relationships between reading 

comprehension, lexical features, and vocabulary knowledge differ when surveying different 

words and different students.  For example, we may find that younger children just learning to 

read experience a strong relationship with Complexity because they are acquiring decoding 

skills.  Of course, this is a testable hypothesis and worthy of exploration; but the data in this 

specific paper cannot and does not refute nor accept these hypotheses.  

 

4.3   Paper 3: Lexical Relationships across English Language Learners 

Paper III examines relationships between the estimated latent lexical dimensions from 

Paper I between different English Language Learner (ELL) classifications and across two 

vocabulary assessments. When assessed via the synonym and definition task on the same word, 

students found the synonym task easier overall.  However, the preference for the synonym task 
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was not overwhelming; there were many instances where students correctly identified the 

definition but not the synonym.  Moreover, when comparing students by their ELL 

classification, Limited English Proficient (LEP) students showed no preference, instead finding 

both tasks equally difficult.   

We also found that relationships between lexical characteristics and student performance 

differed across assessments. For example, students were more likely to correctly identify 

synonyms when target words were more diverse and polysemous, but the effect of diversity did 

not hold for the definition task.  Additionally, students across ELL classifications showed 

different relationships between lexical characteristics and performance, even after controlling 

for differences in reading comprehension scores.  For example, LEP students did not find more 

frequent words as easy as their peers, but were also less hindered by complex words.  These 

findings align with Paper II in that students with lower English proficiency were less sensitive 

to the word frequency effect.   

 

Comments 

An important consideration in Paper III is that the slopes come with the caveat “when all 

else is equal.”  Given that the models in Paper III include a main effect for reading 

comprehension scores, all other estimates are read as “when the reading comprehension score 

is zero.” Although reading comprehension scores were standardized, and thus a score of zero is 

somewhat meaningful (it is the overall average), it is not “the average reader” for the different 

ELL classifications.  Understanding this context is important for Paper III given that, for 

example, a score of 0 is an entire standard deviation above average for the LEP students (M = 

-0.87, SD = 0.66) and half of a standard deviation below average for the IFEP students (M = 

0.49, SD = 0.90).   

Second, there is still a lot to unpack within the models reported in Paper III.  A subsequent 

simple slopes analysis may prove fruitful in understanding the complex relationships between 

vocabulary assessments, lexical characteristics, and different ELL students.  Paper III discusses 

the model slopes, which answer the question “is this estimate significantly different from the 

reference group?”  Conversely, simple slopes analysis would answer the question “is the slope 

for this lexical feature with this ELL group on this vocabulary assessment significantly different 

from 0?” These are two distinct questions worthy of future exploration. 

Finally, it is worth highlighting that the results in this study are not a result of poor-

performing items.  If we examine the lowest-performing students, the LEP students performed 

better than chance, correctly identifying both the synonym and definition 14% of the time 
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(chance would be 6%) and at least the synonym or definition 57% of the time (chance would 

be 44%) on average.  There is still more work to do in unpacking the complexity of vocabulary 

for diverse learners, but this does not negate the novel findings of these papers.  Exploration of 

the patterns found here—particularly that only the LEP students performed differently from 

their peers—is interesting in its own right. 
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5    

Discussion 

 

 

 

In this final chapter of the extended abstract, I describe how the findings across the three 

papers provide methodological and theoretical contributions to the research field.  As 

summarized previously, there are many components to word knowledge, and thus many ways 

to measure lexical characteristics.  However, many measures are highly-correlated, such as 

measures of word frequency across different corpora, which can cause instability in statistical 

models.  Paper I showed that these individual lexical characteristics can form latent dimensions 

from a data-driven approach, but that still align with current vocabulary learning theories; such 

as Nation’s (2001) three components: form, meaning, and use. 

With latent lexical dimension estimates available, Papers II and III were able to explore 

relationships in vocabulary learning using complex modelling, without sacrificing statistical 

power or theoretical clarity that would have occurred if using the original 22 individual lexical 

characteristics.  Paper II indicated that item difficulty varied across latent dimensions, 

particularly that words with many senses and meanings were easier.  Moreover, the 

relationships varied as a function of standardized reading comprehension scores.  Stronger 

readers were more sensitive to the word frequency effect, and weaker readers were more 
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sensitive to word complexity (i.e., in relation to form, such as length, syllables, and morphemes) 

in a monolingual subsample.  Paper III extended these findings across diverse English Language 

Learner (ELL) classifications and between two vocabulary assessments.  Overall, students 

found the synonym task easier than the definition task, but when examined by ELL 

classification, Limited English Proficient (LEP) students did not demonstrate the same 

preference; instead finding the tasks equally difficult.  Moreover, many students correctly 

identified definitions but not synonyms; indicating that the preference was not sequential.  The 

relationships between lexical characteristics and item difficulty varied between the synonym 

and definition task as well.  Overall, students found target words with many senses and 

meanings (Polysemy), and used across multiple contexts (Diversity) easier on the synonym 

task.  However, on the definition task, students did not find words used across multiple contexts 

easier; but they did find long words (high scores on Complexity) easier.  

Finally, the relationships between target word characteristics and item difficulty also 

varied as a function of ELL classification and between assessments.  There were few significant 

differences in slopes between English monolinguals (EOs), Initially Fluent students (IFEPs), 

and Reclassified students (RFEPs), however the LEP students exhibited different relationships.  

LEP students were less sensitive to the positive effects of target word frequency and polysemy, 

but also less sensitive to the negative effects of target word complexity and proximity.   

 

5.1   Methodological Contributions 

This dissertation provides two significant methodological contributions to the field: 

estimated latent lexical dimension scores and examples of the utility of explanatory Item 

Response Theory. I will discuss these in turn. 

 

5.1.1   Estimated Latent Lexical Dimensions are Valuable and Practical 

In Paper I, we systematically compiled lexical feature data from multiple sources to create 

data-driven latent models using Exploratory Factor Analysis.  The results of these can be used 

to select words for intervention, to match stimuli across assessment forms, as statistical control, 

or in models as variables of interest.  Papers II and III illustrate one way that the estimated latent 

scores can be used to further vocabulary research.  When we explored complex relationships 

based on five latent dimensions instead of 22 individual measures, we were able to leverage 

statistical power towards cross-classified interactions without sacrificing valuable information 

from individual measurements.  For example, the Frequency measure includes word frequency 

in spoken and written corpora, so limiting analyses to one corpora means disregarding 
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information from the other.  Even though they are highly correlated, we know that spoken and 

written English do vary (Brysbaert & New, 2009), thus researchers may want to consider the 

effects of language exposure as a whole, instead of written or spoken exposure alone. 

It is worth noting that, as long as a word has complete data, latent lexical dimension scores 

can be estimated using the reported models in Paper I—even when the word is not a part of the 

original sample used to establish the factor models.  For instance, “elevator” does not occur on 

any of the word lists used in Paper I, however, we can estimate the latent factor scores across 

all three reference models, as shown in Table 1: 

 

Table 1.  Estimated latent factor scores for the word "elevator". 

Reference Model Frequency Complexity Proximity Polysemy Diversity 

GSL -0.76 1.35 -0.73 -1.24 -2.90 

AWL 0.21 -0.05 -0.29 -0.46 -1.62 

AVL-DS 0.66 0.42 -0.53 -0.42 

 

 

5.1.2   Explanatory Item Response Theory is Complex but Advantageous 

The analytical procedures in Papers II and III add to the methodological literature for 

explanatory Item Response Theory, which has been a cutting-edge statistical approach in 

educational research throughout the last decade (e.g. Kulesz et al., 2016; Francis et al., 2018; 

Spencer et al., 2019; Elleman et al, 2022). Papers II and III demonstrate the unique advantage 

of cross-classified doubly-explanatory Item Response Theory models in a way that parallels 

current theories about reading comprehension. It is not enough to consider individual 

differences at the person-level (i.e., theta), nor to consider individual differences at the text-

level (i.e., beta).  We know that reading comprehension and vocabulary knowledge are related 

to both person-characteristics and text-characteristics simultaneously, and that these 

characteristics interact with one another (Perfetti & Stafura, 2014; Ahmed et al., 2016, Kulesz 

et al., 2016); thus, analytical models should reflect the same level of complexity when possible.  

The statistical code used for Papers II and III are available as online supplemental material in 

line with the ethical considerations of data transparency; but also in the hopes that future 

researchers might adapt the code to new studies and take advantage of the procedures used in 

these papers.   
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5.2   Theoretical Contributions 

This dissertation also contributes to our theoretical understanding of vocabulary words, 

particularly in what makes general academic vocabulary difficult across diverse learners. In 

essence, understanding vocabulary requires considering what vocabulary words we want to 

measure, which students we want to measure, and how we measure vocabulary knowledge. 

 

5.2.1   Lexical Characteristics can be Empirically Grouped into Dimensions 

Paper I showed that, despite the plethora of lexical characteristics, five latent dimensions 

remain persistent: Frequency, Complexity, Proximity, Polysemy, and Diversity.  While 

previous studies have used factor analysis to combine multiple lexical characteristics (Brysbaert 

et al., 2019; Yap, Balota, & Ratcliff, 2012; Clark & Paivio, 2004), this study was the first to do 

so in a systematic way and across multiple samples of words.   

The first novel finding in Paper I is that the non-behavioral lexical characteristics can be 

synthesized into give latent dimensions.  The analyses in Paper I were not directly informed by 

theory (e.g., as would be the case with Confirmatory Factor Analyses), yet the findings support 

current theories of vocabulary knowledge.  Nation’s (2001) three components of vocabulary 

knowledge align well with the empirically-derived, data-driven factors in Paper I: Complexity 

and Proximity approximate the form component, while Polysemy parallels the meaning 

component, and Frequency and Diversity describe the use component.   

A second theoretical contribution in Paper I is describing how the dimensions correlate: 

Frequent words tend to be shorter, more diverse, and have more senses and meanings; complex 

words tend to be proximal to other words, but also have fewer senses and meanings; and there 

is no relation between proximity to other words and diversity, for example.  Additionally, the 

fact that dimensions were relatively consistent across the word lists indicated that, while mean 

scores on lexical features differ between word lists, relationships are relatively similar.  We 

know that there are many characteristics to learn about an individual word, and many ways to 

learn the same word, so it is not obvious that relationships between characteristics would be 

relatively similar across different word samples.  This may be one reason why Nation’s (2022) 

model does not specify how dimensions relate to one another, just that they likely do relate in 

some way. 

 

5.2.2   General Academic Words are Not Equally Difficult 

Papers II and III explore what makes general academic words difficult.  We know that 

the learning burden varies across words, for example, complex words take more time to decode 
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(New et al., 2006; Ehri, 2005; Ellis, 2002) and frequent encounters increase the likelihood that 

we know a particular word (Brysbaert, Mandera, & Keuleers, 2019; Stahl & Fairbanks, 1986; 

Swanborn & de Glopper, 1999).  However, Paper II is one of the first to explore multiple lexical 

dimensions at once, along with interactions between each dimension and reading 

comprehension scores, while Paper III explores interactions between the lexical dimensions and 

English Language Learner classification across different tasks. 

We found that students were more likely to know target words with many senses and 

meanings, even after controlling for other well-known effects, such as the word frequency effect 

(Brysbaert, Mandera, & Keuleers, 2019).  Notably, the significant slope for word frequency 

dissipated when Polysemy was included in the model, indicating that much of the frequency 

effect can be explained by polysemy.  This finding aligns with the Lexical Quality Hypothesis 

(Perfetti & Hart, 2002) and Nation’s (2022) model of the development of vocabulary 

knowledge, because words with many meanings provide more opportunities to integrate usages, 

as opposed to repeated but identical usages, which in turn supports a stronger and richer lexical 

representation (González-Fernández & Schmitt, 2019; Nation, 2022, Adelman, Brown, & 

Quesada, 2006).   

 

5.2.3   Academic Vocabulary Learning is not Linear 

Findings from Paper III indicated that, while students overall found the synonym task 

easier, they did not always correctly identify synonyms before being able to correctly identify 

definitions.  This finding suggests that we are not required to completely master a single 

component of a vocabulary word before we can begin to develop knowledge of other 

components.  Instead, it is much more likely that, even though components of vocabulary 

knowledge are acquired at different trajectories, we learn multiple components simultaneously 

(Schmitt, 2019).  This is potentially why Nation’s (2022) model of the development of 

vocabulary knowledge suggests multiple components but makes no distinction about the order 

of acquisition. 

Additionally, Paper III indicates that item difficulty is related to lexical dimensions in 

different ways across tasks.  Students may approach the synonym and definition tasks 

differently, and therefore be able to leverage different skills in order to answer items correctly.  

For example, being exposed to a target word in multiple contexts may strengthen the lexical 

representation of that word, particularly in relation to implicit knowledge about that word, 

which could make identifying synonyms easier.  However, the response options on the 
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definition task cover only one specific usage of the target word, and thus, the word being used 

in multiple contexts may not be particularly helpful. 

 

5.2.4   Monolingual and Multilingual Learning is Qualitatively Different 

Looking across the interaction effects in Papers II and III exemplify the fact that deficits 

in vocabulary and reading comprehension stem from many challenges.  In their Simple View of 

Reading, Gough & Tunmer (1986) suggest that reading comprehension can fall apart because 

of decoding deficits or language deficits; which we see evidenced in Papers II and III, 

respectively.   

In Paper II, the lowest-performing monolinguals (i.e., students with low reading 

comprehension scores) were more sensitive to target word complexity, while in Paper III, the 

lowest-performing English Language Learners (i.e., limited English proficient students) were 

less sensitive to target word complexity.  The different results across the two papers illustrate 

one way in which monolingual and multilingual vocabulary learning differs.  Multilingual 

learners often develop L2 vocabulary skills and L2 literacy simultaneously, while monolingual 

students usually develop a foundation of L1 vocabulary orally before developing literacy 

(Nation & Snowling, 2000; Chall, 1996).  While multilingual learners can leverage decoding 

skills from their L1 (Cummins, 2007; Kuo & Anderson, 2006), monolingual learners cannot.  

At the same time, multilingual learners are more likely to exhibit limited L2 vocabulary 

compared to their peers (Spencer & Wagner, 2018), even after several years of L2 instruction 

(Farnia & Geva, 2011).  This is not to say that monolingual students cannot struggle with 

vocabulary knowledge or that multilingual students cannot struggle with decoding; but that 

overall, struggling readers with diverse linguistic backgrounds face different challenges.  

 

5.3   Implications and Future Directions 

The methodological and theoretical contributions discussed in the proceeding sections 

imply that what words we measure, which students we measure, and how we measure their 

knowledge are critical.  In an era where advanced technology allows for automatic generation 

of vocabulary assessments via artificial intelligence and large language models, understanding 

the ways in which vocabulary knowledge varies as a function of lexical characteristics, 

individual differences, and assessment types is critical in generating items and interpreting 

results.  By the same token, the results of this dissertation can inform future vocabulary and 

reading comprehension intervention research to generate interventions tailored to different 

academic contexts. 
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The overarching aim of this dissertation was to bridge some of the gaps between cognitive 

research on different words and educational research on diverse learners, while leveraging 

advantages from cross-classified interactions in explanatory Item Response Theory.  While I 

knew that vocabulary learning was a complex process (both as a result of reading empirical 

research, and from my own experience learning a second language as an adult while my 

bilingual toddler nearly surpasses me), I have learned that different learners are not only faced 

with specific challenges, but also approach vocabulary learning with different strengths.  

Similarly, different words pose specific challenges and strengths as well.  When we are 

cognizant of these person and text differences, we can better leverage strengths to overcome 

challenges in vocabulary learning and reading comprehension in general.  
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The Dimensionality of Lexical Features in  

General, Academic, and Disciplinary Vocabulary  

 

Abstract 

 Purpose: There are many aspects of words that can influence our lexical processing, 

and the words we are exposed to influence our opportunities for language and reading 

development. The purpose of this study is to establish a more comprehensive understanding 

of the lexical challenges and opportunities students face. Method: We explore the latent 

relationships of word features across three established word lists: the General Service List, 

Academic Word List, and discipline-specific word lists from the Academic Vocabulary List. 

We fit exploratory factor models using 22 non-behavioral, empirical measures to three sets of 

vocabulary words: 2,060 high-frequency words, 1,051 general academic words, and 3,413 

domain-specific words. Results: We found Frequency, Complexity, Proximity, Polysemy, 

and Diversity were largely stable factors across the sets of high-frequency and general 

academic words, but that the challenge facing learners is structurally different for domain-

specific words. Conclusion: Despite substantial stability, there are important differences in 

the latent lexical features that learners encounter. We discuss these results and provide our 

latent factor estimates for words in our sample.  
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Introduction 

 Oral and linguistic exposure influences learners’ opportunities for verbal and reading 

development, and advances in research methods have driven an explosion of discrete lexical 

measures. To date, there have been no attempts to establish the latent dimensions of these 

lexical characteristics or to understand relationships between dimensions. In this study, we 

created a comprehensive data set of empirical lexical measures for three well-known word 

lists, and explored the latent relationships within each. These results allow us to specify the 

latent factors across groups and their interrelationships for the first time. Frequency, 

Complexity, Proximity, Polysemy, and Diversity are largely stable factors across the sets of 

basic and general academic words, but the challenge facing learners is structurally different 

for domain-specific words.  We share our latent estimates so researchers can use them in 

analyses that explore, or wish to control for, lexical characteristics. In the next section, we 

review some word-learning processes and lexical features. We then describe related work and 

the word lists we use, before discussing our research methods.  

Word features 

The variety of words children encounter shifts as they immerse themselves in age-

appropriate language situations or texts and receive tailored linguistic input from caregivers 

and teachers (Snow, 1972; Hiebert, Goodwin, & Cervetti, 2018). At the same time, the words 

children learn change predictably (Biemiller & Slonim, 2001). Most monolingual children 

start talking at around twelve months and experience a vocabulary spurt around 18-24 months 

(Bates, Bretherton, & Snyder, 1991; Fenson et al., 1994; Goldfield & Reznick, 1990). Young 

children attend to word families and near neighbors (words that share letters or phonemes 

with other words) through rhymes and word games, which help develop phonological 

awareness, leading to better reading acquisition (Kjeldsen, Niemi, & Olofsson, 2003; Bryant 
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& Goswami, 1987). Most, but certainly not all, words learned in early childhood are 

phonologically simple.   

 Children apply the alphabetic system to basic texts with words they already know, 

although they also encounter rare words in texts even in early grades (Hiebert & Fisher, 

2005). Phonological awareness, decoding ability, and morphological parsing skills determine 

how well students master reading basic words (Bhattacharya & Ehri, 2004; Carlisle, 2000; 

Singson, Mahony, & Mann, 2000). Hence, word similarities continue to play a role in 

language development. For example, “face” and “place” are phonologic neighbors, “face” and 

“fact” are orthographic neighbors, and “face” and “fade” are both (phonographic neighbors). 

Readers recognize words with many neighbors in a lexical decision task quickly (Laxon, 

Coltheart, & Keating, 1988), acquire them earlier (Storkel, 2004; 2009), and retain them 

better (Vitevitch, Storkel, Francisco, Evans, & Goldstein, 2014). The Levenshtein distance 

(Levenshtein, 1966) measures the similarity of a word to its nearest neighbors by calculating 

the total number of insertions, deletions, or substitutions necessary to get from one word to 

another (Yarkoni, Balota, & Yap, 2008). This distance is measured orthographically or 

phonologically—for example, the orthographic Levenshtein distance (OLD) between “shell” 

and “tell” is two, but the phonographic Levenshtein distance (PLD) is one. The mean 

Levenshtein distance between a word and its 20 closest neighbors (OLD20/PLD20) is used to 

determine neighborhood density; however, previous research has found these are more related 

to complexity measures than density. For example, in English, short words can be easily 

transposed to others in the same word family, but complex words tend to have few near 

neighbors (Yap, Balota, Sibley, & Ratcliff, 2012; Yarkoni et al., 2008). 

 In upper elementary grades, children learn derivational forms of known words 

(Anglin, Miller, & Wakefield, 1993), which tend to be multimorphemic and orthographicly 

complex. Children encounter relatively more new words while reading. With each exposure to 
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a word, a learner can establish a more complete and stable representation of it (Perfetti & 

Hart, 2002). Since 5th-11th graders have a 15% probability of learning a novel word from an 

incidental encounter, the likelihood of learning a word correlates with estimates of text 

exposure (see meta-analysis by Swanborn & de Glopper, 1999). Unsurprisingly, large-scale 

correlational studies have found a strong relationship between estimated word frequency and 

when children learn a word. For example, the Living Word Vocabulary study (Dale & 

O’Rourke, 1981) tested 44,000 individual words with 4th-12th graders on target words to 

determine when at least 67% of students knew the word. These grade-level estimates of 

acquisition ratings correlate with frequency estimates from the Brown corpus (r=- 0.690; see 

Kuperman, Stadthagen-Gonzalez, & Brysbaert, 2012). 

 In upper-grade classrooms, school texts tend to incorporate more academic language. 

Academic language is “able to convey abstract, technical, and nuanced ideas… not typically 

examined in… social and/or casual conversation” (Nagy & Townsend, 2012). One of the 

features of general academic words is they tend to be lexically ambiguous. Lexical ambiguity 

applies when a word has several interpretations or meanings, a common and frequent feature 

of natural language (Klepousniotou, 2002). Most words in English have etymologically 

related senses, while relatively few have distinct and etymologically unrelated meanings 

(Rodd, Gaskell, & Marslen-Wilson, 2004). For example, “bark” has two distinct meanings 

(dog-bark; tree-bark). Dog-bark has four related senses (dog-bark; noise like dog-bark; 

making barking sounds; unfriendly tone), and tree-bark has two related senses (wood-bark; 

covering with bark; Miller, 1990).  

The number of meanings and senses a word has influences learning and processing. 

Sullivan (2007) found even second-grade participants could identify multiple senses of words. 

Other researchers have found the number of meanings is related to the ease with which a word 

is learned (Miller & Lee, 1993; Cervetti, Hiebert, Pearson, & McClung, 2015). Studies of 
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older participants have demonstrated that polysemous words are processed more efficiently 

(Azuma & Van Orden, 1997; Borowsky & Masson, 1996; Hino & Lupker, 1996), although 

homophones are processed less efficiently in lexical decision tasks (Beretta, Fiorentine, & 

Poeppel, 2005; Rodd, Gaskell, & Marslen-Wilson, 2002) and semantic categorization tasks 

(Hino, Lupker, & Pexman, 2002).  

 While high school students begin to master higher-frequency general academic words, 

they are required to focus more on lower-frequency words only useful in specific domains, 

words such as “mitochondria”. Generally, domain-specific words to be less ambiguous and 

more restrictive in usage across fewer texts. Local (sentence-level) diversity can be measured 

using latent semantic analysis, which estimates the semantic differences in the contexts where 

a word appears (Hoffman, Lambon Ralph, & Rogers, 2013). For example, “perjury” usually 

co-occurs with words like “witness,” while “predicament” has a similar overall frequency but 

appears next to a broader set of words.  Global (document-level) diversity can be measured 

with contextual diversity. For example, Adelman, Brown, and Quesada (2006) counted the 

number of documents where each word appeared in the British National Corpus. They found 

that “HIV” and “lively” have similar total frequency; however, “HIV” is concentrated in a 

few texts, whereas “lively” appears sparsely across many documents (Leech & Rayson, 

2014). Nevertheless, contextual diversity still counts word occurrences and correlates highly 

with frequency (Brysbaert, Mandera, McCormick, & Keuleers, 2019).  

Reading comprehension is determined, at a minimum, by student skill and the text 

under consideration. Examining the relationships between lexical features of the language 

encountered in different contexts can help us understand the diverse linguistic challenges we 

face and advance our understanding of language and reading development. 
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Relationships between dimensions 

 Four previous studies have modeled English linguistic features into dimensions, 

although none made the models an explicit focus in their study. Paivio (1968) examined a set 

of 96 nouns for experiments on associative reaction times and learning. Clark and Paivio 

(2004) then expanded to 925 selected nouns with non-behavioral measures, e.g., the number 

of letters, meanings, and new word frequency measures. Brysbaert et al. (2019) examined the 

same 925 nouns against 51 word features, including the orthographic and phonological 

Levenshtein distances. Finally, Yap et al. (2012) used 28,803 words from the English Lexicon 

Project to reduce their ten lexical variables into broader components.  

 Across these studies, three factors remained relatively stable: Frequency, Complexity, 

and Proximity. Yap et al. (2012) found that the number of letters, syllables, morphemes, and 

Levenstein distances formed “Structural Properties”. Clark and Paivio (2004) found that the 

number of letters and syllables and the mean rating for the number of rhyming words, similar-

looking words, ease of pronounceability, and age of acquisition formed the “Length” factor. 

Further, Brysbaert et al. (2019) modeled “Similarity” as the number of rhyming words, the 

number of words with the same initial letters, neighborhood sizes, and the Levenshtein 

distances; while Yap et al. (2012) only included the orthographic and phonological 

neighborhood sizes. 

 None of these studies discussed how measures fit within the model. Most models also 

did not allow factors to correlate, despite current recommendations that factor analyses 

should, by default, not restrict factors to be uncorrelated (Loewen & Gonulal, 2015; Field, 

2013). The strong relationship between Complexity and Proximity was still apparent, as 

variables tended to cross-load onto both factors, providing further evidence for the need for 

oblique rotation. Previous models included some behavioral measures and ratings, which 

depend on the participants who created the ratings, such as introductory psychology students, 
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and can be influenced by non-behavioral measures in ways we find difficult to measure or do 

not currently understand.  None of these studies systematically sampled list of words 

purposely to understand latent dimensions and relations. 

Word lists 

Linguists and researchers have created word lists using corpus linguistics to help 

educators and interventionists target instructional words, and help researchers more easily 

identify words that may be of particular interest to different profiles of learners. Many such 

lists are created with specialized corpora, using increasingly sophisticated methods. We 

wanted to extend what is known about the relationships between lexical dimensions and so 

identified lists that were sufficiently unique from each other, clearly documented, and well-

used in the research community.  

The General Service List (GSL) identifies 2,000 high-frequency headwords and 

derivations from analyzing five million running words (West, 1953). Learners who have 

mastered only these words can expect approximately 80% coverage of written English 

(DeRocher, 1973). Words range from high-frequency words like “one” to less frequent words 

like “congratulations.” The GSL has been cited more than 3,000 times.  

The Academic Word list (AWL) is derived from an analysis of a 3.5-million-word 

corpus containing over 400 texts categorized as Arts, Commerce, Law, and Science 

(Coxhead, 2000). The AWL excludes the GSL words and those words that occurred less than 

100 times in the corpus; the resulting academic words in this list are in the middle range of 

frequency. Coxhead also excluded word families that did not occur in each of the four 

disciplinary areas at least 10 times. The resulting list of 570 word families provides much 

better coverage of academic texts than comparison bands of words based on frequency alone. 

As a result, this list has been referenced in influential instructional texts (Beck, McKeown, & 

Kucan, 2002), used in the creation of vocabulary interventions for middle school students 
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(Lawrence, Francis, Paré-Blagoev, & Snow, 2016; Lesaux, Kieffer, Kelley, & Harris, 2014), 

and cited more than 5,000 times.  

 The new Academic Vocabulary List (Gardner & Davies, 2014) is derived from the 

125-million-word sub-corpus for the Corpus of Contemporary American English (Davies, 

2012). The entire list includes 8,300 words. Each word occurs more than three times the 

expected frequency in at least one of nine disciplines, but not more than three:  Education, 

Humanities, History, Social Science, Philosophy/Religion/Psychology, Law/Political Science, 

Science/Technology, Medicine/Health, or Business/Finance. This corpus has been cited 

nearly 900 times.  

The need for latent estimates 

There are distinct advantages to using latent estimates of word characteristics.  

Grouping word features can alleviate multicollinearity, which can “cause regression 

coefficients to fluctuate in magnitude and direction, leading to estimates of individual 

regression coefficients that are unreliable due to large standard errors” (Yap et al., 2012,  p. 

60). Groupings can also reduce data requirements for advanced modeling, increase statistical 

power, and improve clarity. Future researchers can also use groupings based on non-

behavioral data to explore the relationship with behavioral measures, such as reaction time, 

age of acquisition, or item difficulty, at the word- or item-level. Similarly, researchers can 

rely on latent estimates to select equivalent stimuli across many dimensions instead of relying 

on a single measure. Estimates for each word are available for non-commercial use at 

http://www.xxx.edu/.  

Research questions 

 To date, no one has systematically explored relationships across lexical dimensions in 

different sets of words to better articulate learners' linguistic environments and challenges. 

We believe establishing a more comprehensive and credible understanding of the differences 
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in the challenges and opportunities students face is essential to advancing our scientific 

knowledge of language and reading development. Therefore, our research questions are: 

1. What are the factor structures for the lexical characteristics of words in the General 

Service List, Academic Word List, and Domain-Specific Academic Vocabulary 

List? 

2. How do these different factor spaces compare to one another?  

Methods 

We compiled a list of possible word features and extracted data across all possible 

letter strings. We removed non-relevant letter strings and words with missing data. We then 

conducted exploratory factor analyses using maximum likelihood with oblique rotations for 

three different word samples: basic, general academic, and domain-specific. We repeated the 

analysis for each word sample so models could differ, if appropriate. 

Sample 

 We sampled words from three existing word lists that others have created with explicit 

documentation and used widely in research: the General Service List (GSL; West, 1953), 

Academic Word List (AWL; Coxhead, 2000) and the Domain-Specific subset of the 

Academic Vocabulary List (AVL-DS; Gardner & Davies, 2014). To create each sample of 

orthographically unique letter strings, we included headwords, lemmas, and derivations (e.g. 

“die” includes “dies” and “died”) explicitly provided by the original authors (for the GSL and 

AVL-DS) or in the Oxford American Dictionary (for the AWL).  As a result, our sample 

included 2,284 orthographically unique letter strings for the GSL, 2,958 for the AWL, and 

8,300 for the AVL-DS.   

Measures 

 We included all word features from the four previous factor analyses and searched for 

additional word features in peer-reviewed articles citing either Brysbaert et al. (2019) or Yap 
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et al. (2012). We then excluded any feature with data for less than 1,000 words, based on 

human ratings or behavioral measures, and any feature measured before 1950 or after 2020. 

We recognize this list is not exhaustive; however, we believe it covers a diverse, 

representative, and systematic sample of possible word features available at the time of 

publication. We next describe each word feature in alphabetical order.   

cd (contextual diversity) is the number of documents in which a word appears 

(Adelman et al., 2006) in the TASA corpus (Touchstone Applied Science Associates), 

containing approximately 120,000 paragraphs taken from 38,000 academic texts. 

cocazipf is the Zipfian-transformedi word frequenciesii from the Corpus of Contemporary 

American English (COCA; Davies, 2008), containing approximately 560 million words from 

T.V., radio, newspapers, fiction, academic papers, and popular magazines.  

d (dispersion) is the number of subject areas in which a word appears in The 

Educator’s Word Frequency Guide (Zeno, Ivens, Millard, & Duvvuri, 1995).  

freqband is the frequency groupingiii from the Oxford English Dictionary (OED) based 

on the raw frequencies from Google Ngrams version 2 (Lin et al., 2012).  

length is the number of letters in the word. 

log_freq_hal is the log-transformed word frequencies from the HAL corpus 

(Hyperspace Analogue to Language; Lund & Burgess, 1996), containing approximately 131 

million words from 3,000 Usenet newsgroups; collected from the English Lexicon Project 

website (Balota, Yap, Hutchison, Cortese, & Klesser, et al., 2007). 

log_freq_kf is the log-transformed word frequencies from the Brown corpus (Kučera 

& Francis, 1967), containing approximately 1 million words from American English texts; 

collected from the English Lexicon Project website. 

nmorph is the number of morphemes in the word. 

nphon is the number of phonemes in the word. 
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nsyll is the number of syllables in the word. 

og_n is the raw number of phonographic neighbors (i.e., the number of words that are 

one letter and one phoneme away from the word, e.g., “stove” and “stone”), excluding 

homophones.iv 

old20 is the mean Levenshtein distance of the 20 closest orthographic neighbors 

(Yarkoni et al., 2008). 

ortho_n is the raw number of orthographic neighbors (i.e., the number of words that 

are one letter away from the word, e.g., “lost” and “lose”), excluding homophones.  

phono_n is the raw number of phonologic neighbors (i.e., the number of words that are 

one phoneme away from the word, e.g., “hear” and “hare”), excluding homophones. 

pld20 is the mean Levenshtein distance of the 20 closest phonographic neighbors 

(Yarkoni et al., 2008). 

semd (semantic diversity) is the mean cosine of the latent semantic analysis vectors for 

all pairwise combinations of contexts containing the word (Hoffman et al., 2013). Information 

comes from the British National Corpus, containing approximately 100 million words from 

T.V., radio, newspapers, fiction, academic papers, and popular magazines.   

subzipf refers to the Zipfian-transformed word frequencies from the SubtlexUS corpus 

(Subtitle Lexicon- U.S. version; Brysbaert & New, 2009), containing approximately 51 

million words from American subtitles. 

wordage is the number of yearsv since a word was first used (as of 2000), as reported 

by Google Ngram, based on 450 million words scanned from Google Books (Lin et al., 2012).  

wordnet_lnapossam is the log-transformed number of senses and meanings a word has 

across all possible parts of speech scraped from the WordNet lexical database (Miller, 1990). 
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wordsmyth_lnapossam is the log-transformed number of senses and meanings a word 

has across all possible parts of speech scraped from the Wordsmyth integrated dictionary and 

thesaurus, compiled of 50,000 headwords (Parks, Ray, & Bland, 1998). 

z_sem_prec is the z-transformed depth scorevi scraped from WordNet (Fellbaum, 

2005). Words with multiple definitions received multiple scores, which were averaged  

zenozipf is the Zipfian-transformed word frequency from The Educator’s Word 

Frequency Guide (Zeno et al., 1995), containing 17 million words from kindergarten- to 

college-level texts.   

Data merging and cleaning 

 We collected data for all possible strings of letters, regardless of type (e.g., lemma, 

inflection, derivative, abbreviation, suffix, etc.). To combine datasets from varying sources, 

we merged datasets and collapsed measures that differed between parts of speech into a single 

entry per word (see above footnotes). We then merged onto datasets without part of speech 

for a total of 407,510 unique letter strings. Last, we omitted all entries without complete data 

on all twenty-two measures.vii This process eliminated nonwords (e.g., “2-Feb,” “-ed,” 

“NASA,”) but also valid words with missing data. 

The entire process reduced the dataset from 407,510 unique letter strings to 10,744 

words with complete data. We retained 2,060 (90.19%) basic, 1,051 (35.53%) general 

academic, 3,413 domain-specific (41.12%), and 4,978 words not present in any of the three 

samples; many words overlapped between samples (see Figure 1). For example, “medical” 

appears in all three samples, 774 words appear in at least two, and 5,267 appear in only one. 

Analyses 

 To determine the factor structure for word characteristics from different word samples 

(i.e., RQ1), we conducted separate maximum likelihood EFAs with each word sample as the 

reference. Each model factored the correlation matrix using only words with complete data 
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from the relevant sample and maximum likelihood estimation of the factors, along with a 

direct oblimin rotation via the psych package for R (Revelle, 2020). The final models met 

multivariate assumptions, correlational matrix adequacy, and sampling adequacy. We 

computed factor scores for all words based on each model to address how different factor 

spaces compare (i.e., RQ2), then examined the distributions of factor scores for the different 

populations of words when scored according to the three different reference spaces.  

Results 

 Table 1 includes descriptive information about word features from each sample, with 

features in alphabetical order and word lists moving from basic to discipline-specific. For 

example, the fifth row shows that the average length of basic words is 5.84 letters, but for 

general academic words is 8.57 and 7.31 for domain-specific words. The 16th row shows that 

basic and general academic words are semantically dispersed (mean semd=1.80 and 1.79, 

respectively), but domain-specific words are an entire standard deviation less dispersed (mean 

semd=1.44, SD=0.30).  

RQ1. Factor structure for GSL, AWL, and AVL-DS words 

Model fit 

We considered five methods for determining the number of factors for each word 

sample using the nFactors (Raiche, 2010) and psych (Revelle, 2020) packages in R, which 

consistently suggested four- or five-factor solutions, which we assessed for all samples (Table 

2). We discuss the final solutions here. 

For the GSL, the four-factor model fit was poor and combined the Frequency and 

Diversity factors, making the five-factor model preferable. The model had overall good fit, 

with the RMSEA indicating moderate fit (.083), the RMSR indicating excellent fit (.02), and 

the CFI and TLI also indicating excellent fit (.962 and .934, respectively; Table 2), and 

explained 75% of the variance in word features.   
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The four-factor model had poor fit and combined Frequency and Diversity factors for 

the AWL, also. The five-factor model had overall good fit, with the RMSEA indicating 

moderate fit (.088), the RMSR indicating excellent fit (.02), and the CFI and TLI also 

indicating excellent fit (.948 and .907, respectively; Table 2), and explained 69% of the 

variance. 

For the AVL-DS, the five-factor model had good fit but contained a factor with pld 

alone. The four-factor model still had overall good fit, with the RMSEA indicating moderate 

fit (.092), the RMSR indicating excellent fit at (.03), and the CFI and TLI also indicating good 

fit (.933 and .896, respectively; Table 2), and explained 67% of the variance.   

Factor loadings 

Table 3 contains standardized factor loadings for the final model of each word list. 

Measures are in order of factor loadings on the GSL-reference model so that groupings are 

easier to see. For example, the COCA frequency had the strongest loading on the Frequency 

factor for all word lists. Table 3 also shows each factor's explained variance, eigenvalue, and 

standardized α within the model for the specified word list.   

For the GSL-reference model, the latent factor Frequency included all word frequency 

measures in the diverse corpora (the COCA, HAL, Educator’s Word Frequency Guide, 

Brown, Oxford English Dictionary, and Subtlex) with reasonably high loadings (from .99 for 

the COCA to .75 for the frequency band). However, Frequency also included contextual 

diversity and word age—albeit at lower loadings (.61 and .30, respectively). Frequency had a 

large eigenvalue (5.65), high reliability (α=.94), and explained 26% of the variance in word 

features.  

For the AWL-reference model, Frequency also explained the most variance (24%, 

eigenvalue=5.24) and was also highly reliable (α=.93). It included all word frequency 

measures in diverse corpora, with loadings ranging from .99 for the COCA to .61 for Subtlex-
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US.  Two other measures loaded onto the Frequency factor: contextual diversity and 

dispersion, although relatively weakly (.61 to .32).  

Frequency also explained the most variance for the discipline-specific-reference model 

(24%, eigenvalue=5.21, α=.93). COCA frequency was again the highest-loading factor (0.98), 

followed by frequency in the Brown and HAL corpora, Educator’s Word Frequency Guide, 

and frequency band (0.76-0.84). The lowest loadings were for frequency based on the Subtlex 

corpus, contextual diversity, and dispersion (0.52-0.76). 

 The second latent factor, Complexity, measured various linguistic elements such as the 

number of letters, syllables, morphemes, and phonemes, as well as Levenshtein distances. It 

exhibited high loadings ranging from .98-.72, with phonemes and old20 having the highest 

and lowest loadings, respectively. Additionally, Complexity had a high eigenvalue and 

reliability coefficient (4.91; α=.96), explaining 22% of the variance. Similar results were 

observed for the AWL-reference model, with Complexity being a strong and reliable factor 

that explained 21% of the variance (eigenvalue=4.65, α=.95). Letters and phonemes had the 

strongest loadings (.96 and .97, respectively), while the number of morphemes, syllables, and 

Levenshtein distances had relatively lower—but still strong—loadings (.69-.86). Similarly, 

Complexity explained 22% of the variance for the AVL-DS-reference model and was the 

most internally-stable factor (eigenvalue=4.93, α=.96). The number of letters, syllables, and 

phonemes were the strongest loading measures (.90-.98), followed by phonologic Levenshtein 

distance (.88). Orthographic Levenshtein distance and the number of morphemes had weaker 

loadings at .77. 

Factor 3, Proximity, included the size of orthographic, phonologic, and phonographic 

neighborhoods. This factor contained high loadings, ranging from .96-.64 (orthographic 

versus phonographic neighborhood, respectively) for the GSL-reference model. However, the 

reliability (α=.93), eigenvalue (2.55), and explained variance (12%) were lower than the 
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previous two factors. Findings for both the AWL-reference and AVL-DS-reference models 

were similar: Proximity explained 12% of the variance in word characteristics and had a 

reliability of .94-.95, respectively. However, Proximity loadings were also high: .99 for 

phonographic, .95 for orthographic, and .78 for the phonologic neighborhood size, for the 

AWL; .98 for orthographic and phonographic, and .73 for the phonologic neighborhood for 

the AVL-DS.  

Factor 4, Polysemy, included the two measures of senses and meanings from WordNet 

(loading=.96) and Wordsmyth (loading=.79). Even with only two items, this factor retained 

acceptable reliability (α=.90), while the eigenvalue (1.72) and explained variance (8%) were 

lower than previous factors. For the AWL-reference model, Polysemy also had reduced 

explained variance (7%, eigenvalue=1.49) and reliability (α=.79). The loading for the number 

of senses and meanings from WordNet was stronger than the loading based on Wordsmyth 

(.87 and .68, respectively). 

The latent factor Polysemy is a mix of polysemy and diversity measures for the 

discipline-specific model. Polysemy/Diversity explained the least amount of variance and was 

less reliable than previous factors (9%, eigenvalue=1.93, α=.75). The number of senses and 

meanings from various dictionaries loaded strongest (WordNet and Wordsmyth, at .90 and 

.70, respectively), followed by a relatively weaker loading for semantic diversity (.39).  

 The GSL- and AWL-reference models included semantic dispersion and precision as 

Diversity. Loadings were more varied on this factor (0.98 for semantic dispersion to -0.42 for 

semantic precision), and the eigenvalue (1.59), explained variance (7%), and reliability 

(α=.68) were considerably lower than for other factors on the GSL-reference model. For the 

AWL-reference model, Diversity and Polysemy explained a similar amount of variance (6% 

vs. 7%, eigenvalue=1.31) but with lower reliability (α=.62 vs. .79); and included semantic 

diversity, precision, and word age, along with the cross-loaded dispersion. 
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RQ2. Comparison of factor spaces  

 To compare the different factor spaces to one another, we examined the correlations 

among factors and the distributions of factor scores by scoring the words in each reference 

sample using the factor score regressions from the three separate analyses. To examine factor 

correlations and densities, we present scatterplot matrices in Figures 2-4 for GSL-, AWL-, 

and AVL-DS-reference models. For example, Figure 2 is based on the model created by 

analyzing only GSL words but includes red plots for estimated factor scores on AVL-DS 

words based on the GSL-reference model. Figure 2 plots density curves for each word sample 

on the diagonal, along with the factor correlation above the diagonal and a scatterplot below 

the diagonal. Across Figures 2-4, red plots consistently show the estimated factor scores for 

AVL-DS words, green plots show AWL words, blue plots show GSL words, and purple plots 

show all words in any list. These estimates change across figures because the scoring 

coefficients differ depending on the reference sample used in the analysis.   

Correlations between factors 

In the GSL-reference model, significant correlations (p<.001) were observed among 

factors, as shown in Figure 2. The strongest negative correlation was between Complexity and 

Proximity (-.67), indicating that more complex words had fewer neighboring words. 

Frequency and Diversity were positively correlated at .54, suggesting that frequently used 

words appear in various contexts. The mid-range correlations (ranging from -.47 to .41) were 

all related to Polysemy, indicating that more complex words tend to have fewer meanings and 

that words with more meanings tend to be used more frequently and have more neighbors. 

Polysemy and Diversity had a weak but still significant correlation at .30. Frequency showed 

the weakest correlations, with Complexity being negatively correlated at -.28 and Proximity 

positively correlated at .20. 

Comparing the estimated correlations using the AWL and AVL-DS words and the 

GSL-reference model, there are a few apparent differences across reference word lists. The 
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most striking finding is that the estimated correlations among factors are generally larger 

when based on all words across all lists, except for the correlation between Proximity and 

Complexity. The next striking finding is that correlations are usually somewhat weaker when 

calculated from AWL-sample estimates compared to GSL-sample or AVL-DS-sample 

estimates against the GSL-reference model. 

Similar to the GSL-reference model, nearly all correlations between factors were 

significant at p<.001 for the AWL-reference model (Figure 3). Complexity and Proximity 

again correlated the strongest (-.48), indicating that less complex words tend to have more 

words in their neighborhood. Frequency and Polysemy then correlated moderately at .47, 

indicating that words used more frequently have more meanings. Frequency also correlated 

moderately with Diversity (.45) and with Complexity (-.39). Polysemy correlated moderately 

with Complexity (-.42) and weakly with Proximity (.25). The weakest correlations included 

Frequency and Proximity (.21), Diversity and Polysemy (.20), and Diversity with Complexity 

(-.16). Our previous observation that correlation estimates based on the AWL sample tend to 

be somewhat weaker than GSL- and AVL-DS-sample estimates mostly hold for the AWL-

reference model. 

For the AVL-DS-reference model, all correlations between factors were significant at 

p<.001 (Figure 4). Frequency and Polysemy/Diversity correlated the strongest, closely 

followed by Complexity and Proximity (.63 and -.62, respectively). The Polysemy/Diversity 

factor then correlated moderately with Complexity and Proximity (-.47 and .45, respectively). 

The weakest correlations were still quite strong for Frequency with Proximity and Frequency 

with Complexity (.39 and -.36, respectively). Comparing the estimates for different word lists 

using the AVL-DS-reference, we again see that correlations are somewhat weaker for the 

AWL-sample estimates and tend to be strongest for the entire word sample estimates. The 

consistency of the latter finding across all three scoring models suggests that the three specific 
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word lists somewhat restrict the range of observations, such that when the restriction of range 

is removed, correlations are stronger. 

Comparing the correlations across the separate analyses reveals the correlations were 

reasonably consistent. Although exploratory and descriptive, these comparisons are consistent 

with the notion that the estimated factors are the same, regardless of which word list is the 

reference. That is, the characteristics of words seem to define a common set of dimensions 

regardless of the reference word list used to define the space. What changes between analyses 

is the reference space and the distribution of factor scores within that reference space, but not 

the factors themselves. 

Comparing factor score estimates across models and samples 

  As mentioned above, we estimated factor scores for each word sample (and all word 

samples together) based on separate models for each target population. Thus, Figures 2–4 also 

compare the factor score distributions in the different reference word lists and across all 

words. For example, we can see from the density plots for Frequency in Figure 2 that general 

academic words (AWL) are less frequent because the green Frequency density plot is further 

to the left than the blue (GSL). The same holds for the density plots in Figures 3 and 4, where 

general academic words (AWL) and domain-specific words (AVL-DS) serve as the model 

reference.  

Figure 5 displays scaled density plots for each factor across the three scoring models 

and four word samples (GSL, AWL, AVL-DS, All Words). Each row represents one scoring 

model, while each column is the density plot for a specific factor. The color of the density plot 

still indexes the word sample used for estimation. Hence, the first row uses the GSL-reference 

model to estimate factor scores, while the first column shows the distribution of the 

Frequency factor across all three reference models. Thus, the first cell shows the distribution 

of scores for the Frequency factor using the GSL-reference model. The least frequent words 
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are the domain-specific words (red), then general academic words (green), and finally, basic 

words (blue), with the entire range represented in purple. The choice of reference model has a 

negligible impact on the factor distribution; what matters is which word sample is used to 

estimate the distribution. We reach the same conclusions regardless of model examined, 

except for Polysemy/Diversity, which is one factor in the AVL-DS scoring model and 

separate factors in the GSL and AWL models. We host animations of the scaled density plots 

to demonstrate how the different samples of words compare across various models at XXX. 

These animations show more clearly the slight variations induced by shifting the reference 

distribution for a factor as the scoring model shifts from one reference sample to another. 

Discussion  

To some extent, learners' language contexts define the skills they need to develop and 

the opportunities to do so. Yet, few studies systematically parameterize the latent features of 

the diverse language environments that learners experience. This study focused on words as 

one critical language unit and asked what exploratory factor structures emerge for a 

systematic collection of word features and how those structures differ across purposely 

selected word lists. We searched the literature for empirical measures of words and included 

non-behavioral measures after 1950 for more than 1,000 words. We combined all the word 

features into a large dataset of 22 measures and 10,744 unique words with complete data and 

conducted analyses on data from three different word lists. We found that English word 

features grouped into a similar five-factor structure regardless of word list: Frequency, 

Complexity, Proximity, Polysemy, and Diversity, although the emerging factor structure for 

domain-specific words combined Polysemy and Diversity into a single factor. While we 

cannot explicitly test the equivalence of factor structures using the current exploratory factor 

analytic methods, we were able to compare our three models descriptively. The differences 

between factor structures were minor, suggesting that word features identify the same latent 
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dimensions regardless of the reference word list. Below we discuss the similarities and 

differences in the factor structures, the implications for this work, and its limitations. 

Comparing models with different reference samples 

Analyses revealed some factors were stable in all models while others were less so. 

Universal word factors  

Frequency. The latent Frequency construct describes a word's occurrence rate and is 

considered a proxy for relative exposure level; words that are more frequent in text and 

speech are more likely to be encountered more often. Since encounters with words provide 

opportunities to learn them, it is unsurprising that frequency has been a significant predictor 

of which words children know (Goodman, Dale, & Li, 2008; Swanborn & De Glopper, 1999), 

the efficiency with which learners process words (Brysbaert, Mandera, & Keuleers, 2018; 

Monsell, Doyle, & Haggard, 1989), and how well learners know a word (Ellis, 2002).  

The obtained Frequency factor in our study includes all word frequency measures for 

each reference model. Corpus frequency measures are highly correlated (Breland, 1996), and 

all estimate how frequently a word is used by counting occurrences in corpora from different 

sources. Our latent factor incorporates frequency scores from various corpora and is thus 

more representative than a frequency measure derived from any single corpus. As a result, 

researchers not interested in word frequency in specific modalities or formats may wish to use 

our factor scores that account for word frequency across modalities and corpora.  

 The Frequency factor also includes a few measures that do not directly measure raw 

frequency in a corpus: contextual diversity, dispersion, and word age. That being said, 

contextual diversity and dispersion do measure frequency at a larger grain size. Adelman et al. 

(2006) operationalize contextual diversity as the number of documents in which a word 

appears in a corpus. Zeno et al. (1995) operationalize dispersion as the number of content 

areas in which a word appears in a corpus. Thus, both are corpus-derived frequency 
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measures, and our results suggest that these measures reflect a latent Frequency dimension. 

Researchers intending to control for frequency effects might want to consider using our latent 

score that accounts for these related measures rather than only raw frequency measures.  

Raw frequency from the Corpus of Contemporary Academic English (COCA) was the 

strongest-loading measure on our latent Frequency factor. We had expected that frequency 

measures based on conversational corpora (e.g., Subtlex) would be stronger for basic words. 

However, the COCA contains almost ten times as many words as Subtlex; our results 

highlight the large corpora's dominating utility. 

Complexity. The obtained Complexity factor relates to the orthographic and 

phonological difficulty of a word, which relates to the ease or difficulty of learning to say 

(Ehri, 2014), read (Carlisle, 2000), or process (Ehri, 2005) a word. Words that take longer to 

process or are difficult to decode tend to make reading more challenging (Ehri, 1992; Carlisle, 

2000). On the other hand, information theory supports that longer words are more likely to 

contain more meaningful information than shorter words (Piantadosi, Tily, & Gibson, 2011; 

Mahowald, Fedorenko, Piantadosi, & Gibson, 2013). For example, “unbreakable” has three 

pieces of information: “un-break-able,” making it a denser and abstract word than “break” 

alone. The measures that load on the Complexity factor describe these different but related 

ways a word could be challenging to decode, encode, and process. For example, a word can 

be difficult to process due to a complex orthography or phonology, but these do not correlate 

perfectly (e.g., “cough”). 

Levenshtein distances also loaded onto the Complexity factor. We expected these to 

load onto Proximity, yet, scores on neighborhood sizes (the Proximity factor) and Levenshtein 

distances vary systematically but not linearly. For example, words with a score of one on the 

old20 measure can have anywhere between 11-35 close neighbors (words that are exactly one 

change away from the original word). Furthermore, there is a considerable variation in 
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neighborhood size when Levenshtein distances are small but minimal variation when 

Levenshtein distances are large. Thus, it is unsurprising that other researchers found the 

Levenshtein distances to load onto Complexity. 

 Measures on Complexity are fixed-analytic computations and corpus-free (i.e., the 

number of letters or syllables in a word is the same regardless of where you read it, with 

dialectic exceptions). Our latent Complexity factor gives researchers a measure of 

orthographic and phonological complexity that accounts for information from related 

measures while mitigating concerns about multicollinearity 

Proximity. The latent Proximity construct measures how many words are closely 

related to this word visually and aurally. Words in dense neighborhoods tend to be learned 

earlier, especially as we engage in phonological awareness training at a relatively young age. 

We recognize words with many neighbors more quickly, although which type of 

neighborhood (phonological or orthographical) is most useful is still debated (Adelman & 

Brown, 2007). Further, neighborhood size could be the driving factor behind the word length 

effect on recall (Jalbert, Neath, & Surprenant, 2011). 

The Proximity factor included measurements of neighborhood size. The phonographic 

neighbors were consistently the strongest-loading measure. The clear distinction of the 

Proximity factor from other factors stems from the shape of the distributions of the three 

measures of neighborhood size. These distributions are highly positively skewed, with a large 

concentration around zero. Many multi-syllable words cannot transpose into any other word 

with only one change, such as “straightforward,” while few words reside in large 

neighborhoods, such as “cat,” with 32 phonologic neighbors. Similar to Complexity, 

Proximity contains distinct but highly related measures. Consequently, using the factor scores 

broadly represents a word’s proximity to other words while mitigating concerns about 

multicollinearity from using multiple measures.  
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Consistent word factors 

The remaining two factors were distinct and weakly correlated for the basic- and 

general academic-reference models but combined into a single factor for the domain-specific 

model. We label these factors consistent as they were similarly defined across the different 

reference spaces, although consolidated into a single dimension for domain-specific words. 

Polysemy. The latent Polysemy construct relates to how many distinct meanings and 

related senses a word has. Polysemy is an essential feature of all languages and there seem to 

be similarities in how different languages extend the senses of words to related concepts 

(Youn, Sutton, Smith, Moore, Wilkins, et al., 2016). Words with many related senses are 

processed more efficiently (Azuma & Van Orden, 1997; Borowsky & Masson, 1996; Hino & 

Lupker, 1996); second language learners may not enjoy the same advantages in learning 

polysemous words as their peers do. Some words have alternative senses that can be used in a 

wide variety of documents or contexts (“grasp” a cup or “grasp” an idea). Other words have 

senses that are more constrained by the document or disciplinary genre (jail “cell” versus 

biological “cell.”)  

Diversity. The latent Diversity construct describes the number of contexts in which a 

word can be used and encompasses global and local contexts. The global context is at the 

discipline or document level, such as contextual diversity, which counts the number of 

documents among a large corpus in which a word occurs. When a word is used in more 

documents or contexts, it may provide more learning opportunities, which explains why the 

contextual diversity measure explains lexical processing efficiency so well (Adelman et al., 

2006; Jones, Johns, & Recchia, 2012). At a more global level, the documents that include a 

word can be categorized by academic discipline resulting in a variable called dispersion (Zeno 

et al., 1995). Our latent factor accounts for both these measures and a measure of diversity at 

the sentence (local) level. Semantic diversity considers the words used next to or near a target 
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word across documents in a corpus. The relationship between Diversity and Polysemy is easy 

to understand when considering that a word with more meanings can usefully be employed in 

more diverse contexts. Semantic precision also relates to diversity (negatively) as it describes 

how far down a word is down a hypernym chain (Fellbaum, 2005).  

Considerations for domain-specific words 

 Findings were slightly different for domain-specific words. The criterion used to 

identify domain-specific words ensured that these words are used in a limited number of 

contexts. As document-level variability for domain-specific words is constrained, so is the 

utility of global diversity measures such as contextual diversity or dispersion, which measure 

use across documents and disciplines. Conversely, word features that measure local variability 

relate to the number of senses and meanings a word has and thus loads onto the 

Polysemy/Diversity factor, as shown in Table 3. Instead of one factor for global/local 

diversity and one for polysemy, we also found that global diversity measures loaded with 

Frequency, and the local diversity measure loaded with Polysemy in the analysis of domain-

specific words. Given these constraints, it is sensible that global diversity measures are related 

to the overall frequency of the word, as we see in Table 3: dispersion and contextual diversity 

load onto the Frequency factor.   

Factor correlations 

Our models used oblique rotations so that factors could correlate if appropriate. The 

correlations between factors generally followed the same direction and level of statistical 

significance for all models. However, the magnitude varied somewhat across word lists, 

possibly partly due to sampling variability and parameter differences. Complex words 

consistently had fewer neighbors; frequent words were used more diversely and had more 

senses and meanings, regardless of word set. Diverse words had little relation with 

neighborhood size or complexity. 
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The correlation pattern between the basic and general academic word models was 

similar (Figures 2 and 3). Nearly all factors correlated statistically significantly at p<.001, 

suggesting that the oblique rotation was necessary. Moreover, magnitudes ranged from .16 to 

.67, emphasizing that selecting five factors was suitable.  

 The relationships between factors remained stable across reference models, despite 

domain-specific words collapsing into four factors. One notable difference was a 

nonsignificant relationship between Diversity and Complexity for basic words, although still 

positive. This may be because the words sampled for basic words are less complex than the 

general academic and domain-specific words. Proximity and Complexity also correlated more 

weakly for general academic words than for others.  

Still, the stability of the relationships between factors across models is noteworthy. 

For example, the correlation between Proximity and Complexity is consistently either the 

strongest or second strongest correlation. The correlation between Frequency and the 

Polysemy/Diversity combination was the other strongest correlation for all domain-specific 

models; however, correlations of Frequency with separate Polysemy and Diversity were 

moderate for both basic- and academic-reference models.   

Previous data-driven models 

Our work advances the field beyond previous studies in two ways. First, we included 

words from all parts of speech. Secondly, we excluded measures based on human ratings and 

behaviors. Third, our statistical models allowed factors to correlate, thereby reducing 

mathematical constraints that are not driven by linguistic data. Despite these differences, our 

findings were generally similar to those of prior authors. For example, Clark & Paivio’s 

(2004) model with 925 nouns also shows word frequency measures loading onto a Frequency 

factor and the number of letters and syllables loading onto a Complexity-like factor. Although 

Clark and Paivio (2004) restricted the models to uncorrelated factors, they acknowledged the 
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issue of cross-loading, “implicating a multi-dimensional underlying structure for these 

variables” (p. 376). Similarly, Yap et al. (2012) used principal components analysis on ten 

measures included in our models. In this analysis, the Length and Neighborhood components 

are identical to our Complexity and Proximity factors, while the Frequency/Semantic 

component contained one measure from our Frequency, Polysemy, and Diversity factors each.  

 Brysbaert et al.’s (2019) model is arguably most aligned with our models. This model 

included the most measures in our model and an oblique rotation. We found this change of 

particular importance, as the individual measures are not necessarily highly correlated 

because they measure a similar construct, but because the constructs themselves are strongly 

related. Brysbaert et al. (2019) identified similar Frequency and Complexity-like factors, with 

variables loading according to our model's factor pattern—including contextual diversity onto 

Frequency. The main difference is that the orthographic and phonologic Levenshtein 

distances for the 20 closest neighbors (old20 and pld20) loaded onto both the Complexity and 

Proximity factors, unlike our models and Yap et al.’s (2012) model, where old20 and pld20 

only loaded onto Complexity. However, it is worth noting that old20, pld20, and 

neighborhood density measures would have cross-loaded onto Complexity and Proximity in 

Yap et al.’s (2012) model if they had used a .30 cutoff for factor loadings, as in Brysbaert et 

al. and the current study. Paivio’s (1968) and Clark & Paivio’s (2004) models do not include 

old20, pld20, or any neighbor measures. Brysbaert et al. (2019) also found a similar pattern to 

our correlation matrix for general academic words.  

Limitations 

 The study has important limitations. First, though conceptually different, the three 

wordlists used in this study are not completely distinct at the word level, and alternatives 

could have been used. We believe the consistency of findings across these lists suggests that 

these results will generalize to other lists representing more specialized contexts. It would be 
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particularly interesting to see if these findings replicate with lists of words used frequently in 

child directed speech. Second, although the present study includes many word features, future 

research will produce additional measures.  

Research applications 

The current study indicated that five main latent factors underlie the empirical non-

behavioral lexical measures, namely, Frequency, Complexity, Proximity, Polysemy, and 

Diversity, that may prove useful to understand how learners learn new words, select 

equivalent words for assessment or stimuli, or statistically control for differences in said 

stimuli. For example, Lawrence and colleagues (2022) used these five latent factors to explore 

interactions between lexical characteristics and reading performance.viii In their study, factor 

scores obviated the need to make difficult decisions about specific measures to include while 

still accounting for the maximum effects of word characteristics on item difficulty.  Future 

research can also use latent factor scores to identify sets of matched words when designing 

innovative intervention studies or vocabulary knowledge measures, for example, matching on 

Frequency as a holistic dimension, as opposed to a single corpus frequency measure.  Given 

the advantages of the latent estimates, we therefore provide estimates for all 400K+ unique 

letter strings on all three reference models at XXX.edu for noncommercial use. 
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is inversely proportional to its ranking.  A few high-ranking words take up a significant portion of corpora (e.g. 

“the”, “and”, “a”), many low-ranking words take up a small portion of corpora (e.g. “projectile”, “calendar”), 

and frequency and rankings are not linearly related.  For this reason, linear models tend to instead be based on 

some transformation of the raw frequency—either a log transformation or zipfian transformation. The zipfian 

transformation accounts for the word frequency effect based on Zipf’s law (Van Heuven, Mandera, Keuleers, & 

Brysbaert, 2014) and is calculated as: 𝑙𝑜𝑔10 (
𝑟𝑎𝑤 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦+1

𝑐𝑜𝑟𝑝𝑢𝑠 𝑠𝑖𝑧𝑒 𝑖𝑛 𝑚𝑖𝑙𝑙𝑖𝑜𝑛𝑠+𝑤𝑜𝑟𝑑 𝑡𝑦𝑝𝑒𝑠 𝑖𝑛 𝑚𝑖𝑙𝑙𝑖𝑜𝑛𝑠
) + 3 

 
ii Because the COCA splits by part of speech, we totaled word frequency for all parts of speech before taking the 

Zipfian transformation. 

 
iii Because the OED is split by part of speech, we used the highest occurring frequency band for each word. 

 
iv Neighborhood sizes were collected from the English Lexicon Project (Yap et al., 2012), however, no specific 

corpus is disclosed. 

 
v Because Ngram data splits by part of speech, we used the oldest occurrence for word age. 

 
vi Because WordNet splits by part of speech, we took the average score for each word. 

 
vii Other measures were considered for the factor analysis, but were too highly correlated with other measures (r 

> .98; Standardized Frequency Index (SFI) from Subtlex with zenozipf, and Contextual Diversity and Word 

Frequency from Subtlex with subzipf) or did not have enough variability to warrant inclusion for any word set 

(MSA < .60; mean bigram from English Lexicon Project and word age from Oxford English Dictionary). 

 
viii This paper uses the general academic word (AWL-reference) model to estimate factor scores on a specific set 

of vocabulary from the Word Generation trials.  Factor score estimates for these words differ in the current paper 

when the words are scaled based on the GSL-reference, AWL-reference, and AVL-DS-reference as opposed to 

scaled amongst themselves. 
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Table 2 

 

Descriptive Statistics for Word Features by Word List 

 

  
General Service 

List  

(GSL) 

  

Academic 

Word List  

(AWL) 

  

Academic 

Vocabulary List -  

Domain Specific  

(AVL-DS) 

  n = 2060   n = 1051   n = 3413 

Word Feature M SD   M SD   M SD 

cd 1036.52 2453.23   175.54 300.74   142.06 424.10 

cocazipf 4.62 0.64   4.15 0.57   3.82 0.59 

d 0.80 0.14   0.71 0.19   0.56 0.21 

freqband 6.09 0.67   5.83 0.62   5.31 0.60 

length 5.84 2.01   8.57 2.33   7.31 2.45 

log_freq_hal 9.72 1.60   8.70 1.45   7.71 1.52 

log_freq_kf 1.62 0.63   1.16 0.55   0.82 0.58 

nmorph 1.32 0.58   2.19 0.83   1.73 0.78 

nphon 4.75 1.81   7.40 2.15   6.19 2.27 

nsyll 1.75 0.86   3.02 1.05   2.45 1.13 

og_n 3.01 4.54   0.36 1.33   1.54 3.30 

old 2.02 0.72   2.84 0.79   2.59 0.94 

ortho_n 5.00 6.38   0.65 1.84   2.52 4.59 

phono_n 11.87 14.39   1.39 4.31   5.84 10.59 

pld 1.87 0.82   2.94 0.98   2.57 1.15 

semd 1.80 0.27   1.79 0.25   1.44 0.30 

subzipf 4.44 0.75   3.41 0.67   3.38 0.77 

word_age 742.83 243.53   499.54 185.46   542.02 251.93 

wordnet_lnapossam 1.73 0.82   1.26 0.68   1.09 0.79 

wordsmyth_lnapossam 1.70 0.73   1.06 0.61   1.07 0.72 

z_sem_prec -0.03 0.73   -0.14 0.87   0.24 0.86 

zenozipf 4.67 0.64   3.91 0.60   3.71 0.68 

Note. This table includes only the final 22 features used in the models. 
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Table 3 

 

Factor Analysis fit by Word List Reference 

 

  
General 

Service List  

(GSL) 

Academic 

Word List  

(AWL) 

Academic 

Vocabulary List - 

Domain Specific  

(AVL-DS) 

Bartlett’s test        

     df 231 231 231 

     X2 50136.55 20743.13 72063.03 

     p < .0001 < .0001 < .0001 

Plot suggestions       

     Parallel Analysis (fa.parallel) 5 5 5 

     Parallel Analysis (nFactors) 4 5 4 

     Optimal Coordinates (nFactors) 4 5 4 

     Eigenvalues > Mean 5 5 4 

     Eigenvalues > 1 5 5 4 

     Acceleration Factor 1 1 1 

        

5-Factor Model Fit       

     % Variance Explained 75 % 69 % 68 % 

     Overall Sampling Adequacy (MSA) 0.92 0.90 0.92 

     Comparative Fit Index (CFI) 0.962 0.948 0.956 

     Tucker-Lewis Index (TLI) 0.934 0.907 0.923 

     Root Mean Square of Residuals (RMSR) 0.02 0.02 0.03 

     Root Mean Square Error of Approximation (RMSEA) 0.083 0.088 0.084 

          Lower Bound 0.080 0.084 0.081 

          Upper Bound 0.087 0.093 0.086 

        

4-Factor Model Fit       

     % Variance Explained 71 % 65 % 67 % 

     Overall Sampling Adequacy (MSA) 0.92 0.90 0.92 

     Comparative Fit Index (CFI) 0.943 0.923 0.933 

     Tucker-Lewis Index (TLI) 0.912 0.88 0.896 

     Root Mean Square of Residuals (RMSR) 0.03 0.04 0.03 

     Root Mean Square Error of Approximation (RMSEA) 0.096 0.010 0.097 

          Lower Bound 0.093 0.096 0.095 

          Upper Bound 0.099 0.105 0.100 

Note. Higher values (at least above .90) indicate adequate model fit for MSA, CFI, and TLI.  Lower values (at 

least below .10 indicate adequate model fit for RMSR and RMSEA. 
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Figure 1. Overlap between word lists for unique words with complete data (n = 19,744 

words). 
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Figure 2. Factor correlations for the GSL-reference model estimated on each word sample. 

Note: Scatterplots below the diagonal contain random 200-word samples while density plots 

and correlations on and above the diagonal are based on entire word samples. Word samples 

include AVL_DS (red) Academic Vocabulary List Domain-Specific; AWL (green) Academic 

Word List; GSL (blue) General Service List; Words (purple) in any list. 
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Figure 3. Factor correlations for the AWL-reference model estimated on each word sample.  

Note: Scatterplots below the diagonal contain random 200-word samples while density plots 

and correlations on and above the diagonal are based on entire word samples. Word samples 

include AVL_DS (red) Academic Vocabulary List Domain-Specific; AWL (green) Academic 

Word List; GSL (blue) General Service List; Words (purple) in any list. 
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Figure 4. Factor correlations for the AVLDS-reference model estimated on each word sample.  

Note: Scatterplots below the diagonal contain random 200-word samples while density plots 

and correlations on and above the diagonal are based on entire word samples. Word samples 

include AVL_DS (red) Academic Vocabulary List Domain-Specific; AWL (green) Academic 

Word List; GSL (blue) General Service List; Words (purple) in any list. 
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Figure 5. Scaled density plots by reference model and latent factor.  

Note: Word list samples are: GSL (blue) General  Service List; AWL (yellow) Academic 

Word List; AVLDS (red) Academic Vocabulary List Domain-Specific; Words (purple) in any 

word list 
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A B S T R A C T
General academic words are those which are typically learned through ex-
posure to school texts and occur across disciplines. We examined academic 
vocabulary assessment data from a group of English-speaking middle school 
students (N = 1,747). We tested how word frequency, complexity, proxim-
ity, polysemy, and diversity related to students’ knowledge of target words 
across ability levels. Our results affirm the strong relation between vocab-
ulary and reading at the individual level. Strong readers were more likely 
to know the meanings of words than struggling readers were, regardless of 
the features of the academic words tested. Words with more meanings were 
easier for all students, on average. The relation between word frequency 
and item difficulty was stronger among better readers, whereas the relation 
between word complexity and item difficulty was stronger among less profi-
cient readers. Our examination of academic words’ characteristics and how 
these characteristics relate to word difficulty across reading performance has 
implications for instruction.

General academic words are used across academic disciplines 
and more frequently in academic than nonacademic contexts 
(Nagy & Townsend, 2012). These words have been advanced as 

a promising target for instruction because of their importance for read-
ing academic texts across disciplines (Townsend, Filippini, Collins, & 
Biancarosa, 2012). General academic words are particularly important 
for middle schoolers who encounter instructional texts that include 
higher proportions of lower frequency words and morphologically 
complex words (Hiebert, Goodwin, & Cervetti, 2018). There are many 
reasons these words may be difficult for adolescent readers. Unlike 
discipline-specific vocabulary, general academic words may not receive 
explicit instruction in content area classes (Hiebert & Lubliner, 2008). 
These words may be longer and harder to pronounce than words that 
students encounter in earlier grades. General academic words tend to 
be morphologically complex. They occur less frequently than many 
words learned in casual discussion. General academic words tend to 
have multiple related senses, some or all of which are abstract (Nagy & 
Townsend, 2012). In this article, we empirically examine what makes 
academic vocabulary difficult for middle school students. Using vocab-
ulary and reading data from 1,747 English-speaking middle school stu-
dents, in the present study, we examined which kinds of general 
academic words are hard for students and examined the relation 
between lexical features of items and item difficulty across the contin-
uum of reading performance.
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Empirical Measures 
of Lexical Dimensions
Quantitative lexical measures have proliferated in the last 
decade. On the one hand, new measures have allowed 
researchers to test new models of how specific linguistic 
features relate to lexical processing and especially lexical 
access.1 On the other hand, the proliferation of measures 
has made it difficult to generalize across studies using dif-
ferent word metrics that are believed to measure the same 
construct. As a practical matter, it is impossible to model all 
the competing lexical measures simultaneously or argue 
that one particular selection strategy is definitively better 
than another. Thus, as a preliminary step in studying factors 
that affect item performance on vocabulary tests, we made 
use of prior research to create a reduced feature set for 
inclusion in the models. This approach both reduced poten-
tial bias introduced by our measure selection process and 
helped us communicate our results to an audience who 
may be unfamiliar with (and potentially uninterested in) 
the details of the specific lexical measures. We began with 
22 empirical word characteristics, each of which had clear 
documentation and had been used in earlier research. We 
excluded behavioral measures, such as age-of-acquisition 
and abstractness ratings, because we intended to use result-
ing factor scores as independent variables to model assess-
ment and other behavioral data. Recent research (Knoph, 
Lawrence, & Francis, 2021) on these features using a set of 
high-frequency words (from the General Service List [GSL] 
developed by West, 1957) and the general academic words 
that are the focus of this article (from the Academic Word 
List [AWL] developed by Coxhead, 2000) identified five 
correlated factors: complexity, proximity, frequency, diver-
sity, and polysemy. Next, we provide a brief overview of 
research related to each of these factors.

Vocabulary and Reading
Reading comprehension is the process of extracting and 
constructing meaning from print when a reader interacts 
with a text for a specific purpose or activity (RAND Read-
ing Study Group, 2002). This process supports word learn-
ing by providing students with contextualized uses of new 
words but, at the same time, requires that readers have 
sufficiently developed orthographic, phonological, and 
semantic word knowledge (Perfetti & Hart, 2002). It is not 
surprising, then, that reading researchers have consistently 
found strong correlations between student performance on 
vocabulary and reading comprehension assessments 
(Cromley & Azevedo, 2007; Joshi, 2005; Joshi & Aaron, 
2000; McKeown, Beck, Omanson, & Perfetti, 1983; Quinn, 
Wagner, Petscher, & Lopez, 2015; Tannenbaum, Torgesen, & 
Wagner, 2006; Wagner et al., 1997), across many language-
learning contexts (Kieffer & Box, 2013; Qian, 2002; 

Rydland, Aukrust, & Fulland, 2013), and across age groups 
(Braze et al., 2016; Quinn et al., 2015; Snow, Porche, Tabors, 
& Harris, 2007). However, the relative importance of com-
ponent skills used in reading change as students age.

Hoover and Gough (1990) showed that decoding skills 
are more related to reading comprehension in younger 
students but that verbal ability is more associated with 
reading ability in later grade levels. The simple view of 
reading also has implications for thinking about what 
might make a word difficult for students: The words that 
students find challenging to learn may vary in part as a 
function of their reading ability. For instance, less profi-
cient readers who struggle with decoding skills may find 
orthographically complex words hard to master, even 
though this dimension may not relate to word difficulty as 
strongly among more skilled readers. As such, item perfor-
mance may be jointly determined by reader ability and 
word features. To examine the joint influence of student 
and word features, in the current study, we examined item 
difficulty as a function of individual reading ability and 
word-level characteristics simultaneously. We also explored 
interactions to see if some words are more challenging or 
more manageable across ranges of reading ability.

Complexity
Word complexity is the orthographic and morphological 
complexity of a word. The word feline may be more chal-
lenging for some students to learn than the word cat sim-
ply because feline is longer and more complex. Complexity 
can be measured by the number of syllables, the number of 
letters, or the number of morphemes and is related to indi-
vidual differences in vocabulary learning (Goodwin & 
Cho, 2016). In general, words with more letters take longer 
to process and are read more slowly than shorter words 
(for a review, see New, Ferrand, Pallier, & Brysbaert, 2006). 
However, there is a complicated relation between orthog-
raphy and phonology in English, so the consistency and 
granularity of letter–sound mapping must also be consid-
ered (Ziegler & Goswami, 2005). The presence of clusters 
of consonants, for example, can slow down word reading 
in younger readers (Olson, Forsberg, Wise, & Rack, 1994), 
and clusters of vowels can result in less accurate decoding 
(Gilbert, Compton, & Kearns, 2011). In addition to phono-
logical and orthographic considerations, the presence of 
multiple morphemes in a word can facilitate reading time 
and accuracy (Carlisle & Stone, 2005; Deacon, Whalen, & 
Kirby, 2011), especially if the base morpheme is higher in 
frequency than the derived word. These features not only 
affect word recognition but also impact access to meaning 
(Goodwin & Cho, 2016).

Proximity
The phonological or orthographic proximity of words can 
be measured by their overlap in letters or phonemes. 
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Similarly, word forms that share phonemic patterns or let-
ter sequences with many others reside in denser neighbor-
hoods than words with unusual forms. Both phonological 
and orthographic neighborhood density have facilitative 
effects on visual word recognition, lexical decision, and 
naming tasks. Coltheart’s N (Coltheart, Davelaar, Jonasson, 
& Besner, 1977) is a measure of orthographic overlap, 
defined as the number of words that can be created by sub-
stituting a single letter in the original word (e.g., rat, sat, 
car, and cab are all neighbors of cat). Recently developed 
metrics have expanded this definition to include additions, 
subtractions, transpositions, and substitutions. Yarkoni, 
Balota, and Yap (2008) proposed a metric known as ortho-
graphic Levenshtein distance, defined as the number of 
operations (insertions, deletions, and substitutions) neces-
sary to transform one word form to another. OLD20, the 
mean Levenshtein distance from a word to its 20 closest 
neighbors, then becomes another orthographic neighbor-
hood density metric. It should be noted, however, that sim-
pler words are often those with the densest neighborhoods. 
This is demonstrated by the fact that it is easy to think of 
near neighbors for the word cat but much harder to think 
of near neighbors for the word necessarily. As a result, 
proximity measures have loaded on the complexity factor 
rather than with other neighborhood relatedness measures 
in previous studies (see Brysbaert, Mandera, McCormick, 
& Keuleers, 2019; Yap, Balota, Sibley, & Ratcliff, 2012).

Frequency
Kučera and Francis (1967) used punch cards to tabulate 
word frequency using IBM computers in creating what has 
become known as the Brown University Standard Corpus 
of Present-Day American English (or just Brown Corpus). 
Because word frequency measures from sufficiently large 
and diverse samples generalize well, these measures can be 
used as a proxy for the relative number of encounters a 
learner may have had to specific English words. Kuperman, 
Stadthagen-Gonzalez, and Brysbaert (2012) found that Liv-
ing Word Vocabulary levels, which indicate the grade level 
at which a word is widely known (Dale & O’Rourke, 1981), 
correlate strongly with item frequency as estimated with the 
Brown Corpus (r = −.69; Kučera & Francis, 1967). Biemiller 
and Slonim (2001) tested 100 words from each Living Word 
Vocabulary level and found a strong relation between word 
frequency and the grade level at which 50% of students 
knew a word (r = −.57). Age of acquisition is similar to dif-
ficulty in that it estimates the age at which a learner first 
masters a word. Kuperman et al. found that age-of-
acquisition estimates based on adult self-reports correlated 
(r = −.64) with the word frequency in the Brown Corpus 
(see also Breland, 1996; L.T. Miller & Lee, 1993). Findings 
like these motivated Coxhead (2000) to exclude the high-
frequency words from her AWL; high-frequency words are 
likely already known or can be learned independently.

Diversity
Whereas it is relatively easy to count the number of occur-
rences of a word, it is harder to quantify the diversity of its 
usages within and across texts. Researchers have used latent 
semantic analysis within texts to create the semantic diver-
sity measure, which estimates how distinct word usages are 
at the local level (Hoffman, Lambon Ralph, & Rogers, 2013). 
This measure quantifies the diversity of words that occur 
adjacent to or near a target word. For example, the word 
aquarium has a low semantic diversity rating, indicating that 
it appears next to a stable set of collocates (e.g., fish). A related 
measure, contextual diversity, is a measure of the number of 
times a word appears across text selections that make up a 
text corpus, regardless of the document-level features (Adel-
man, Brown, & Quesada, 2006; Brysbaert & New, 2009), 
although contextual diversity could alternatively be consid-
ered a way of measuring frequency.

Educational researchers have taken the additional step 
of categorizing the documents that make up a corpus by 
academic discipline and analyzing the occurrence of words 
in documents across categories. Zeno, Ivens, Millard, and 
Duvvuri (1995) counted word occurrences across text 
selections classified by the academic category of the texts in 
which they appear to create dispersion estimates. Coxhead 
(2000) analyzed a 3.5 million–word corpus containing over 
400 texts that fell into the categories of arts, commerce, law, 
and science. After refining target words based on frequency, 
she excluded word families that did not occur in each of 
the four disciplinary areas at least 10 times. The resulting 
list of 570 word families provides much better coverage of 
academic texts than an alternative list based only on fre-
quency. The resulting AWL has been touted in influential 
instructional books (Beck, McKeown, & Kucan, 2013) and 
has been referenced in creating vocabulary interventions 
for middle school students (Lawrence, Crosson, Paré-
Blagoev, & Snow, 2015; Lesaux, Kieffer, Kelley, & Harris, 
2014).

Polysemy
We say a word is polysemous when it has several related 
senses. A recent analysis of 13,783 nouns and 8,998 verbs 
using results from WordNet found that the nouns average 
2.9 senses (SD = 2.4) each and that the verbs average 4.3 
senses (SD = 4.5) each (Lawrence et al., 2021). General aca-
demic words tend to have many senses. For instance, 
according to WordNet, the word retain has four meanings, 
and the word obtain has three. In contrast, disproportion-
ately only has two meanings, and controversy has one.

In English, word forms with more senses are more fre-
quent than word forms with fewer senses (r =  .53; Hoff-
man et al., 2013). A good deal of evidence demonstrates 
that polysemous words are accessed more rapidly than 
words with single senses (Azuma & Van Orden, 1997; Bo
rowsky & Masson, 1996; Hino & Lupker, 1996). Homophones, in 
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contrast, are word forms that have two or more distinct 
meanings (e.g., bank meaning the side of a river vs. a place 
for money). These words are much less frequent in English 
and are processed less efficiently in speeded lexical deci-
sion tasks (Beretta, Fiorentino, & Poeppel, 2005; Rodd, 
Gaskell, & Marslen-Wilson, 2002) and semantic categori-
zation tasks (Hino, Lupker, & Pexman, 2002). Given the 
ubiquity of polysemy in English and that sense disambigu-
ation is essential to skilled reading, it is surprising that 
research into polysemy with educationally relevant out-
comes has been rare. One study found that, controlling for 
frequency, polysemous scientific words are more difficult 
for elementary-age students at pretest. However, polyse-
mous target words were learned more effectively during 
the school year (when they were introduced as part of a 
language-rich science curriculum). Controlling for pretest 
scores, the number of target word meanings was a better 
predictor of posttest knowledge than word frequency mea
sures were (Cervetti, Hiebert, Pearson, & McClung, 2015). 
In contrast, Hiebert, Scott, Castaneda, and Spichtig (2019) 
did not find a relation between target word knowledge and 
the number of word senses and meanings in an analysis of 
synonym task data from students across grades 2–12. 
These mixed results suggest that this may be a productive 
space for further study.

Hypothetical Relations Between 
Vocabulary and Reading
Explanations of the possible mechanisms underlying the 
correlations between measures of vocabulary knowledge 
and reading ability have focused on the importance of 
efficient lexical access, the importance of knowing a word 
encountered by readers in target passages, the relation 
between word knowledge and world knowledge, and the 
correlations across verbal skills (Anderson & Freebody, 
1981; Quinn et al., 2015). Here, we provide a brief over-
view of these hypotheses, none of which is exclusive of the 
others.

Efficient Lexical Access
Accurate and efficient retrieval of word knowledge is 
essential for skilled reading (Mezynski, 1983; Perfetti, 
1988), a point emphasized in text comprehension models 
that focus on efficient lexical access (Perfetti & Hart, 2002; 
Perfetti & Stafura, 2014). There are both individual differ-
ences in lexical access and differences in access speeds 
associated with lexical characteristics. Not surprisingly, 
efficient lexical retrieval (measured by speeded lexical 
decision tasks) at the individual level correlates with sub-
ject vocabulary scores (Yap et al., 2012). There are also 
word-level differences that influence speeded lexical retrieval 
tasks. For instance, less complex words and high-frequency 

words are retrieved more efficiently (see, e.g., Brysbaert & 
New, 2009). Interestingly, words with multiple senses are 
also retrieved more efficiently, possibly because the pro-
cess of learning words with multiple senses provides the 
learner with the opportunity to compare and integrate 
usages across encounters. There is much less known about 
how word characteristics relate to student performance 
on educationally relevant tasks. However, if words that are 
more efficiently accessed are also better known, ortho-
graphically complex words will be more challenging, 
whereas frequent words with more meanings will be 
easier.

Instrumental Word Knowledge
The instrumentalist perspective is based on the finding that 
when a reader knows more words in a specific passage, the 
reader comprehends it better (Schmitt, Jiang, & Grabe, 
2011). Vocabulary training produces improved compre-
hension when the target words are in the tested compre-
hension passages (Beck, Perfetti, & McKeown, 1982; Mc-  
Keown et al., 1983; for a review, see Wright & Cervetti, 
2017). Unfortunately, these results can be hard to translate 
into instructional practice across instructional contexts. 
Given the volume and diversity of texts that students are 
expected to read across classes in secondary schools, it can 
be challenging to provide tailored prereading support for 
unknown words. Instead, some researchers have resorted to 
examining textual corpora to identify frequent, widely dis-
persed words that students are most likely to encounter, and 
which may therefore be good candidates for instruction 
(Coxhead, 2000; Hiebert et al., 2018; Praninskas, 1972). 
However, vocabulary interventions usually analyze data 
aggregated at the individual, class, or school level: they do 
not shed light on the efficacy of target word selection strate-
gies. Intervention research has demonstrated that academic 
vocabulary can be improved through targeted instruction 
(Lawrence, Francis, Paré-Blagoev, & Snow, 2017; Lesaux, 
Kieffer, Faller, & Kelley, 2010; Pany, Jenkins, & Schreck, 
1982). However, meta-analyses of vocabulary interventions 
have suggested only moderate effects on passage compre-
hension as measured by researcher-developed instruments, 
and no impact on standardized reading measures (Elleman, 
Lindo, Morphy, & Compton, 2009; Stahl & Fairbanks, 1986).

Word Knowledge 
and World Knowledge
The knowledge hypothesis is predicated on the idea that 
knowing a word entails knowing something about the 
world and that the more learners know about the world, 
the better their reading comprehension. For instance, 
knowledge of domain- and topically relevant words pre-
dicted improvement in scenario-based reading measures 
(McCarthy et al., 2018). Among general academic vocabu-
lary, there may also be words that help students understand 
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the world or the way things can be related to each other. 
Knowledge of these concepts may relate to the skilled 
comprehension of a particular text passage, even if these 
words do not appear in the passage. For instance, a class of 
academic words known as connectives allows students to 
understand and make connections across ideas (Crosson, 
Lesaux, & Martiniello, 2008). Thus, knowledge of the word 
notwithstanding might be a marker of a student’s under-
standing of how integrative arguments work. This under-
standing of integrative argumentation might help the 
student comprehend a text in which such a relation is 
implied, even if the word notwithstanding is not used in 
the text to signal the nature of the relation.

Words with multiple senses mark world knowledge as 
well. Words acquire these multiple senses through the 
countless ways their usage is broadened, extended, and 
refined (Aitchison, 2012). Students who know two or more 
senses of the same word have the opportunity to reflect on 
these relations and on the abstract conceptual relations 
that may link related meanings. Nagy and Townsend 
(2012) suggested that one class of these relations, gram-
matical metaphor, is one of the defining characteristics of 
academic language. Grammatical metaphor extends the 
range of a word’s most frequent or etymologically primary 
meaning by metaphorical usage (e.g., boils down to), nomi-
nalization (employing derived inflections or zero deriva-
tion), or idiomatic phrasing. Grammatical metaphor is 
ubiquitous in academic writing and “is the largest diver-
sion from social/conversational language and presents the 
most significant issue for students” (Nagy & Townsend, 
2012, p. 94). Knowledge of polysemous words may support 
students’ understanding of linguistic and conceptual rela-
tions that have broad utility.

Verbal Skill and Metalinguistic Ability
General factors can explain high correlations across dis-
crete cognitive skills (Spearman, 1904; Tucker-Drob, 2009). 
Carroll (1941) argued that verbal ability is connected to 
how well one can infer and retain the meanings of newly 
encountered words (see also Sternberg & Powell, 1983). 
Tunmer and Herriman (1984) identified metalinguistic 
awareness as a similarly general verbal ability that learners 
use to “reflect on and manipulate the structural features of 
spoken language” (p. 136). Nagy (2007) pointed to metalin-
guistic awareness in explaining individual differences in 
vocabulary learning and retention rates. Whereas some 
researchers have pointed to a common underlying cause, 
such as metalinguistic awareness, or general verbal ability, 
to account for the correlation between reading comprehen-
sion and vocabulary knowledge, others have linked vocab-
ulary knowledge and reading comprehension in a relation 
of reciprocal causality (Stanovich, 1986; Verhoeven, van 
Leeuwe, & Vermeer, 2011). The reciprocity argument views 

vocabulary as causally implicated in understanding lan-
guage in written form, and exposure to word usage through 
written language as one way in which word meanings are 
acquired.

We argue that interaction between readers’ abilities and 
word features in predicting word knowledge is not directly 
compatible with the spurious correlation view without 
modification, whereas these interactions are more easily 
explained through reciprocal causality models. Although 
these two views of the basis for the correlation between 
vocabulary and reading imply quite different causal models 
for the role of vocabulary in reading, that vocabulary knowl-
edge and reading comprehension are strongly correlated is 
not in dispute. The magnitude of interindividual differences 
complicates any investigation of word-level features which 
might seek to average over individuals to get at relations at 
the word level and suggests the need for intensive data col-
lection that is both wide (i.e., many words) and deep (i.e., 
many individuals), with many covariates at both the word 
and person levels. The present study was not intended to 
arbitrate these different views of the correlation between 
reading and vocabulary but to determine which characteris-
tics of academic words are associated with item difficulty 
and to examine some characteristics of readers that might 
affect vocabulary knowledge and possibly alter the relation 
between word characteristics and item difficulty.

Research Questions
General academic word knowledge is strongly related to 
reading comprehension (Townsend et al., 2012; Lawrence, 
Hagen, Hwang, Lin, & Lervåg, 2019). However, little is 
known about which lexical features may make an aca-
demic word difficult for students to learn or if the word 
features that make these words challenging for students 
are consistent across students at different reading perfor-
mance levels. Therefore, three research questions guided 
our study:

1.	 What are the characteristics of middle school read-
ers (measured via reading ability, socioeconomic
status [SES], gifted and talented education [GATE]
status, and grade level) that account for individual
differences in vocabulary knowledge?

2. What is the relation between features of academic
vocabulary (measured via item frequency, com-
plexity, proximity, polysemy, and diversity) and
item difficulty on a test of academic word knowl-
edge for middle school students?

3.	 How does student knowledge of words with differ-
ent features relate to reading ability? Specifically, to
what extent is the influence of word features on
item difficulty different for good and poor readers?
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Method
To answer our research questions, we needed to model item 
difficulty with word- and person-level data and explore 
interactions. We now present a technical description of the 
approach we used. This description is essential for scientific 
replication purposes, although readers with more substan-
tive interests may wish to skip the next couple of para-
graphs. We used explanatory item response theory (EIRT) 
models and examined middle school students’ performance 
on a test of academic vocabulary. EIRT models are multi-
variate, cross-classified random-effects models that can be 
used to jointly explain differences in person ability and item 
difficulty by modeling item responses on a test in terms of 
(a) the effects of student characteristics on a latent ability 
(θp; in our case, vocabulary knowledge as measured by aca-
demic words), (b) the effects of word features on item diffi-
culty (βi; difficulty of an item designed to measure the latent 
ability; De Boeck & Wilson, 2004), and (c) cross-level inter-
actions between person characteristics and word features. 
These models are particularly advantageous when one is 
interested in investigating moderating effects of test fea-
tures (in our case, item/word features) on relations between 
students’ characteristics and students’ performance on an 
outcome measure (i.e., student–test interactions). Although 
interaction effects often account for a small proportion of 
variance explained in EIRT models (controlling for main 
effects of student characteristics and test features), interac-
tion effects provide unique insights about how the same 
item feature affects students differently depending on their 
individual characteristics. Importantly, these insights can-
not be easily examined when looking at interaction effects 
based on composite scores.

The specific EIRT models used in the current study are 
well suited for binary outcome data. A general mathemati-
cal formulation of the EIRT model proposed for the pres-
ent study can be found in Kulesz, Francis, Barnes, and 
Fletcher (2016). We applied the binary form of the model 
because item responses to test items had a correct/incorrect 
format (missing values were coded as incorrect responses). 
We used a multivariate structure because item difficulty 
was simultaneously modeled for all items. We used a cross-
classified random-effects structure to deal with dependen-
cies among the responses to items, as these dependencies 
result from administering all items to all students and stu-
dents responding to all items. Treating items as random 
effects further improves the estimation of the model and 
has the inferential advantage of treating items as being 
sampled from a universe of items. Thus, inferences about 
item features are not specific to the sample of items but to 
the universe of items from which the specific items have 
been sampled. The specific cross-classified structure em
ployed in the present study comprised two levels: The first 
level was responses to items (dummy variables where 
0  =  incorrect, and 1  =  correct), and the second level was 

item and student parameters, which are completely crossed 
in this design because all students completed all test items. 
Thus, we considered item responses cross-classified within 
a person and item. In all EIRT models, we standardized 
continuous student characteristics and word features to 
provide a correct and meaningful interpretation of param-
eter estimates.

We estimated the models in several steps. Step 1 fits an 
unconditional variance components model (model 1). We 
compared the unconditional variances from model 1 with 
residual variances of subsequent models that included student 
characteristics and word features, to estimate the variance 
explained by student characteristics and word features. Step 2 
incorporated predictors of student ability, including grade, 
reading comprehension, SES status, and GATE status, that 
were sequentially entered in models 2–4. We used sequential 
entry of student characteristics to the models to estimate 
unique variance explained by different student characteristics. 
In step 3 (model 5), we added word features to model 1 (fre-
quency, complexity, proximity, polysemy, and diversity) to 
explain item difficulty in the absence of student characteristics. 
In step 4 (model 6), we integrated student characteristics from 
model 4 and word features from model 5 to explain student 
ability and item difficulty, respectively, without inclusion of 
interactions between student characteristics and word fea-
tures. In models 7–11, we extended model 6 by adding interac-
tion terms individually. We added the interaction effects one at 
a time to examine their statistical significance in the absence of 
other interaction terms. In the final model, model 12, we 
included predictors from model 6 and interaction effects of 
reading comprehension with all word features (five interaction 
terms) to assess the importance of interaction terms relative to 
one another. Because the interaction terms are correlated with 
one another and the main effect terms, examining them indi-
vidually and in conjunction with one another allowed us to 
evaluate their individual and joint contributions to the predic-
tion of word difficulty and student ability. All EIRT models 
were estimated in R using the glmer function of the lme4 
package (Bates et al., 2021) using nonlinear optimization of 
the Nelder–Mead and bound optimization by quadratic 
approximation methods.

Student Sample
Students who contributed data to this study attended 
schools participating in the randomized efficacy trial of the 
Word Generation program (Strategic Education Research 
Partnership, 2021). The students were recruited from 12 
middle schools from a large urban school district in Califor-
nia. The students participating in the initial study included a 
diverse range of language speakers. Linguistic diversity pre-
sented a challenge in this analysis because cognate advan-
tages varied across language–word dyads. Therefore, we 
restricted this analysis to all monolingual English speakers 
from the initial study who contributed valid data. Our 
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analytic sample of monolinguals is not typical of the district 
because only 34% of students in participating schools were 
monolingual English speakers. The monolingual students 
in our sample were similar to other monolingual students in 
the district in being less likely than their peers to be eligible 
for free or reduced-price lunch (Mmonolingual_English = 37% vs. 
Mnonmonolingual_English = 64%). Forty-six percent of the students 
in our analytic sample were identified as being enrolled in 
the GATE program. This rate was similar to the district’s 
identification rate (41%). Our analytic sample consisted of 
students in grades 6 (28%), 7 (38%), and 8 (34%; see Table 1). 
Performance levels on the Comprehension subtest (which 
has been nationally normed) of the Gates–MacGinitie 
Reading Tests (GMRT) indicate that our sample was typical 
to somewhat above average in reading performance relative 
to students in similar grades nationwide.

Student Measures
In addition to information about home language (which 
we used to determine the analytic sample), the district also 
provided information about students’ grade level, eligibility 
for free or reduced-price lunch, and identification for the 
district’s GATE program.2

Grade-Level Cohort
To control for differences across grade levels, we assigned 
values for dummy variables to each of the students accord-
ing to their grade level.

SES Status
We used eligibility for free or reduced-price lunch as an 
indicator of students’ SES status. We created a student-level 
dummy variable to indicate students who received free or 
reduced-price lunch (SES status = 1) and those who did 
not (SES status = 0).

GATE
The district used eight categories, such as “specific aca-
demic achievement” and “high potential,” to identify students 

as gifted. The GATE variable indicates whether students 
were identified as being enrolled in the GATE program 
(GATE = 1) or not (GATE = 0).

Reading Comprehension
We used the Comprehension subtest of the GMRT to mea-
sure overall reading comprehension. Sixth-grade students 
completed level 6 of the assessment. Seventh- and eighth-
grade students completed level 7/9, as suggested by the test-
ing manual. The GMRT is a nationally normed test 
composed of 48 multiple-choice questions. Each item 
relates to a short reading passage. Kuder–Richardson for-
mula 20 reliability coefficients were high (.92 for level 6 and 
.91 for level 7/9; Maria, Hughes, MacGinitie, MacGinitie, & 
Dreyer, 2007). We used the extended scale scores in this 
analysis because they place scores from different GMRT 
test levels onto a common scale, which allows progress in 
reading to be tracked over time and across grades on a sin-
gle, continuous scale. For the present study, the extended 
scale scores allowed us to place students’ performance on 
levels 6 and 7/9 of the GMRT on a common scale. The 
internal reliability of the test in our sample was high (Cron-
bach’s α = .91). The extended scale scores ranged from 361 
to 643 (M = 536.3, SD = 35.8) in our sample.

Academic Vocabulary Test
This researcher-developed test was group administered to 
measure students’ academic vocabulary knowledge. Stu-
dents were presented with target words placed within a 
neutral context suggesting a part of speech and were then 
asked to choose from four options, with the correct option 
indicating the target word’s synonym. For instance, the 
key for the target word suspended was “The tests were sus-
pended,” and the choices were (a) allowed, (b) hard for 
students, (c) suspicious, and (d) stopped for a while. Target 
words were general academic words, and stems reference 
common senses of the target words. There were 50 items 
administered each year for two years. We included 22 
anchor items both years, so this analysis uses information 
for 78 different words. These words were mostly taken 

TABLE 1  
 Reading Score, Total Academic Vocabulary Score, GATE Identification Rate, and Percentage of Students Eligible for 
Free or Reduced-Price Lunch

Grade Reading score M (SD) Academic vocabulary scorea  M (SD) GATE M (SD) SES M (SD)

6 (n = 492) 514.3 (40.1) 32.7 (9.8) .45 (.5) .37 (.5)

7 (n = 661) 537.4 (40.5) 35.4 (10.4) .48 (.5) .39 (.5)

8 (n = 594) 550.1 (43.0) 37.7 (9.6) .45 (.5) .35 (.5)

Total (N = 1,747) 535.5 (43.9) 35.4 (10.1) .46 (.5) .37 (.5)

Note. GATE = enrollment in the Gifted and Talented Education program; Reading score = the extended scale score on the Comprehension subtest of the 
Gates–MacGinitie Reading Tests; SES = eligibility for free or reduced-price lunch.  
 aThe maximum score is 50.
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from the AWL (Coxhead, 2000) and seem to represent the 
class of words on the AWL with respect to word charac-
teristics, as we subsequently discuss in detail. Within-
sample internal consistency reliabilities for grades 6–8 
ranged from .81 to .93. All Academic Vocabulary Test 
forms that were developed by the Word Generation 
research team can be found in the IRIS digital depository 
(https​://w​ww.i​ris-​dat​ab​a​se.o​rg/).

Factor Scores
Insofar as the words on the Academic Vocabulary Test are 
considered a sample of academic words, it is important to 
consider how the sample of 50 words included on the test 
relate to the universe of academic words. As such, we con-
sidered their characteristics in comparison with the char-
acteristics of words from Coxhead’s (2000) AWL and also 
West’s (1957) GSL, a list of approximately 2,000 high-  
frequency words considered important for basic under-
standing of the English language.

We fitted exploratory factor models with a set of high-
frequency words (n = 2,136; GSL), and general academic 
words (n  =  1,082; AWL). Inspection of the factor scores 
provides some useful information about the generalizabil-
ity of our findings to other academic and nonacademic 
words. We used the factor structure derived from the analy-
sis of the AWL and GSL to create factor scores for the Aca-
demic Vocabulary Test words. These factor scores are used 
in the analyses reported here (see Tables A1 and A2 in the 
Appendix for a complete list of the variables used in deter-
mining the factors and estimating the beta weights used to 
estimate the factor scores). Figure 1 presents distributions 
of and correlations among the five factor scores,3 color-
coded according to the words’ source. Notice that the distri-
bution of each factor for our sample (Academic Vocabulary 
Test) largely overlaps with the distribution of a random 
sample of 500 words from the larger class of academic 
words (AWL). Similarly, the correlations across factors are 
similar in our set of words and the larger set of academic 

FIGURE 1  
 Correlations and Density Plots for the Word Feature Factor Scores

Note. AVT = Academic Vocabulary Test; AWL = Academic Word List; Corr = correlation; GSL = General Service List. Correlation coefficients above the 
diagonal include all 78 words on the AVT, 1,082 words on the AWL, and all 2,136 words on the GSL. The diagonal includes density plots color-coded by 
list: red for the AVT words, green for the AWL words, and blue for the GSL words. Scatterplots below the diagonal contain a random sample of 500 
words for the AWL and GSL each, plus the entire set of AVT words, using the same color scheme. The color figure can be viewed in the online version 
of this article at http:​//il​a.on​line​libr​ary.​wile​y.co​m.
+p < .10. *p < .05. ***p < .001.
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words. These results gave us confidence that the findings 
presented here generalize to other academic words. We also 
present information about these factor scores for a random 
sample of 500 words from a set of high-frequency words 
(the GSL). Not surprisingly, these words appear to have 
higher frequencies and are less complex than academic 
words. Still, the relations between factors in the GSL are 
similar to those in the AWL sample, meaning that to some 
extent, our findings here may generalize to nonacademic 
words. For a full discussion, see Knoph et al. (2021).

Figure 1 can also help in understanding the relations 
between factors. Note the strong negative correlation 
between complexity and proximity (r = −.513, p <  .001), 
which we expected given the large number of relatively 
simple words with related forms in English (e.g., bat, cat). 
Note also the relatively high correlation between polysemy 
and frequency (r = .370, p < .001) and between polysemy 
and diversity (r  =  .283, p  <  .001), which we expected 
because polysemous word forms have more semantic util-
ity for writers. Clearly, the five factor scores that we used to 
summarize the characteristics of words and their mean-
ings are correlated, or overlapping. As such, the individual 
factors will account for both unique and shared variance in 
predicting word difficulty in our EIRT models. It is impor-
tant to recognize that the coefficient attached to a factor in 
any model that involves multiple factor scores will reflect 
both the relation of the factor to word difficulty and to the 
other factor scores. In the analyses that follow, we have not 
attempted to identify the best prediction model of a given 
size but rather to understand each feature’s possible contri-
bution in light of the contribution of other factors, as well 
as to examine possible interactions with characteristics of 
readers. Still, even with these 22 characteristics reduced to 
only five dimensions, there is still a rich diversity in the 
data trends across word forms, as seen in the example 
words presented in Table 2. Take the words controversy 

and retain, for example. Controversy is more frequent (fre-
quency = 0.096) and complex (complexity = 2.085) than 
the word retain (frequency = −0.048; complexity = −0.526). 
Given that retain is less complex, it is not surprising that it 
has more orthographic and phonological neighbors (prox-
imity = 0.429). Interestingly, retain has a higher polysemy 
rating (0.015) than controversy (−1.529) even though con-
troversy is more frequent.

Results
EIRT Models
All models are based on the analysis of binary test items 
using a logit link function. Thus, model parameters esti-
mate the effect of a particular feature on the log odds of 
answering an item correctly, either via an effect on person 
ability or an effect on item easiness. Tables 3 and 4 contain 
estimates of logistic regression parameters and their stan-
dard errors for models involving (a) only main effects of 
student characteristics (models 2–4), (b) only main effects 
of word features (model 5), (c) main effects of student 
characteristics and word features (model 6), and (d) inter-
action effects of student reading ability and word features 
(models 7–12).

Table 5 provides fit indices and random effects for all 12 
models. Each regression parameter describes the difference 
in log odds for a unit change in the student characteristic or 
word feature associated with the regression parameter. Bear-
ing in mind that we standardized all continuous predictors 
for inclusion in the models, a unit change in the associated 
variable implies a change of one standard deviation. For 
dichotomous student predictors (e.g., participation in the 
GATE program) in models 2–4, the regression parameter 
describes the difference in mean log odds of correctly 
answering an item of average item easiness for the group 

TABLE 2  
 Example Academic Vocabulary Test Words and Factor Scores

Word Frequency Complexity Proximity Polysemy Diversity

retain −0.048 −0.526 0.429 0.015 0.834

controversy 0.096 2.085 −0.613 −1.529 0.259

circumstances 0.668 3.017 −0.649 0.079 1.095

concept 0.789 0.099 −0.366 −1.246 0.273

constrain −1.638 0.658 −0.546 −0.744 −1.495

disproportionately −1.269 4.850 −0.703 −1.414 −0.182

equity −0.166 0.006 −0.537 −0.306 −1.525

maintained 0.286 0.736 −0.543 1.208 1.284

obtain 0.516 −0.399 −0.519 −0.466 0.891

subsequent 0.135 1.723 −0.598 −1.757 1.299
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TABLE 3  
 Fixed Effects for the Main Effects Models

Fixed effect

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6

b SE b SE b SE b SE b SE b SE

Intercept 1.39 0.17 0.98 0.18 1.52 0.17 1.38 0.17 0.90 0.13 1.38 0.15

Grade 7 0.41*** 0.08 −0.21*** 0.05 −0.13** 0.05 −0.13*** 0.05

Grade 8 0.75*** 0.08 −0.20*** 0.05 −0.07 0.05 −0.07 0.05

Reading 1.17*** 0.02 1.00*** 0.03 1.00*** 0.03

GATE 0.37*** 0.05 0.36*** 0.05

SES −0.25*** 0.04 −0.25*** 0.04

Frequency 0.12 0.14 0.10 0.16

Complexity −0.21 0.15 −0.24 0.18

Proximity −0.14 0.15 −0.15 0.17

Polysemy 0.35** 0.13 0.39* 0.16

Diversity 0.25 0.14 0.23 0.15

Note. N = 1,747 for models 1–6. b = log odds; GATE = enrollment in the Gifted and Talented Education program; Reading = the extended scale score on 
the Comprehension subtest of the Gates–MacGinitie Reading Tests; SE = standard error of log odds; SES = eligibility for free or reduced-price lunch.  
 *p < .05. **p < .01. ***p < .001.

TABLE 4  
 Fixed Effects for the Interaction Effects Models

Fixed effect

Model 7 Model 8 Model 9 Model 10 Model 11 Model 12

b SE b SE b SE b SE b SE b SE

Intercept 1.38 0.15 1.38 0.15 1.38 0.15 1.38 0.15 1.37 0.15 1.39 0.15

Grade 7 −0.13** 0.05 −0.13** 0.05 −0.13** 0.05 −0.13** 0.05 −0.13** 0.05 −0.13** 0.05

Grade 8 −0.07 0.05 −0.07 0.05 −0.07 0.05 −0.07 0.05 −0.07 0.05 −0.07 0.05

Reading 1.01*** 0.03 1.01*** 0.03 1.01*** 0.03 1.00*** 0.03 1.01*** 0.03 1.02*** 0.03

GATE 0.37*** 0.05 0.37*** 0.05 0.37*** 0.05 0.36*** 0.05 0.37*** 0.05 0.37*** 0.05

SES −0.25*** 0.04 −0.25*** 0.04 −0.25*** 0.04 −0.25*** 0.04 −0.25*** 0.04 −0.25*** 0.04

Frequency 0.12 0.16 0.11 0.16 0.11 0.16 0.10 0.16 0.10 0.16 0.13 0.16

Complexity −0.24 0.18 −0.23 0.18 −0.26 0.18 −0.24 0.18 −0.23 0.18 −0.27 0.18

Proximity −0.16 0.17 −0.15 0.17 −0.15 0.17 −0.15 0.17 −0.13 0.17 −0.15 0.17

Polysemy 0.39* 0.16 0.40* 0.16 0.38* 0.16 0.39* 0.16 0.39* 0.16 0.38* 0.16

Diversity 0.23 0.15 0.23 0.15 0.23 0.15 0.24 0.15 0.23 0.15 0.23 0.15

Frequency × Reading 0.07*** 0.01 0.07*** 0.01

Polysemy × Reading 0.03** 0.01 −0.01 0.01

Complexity × Reading −0.08*** 0.01 −0.07*** 0.01

Diversity × Reading 0.02 0.01 −0.01 0.01

Proximity × Reading 0.06*** 0.01 0.02 0.01

Note. N = 1,747 for models 7-12. b = log odds; GATE = enrollment in the Gifted and Talented Education program; Reading = the extended scale score on 
the Comprehension subtest of the Gates–MacGinitie Reading Tests; SE = standard error of log odds; SES = eligibility for free or reduced-price lunch.  
 *p < .05. **p < .01. ***p < .001.
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coded 1.0 on the dichotomous predictor for students in the 
group who are at the mean of any continuous predictors in 
the model. For dichotomous item predictors in model 5, the 
regression parameter describes the difference in mean log 
odds of correctly answering items of the type described by 
the dichotomous item feature as compared with items in the 
reference category for a person of average ability. When 
both item and person features and their interactions are in 
the model, the precise interpretation of individual regres-
sion parameters will depend on other effects in the model.

Research Question 1: Main Effects 
of Student Characteristics
Results indicated that reading comprehension was a statisti-
cally significant predictor of word knowledge, controlling for 
grade level, GATE status, and SES status. As expected, word 
knowledge was also positively related to student grade, with 
students in grades 7 (β = 0.41, standard error [SE] = 0.08, 
p < .001) and 8 (β = 0.75, SE = 0.08, p < .001) having better 
odds of answering an average item correctly than students in 
grade 6. Not surprisingly, reading comprehension was posi-
tively strongly related to vocabulary knowledge (β = 1.17, SE = 
.02, p < 0.001). When reading comprehension is in the model, 
the regression coefficients for grades 7 and 8 remain statisti-
cally significant but change in sign because these effects now 
compare students in grades 7 and 8 who are at the mean of 
reading comprehension with grade 6 students who are at the 
sample mean on the GMRT extended scale scores. Not sur-
prisingly, a student in grade 6 who is reading at the mean for 

the full sample has a somewhat higher probability of answer-
ing an average item correctly, as this student is an above-
average student for grade 6. Students who were eligible for 
free or reduced-price lunch and those who were not enrolled 
in the district’s GATE program had a lower chance of 
answering an item correctly on average as compared with 
their peers. Effects of grade were not statistically significant 
for grade 8 when SES status and participation in GATE pro-
grams were included in the model. Although the negative 
effect of grade 7 remained statistically significant, it was sub-
stantially smaller (−0.13 vs. −0.21).

As expected, adding reading comprehension to the 
model (model 3) substantially decreased the unexplained 
variance in student ability but had no effect on the variance 
in item difficulties (relative to the unconditional model, 
model 1). Model 3 accounted for 73.4% of the variance 
associated with student ability relative to the unconditional 
model, that is, (1.69 − 0.45)/1.69. At the same time, adding 
GATE status and SES status to the model (model 4) reduced 
the unexplained variance in student ability relative to model 
3 by an additional 8.8%, that is, (0.45 − 0.41)/0.45. Com-
pared with model 1, model 4 reduced the unexplained vari-
ance in student ability by 75.8%, that is, (1.69 − 0.41)/1.69.

Research Question 2: Main Effects 
of Word Features
The second research question asked about the relations 
between features of academic vocabulary (measured via item 
frequency, complexity, proximity, polysemy, and diversity) 

TABLE 5  
 Computed Fit Indices and Random Effects

Model AIC BIC Deviance

Person side Item side

Variance (SE) Variance reduction Variance (SE) Variance reduction

1 76,363.8 76,391.9 76,357.8 1.69 (1.30) 1.36 (1.17)

2 76,283.9 76,330.7 76,273.9 1.61 (1.27) 0.05 1.36 (1.17) 0

3 74,428.8 74,484.9 74,416.8 0.45 (0.67) 0.73 1.36 (1.17) 0

4 74,319.2 74,394.1 74,303.2 0.41 (0.64) 0.76 1.36 (1.17) 0

5 360,150.2 360,236.6 360,134.2 1.48 (1.22) 0.12 0.91 (0.95) 0.33

6 74,315.3 74,437.1 74,289.3 0.41 (0.64) 0.76 1.03 (1.01) 0.24

7 74,272.3 74,403.4 74,244.3 0.41 (0.64) 0.76 1.04 (1.02) 0.24

8 74,308.1 74,439.2 74,280.1 0.41 (0.64) 0.76 1.03 (1.01) 0.24

9 74,265.5 74,396.6 74,237.5 0.41 (0.64) 0.76 1.02 (1.01) 0.25

10 74,315.4 74,446.5 74,287.4 0.41 (0.64) 0.76 1.03 (1.02) 0.24

11 74,287.7 74,418.8 74,259.7 0.41 (0.64) 0.76 1.02 (1.01) 0.25

12 74,233.1 74,401.7 74,197.1 0.41 (0.64) 0.76 1.03 (1.01) 0.24

Note. N = 1747 for models 1–12. AIC = Akaike information criterion; BIC = Bayesian information criterion; SE = standard error. Model 1 is the 
unconditional model, models 2–6 are the main effects models, and models 7–12 are the interaction effects models. We were interested in estimating 
variance reduction for models 2–12 using the unconditional model (model 1) as a reference point.
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and item difficulty. We answered this question with refer-
ence to model 5. The model indicated that polysemy was 
the only statistically significant predictor of correct responses 
to the word knowledge items, over and above word fre-
quency, complexity, proximity, and diversity. Words with 
more meanings were easier relative to words with fewer 
meanings (β = 0.35, SE = 0.13, p < .01). Adding word fea-
tures to the model decreased the residual item variance 
and residual student variance relative to the unconditional 
model (model 1). Model 5 accounted for 33% of the vari-
ance in item difficulty and 12% of the variance in student 
ability as compared with model 1.

Combined Main Effects of Student 
Characteristics and Word Features
As expected, the combined model findings in model 6 for 
person characteristics and word features were identical to 
the results reported for these features separately in models 
4 and 5, respectively, because person and word characteris-
tics are not correlated in the design. That is, effects of stu-
dent characteristics in model 6 parallel those observed in 
model 4, and effects of word features in model 6 parallel 
those observed in model 5. As such, student characteristics 
predominantly explain variance in student ability, and 
word features predominantly explain variance in item dif-
ficulty. At the same time, we expected that in the interac-
tion effects model, the two sets of characteristics would 
jointly impact student ability and item difficulty.

Research Question 3: Interaction 
of Student Characteristics and 
Word Features
Although results suggested statistically significant main 
effects of reading comprehension, SES status, participation 
in GATE programs, and polysemy, these main effects dis-
cussed in regard to research question 1 may not tell the 
whole story with respect to vocabulary learning insofar as 
student characteristics and word features may interact in 
determining students’ responses to vocabulary items. Mod-
els 7–11 examined the interaction of reading comprehen-
sion and word features individually and found statistically 
significant interactions between reading comprehension 
and (a) word frequency (β  =  0.07, SE =  0.01, p  <  .001), 
(b) polysemy (β = 0.03, SE = 0.01, p = .002), (c) complexity 
(β = −0.08, SE = 0.01, p < .001), and (d) proximity (β = 0.06, 
SE = 0.01, p < .001), over and above the main effect of word 
and person features in the models. Although the magni-
tude of individual main effects in models 7–11 were com-
parable to those reported above for the same effect, the 
main effect of any term involved in an interaction should 
not be interpreted, as the interaction indicates that the 
effect is moderated by another variable, either another stu-
dent characteristic or word feature.

Insofar as models 7–11 examine the interactions indi-
vidually, these effects are correlated and must be considered 
in combination with one another to identify those that exert 
a unique influence on student responses to the vocabulary 
items. When all interactions of reading comprehension and 
word features were simultaneously entered in model 12, only 
interactions of reading comprehension with word frequency 
(β = 0.07, SE = 0.01, p <  .001) and complexity (β = −0.07,  
SE = 0.01, p < .001) remained statistically significant. These 
interaction effects were small compared with the main 
effects. The interpretation of the main effects in light of the 
interactions is best appreciated by examining graphs depict-
ing the interaction effects. As can be seen in Figure 2, there 
were large differences in the probability of answering an item 
correctly associated with overall reading ability. Although the 
interactions with reading ability are continuous by continu-
ous interactions and generalize across reading skill abilities, 
we present prototypical plots of stronger (1.5 SD) and weaker 
(−1.5 SD) readers to demonstrate how these interactions 
work. Strong readers (dashed line) were more likely to 
answer items correctly than struggling readers (bold solid 
line). Figure 2 also demonstrates that high-frequency words 
were easier for both strong and struggling readers (based on 
the statistically nonsignificant main effect of frequency). 

FIGURE 2  
 Probability of Correctly Answering an Item About a 
Low-, Average-, or High-Frequency Word, by Student 
Reading Proficiency Level
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What is harder to see in the figure is that in addition to these 
two main effects, there is an interaction such that the effect of 
frequency is slightly stronger for high-ability readers than for 
struggling readers. Figure 3 is similar in many ways. How-
ever, in this case, more complex words are harder for all stu-
dents, but it is the struggling readers (bold solid line) who are 
more sensitive to the effects of complexity.

Interaction effects were generally small in their magni-
tudes. We can conceptualize this difference between variance 
accounted for in the two sides of the model as indicating that 
readers who are higher in ability tend to know more words 
regardless of the features of the words being tested. Although 
polysemy affects the probability of knowing a word, it exerts a 
similar effect on knowledge for good and poor readers. In 
contrast, although complexity and frequency interacted with 
reader ability, these interaction effects were relatively small in 
comparison with the main effect of reader ability.

Discussion
Summary of Findings
In this study, we explored the relations between five lexical 
dimensions and academic vocabulary knowledge by 

simultaneously modeling the effects of student and word 
characteristics. Our results affirm the strong relation 
between vocabulary and reading at the individual level. 
Strong readers were more likely than struggling readers to 
know the meanings of words, regardless of the features of 
the academic words tested. Our results also show that 
words with more meanings were easier for students, which 
aligns with an extensive literature showing that polyse-
mous words are accessed more efficiently in adults 
(Eddington & Tokowicz, 2015). We tested reading ability 
by item characteristic interactions. These analyses showed 
that the relation between frequency and item difficulty is 
stronger for better readers and that the relation between 
complexity and difficulty is stronger for weaker readers.

The strong relation between reading and vocabulary 
achievement at the individual level is not surprising. 
Word knowledge has long been considered one of the 
best measures of general verbal skill, and vocabulary 
knowledge is strongly correlated with reading ability. 
Including individual-level covariates related to student 
SES status and academic achievement reduced the partial 
correlations between reading ability and academic vocab-
ulary. In other words, the relation between reading ability 
and vocabulary is due in part to differences among stu-
dents in characteristics such as SES status, participation 
in GATE programs, and grade level. These results align 
with one of the hypotheses presented in our introduction, 
namely, that the correlation between reading and vocabu-
lary is at least partly spurious and due to differences in 
general skill, such as verbal ability, or metalinguistic 
awareness. Although our models lack a direct measure of 
general verbal ability, or metalinguistic awareness, the 
reduction in the correlation due to the inclusion of such 
student characteristics is consistent with this idea. Thus, 
although we expected these findings, this study’s novel 
contribution is the exploration of these relations within 
the class of words known as academic words and using 
random effects models that allow generalization of the 
demonstrated relations back to the universe of academic 
words.

Given the large, multivariate space of word character-
istics and the small set of words on which students can rea-
sonably be tested, in the interest of parsimony, we relied on 
prior work by our group (Knoph et al., 2021) to reduce the 
dimensionality of the word characteristics for inclusion in 
the models. This prior work suggested five underlying fac-
tors related to frequency, complexity, proximity, polysemy, 
and diversity. We used factor scores on these five dimen-
sions to examine the relation between word characteristics 
and item difficulty for words from the Academic Vocabu-
lary Test, while treating the words as a source of random 
variation in the data. This treatment of words as random 
effects allows our findings to generalize back to the broad 
class of academic words from which we chose words on 
the Academic Vocabulary Test. We found that words with 

FIGURE 3  
 Probability of Correctly Answering an Item About a 
Low-, Average-, or High-Complexity Word, by Student 
Reading Proficiency Level
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more senses were easier for students than words with 
fewer senses. Researchers using data from speeded lexical 
decision tasks with adults have also found an advantage for 
words with related senses. In contrast, Cervetti et al. (2015) 
found that polysemous words were more challenging for 
second, third, and fourth graders at the start of the inter-
vention. Interestingly, students in that study learned poly-
semous words faster during instruction. These seemingly 
incongruent findings may make sense from a word-
learning perspective, which we subsequently discuss.

We also modeled interactions between reading ability 
and item characteristics in predicting item difficulty. In 
this way, we could test whether the relation between word 
characteristics and item difficulty would vary as a function 
of student reading ability, controlling for the main effects 
of both. We found that the relation between word fre-
quency and target word knowledge was stronger for better 
readers. This finding aligns with research showing that 
better readers are skilled at inferring the meanings of 
words they independently encounter in print (Swanborn 
& de Glopper, 1999). Poor readers are less efficient at infer-
ring the meanings of newly encountered words, so the 
relation between the number of encounters they experi-
ence with a new word and their knowledge of it may be 
relatively weak. Less skilled readers are probably similarly 
inefficient at learning new words from other contexts. In 
either case, if we accept that item-level frequency measures 
are an appropriate proxy for student encounters with a 
word across print and other contexts, our findings align 
with those of research on incidental word learning. In con-
trast, because differences in students’ independent reading 
diets are related to their reading ability, it is likely that item-
level frequency measures are not an equally good proxy for 
encounters with texts for all students. If so, the interaction 
may also be related to differences in reading amounts.

We also found a stronger relation between word com-
plexity and item difficulty for weaker readers. These results 
suggest that poor readers were more likely to struggle with 
the orthographic representation of a word and may need 
extra assistance to learn the meanings of orthographically 
complex words. For stronger readers, this dimension of 
word knowledge was not as related to word difficulty. 
These results align with theories suggesting that novice 
readers need to attend to decoding more than skilled read-
ers do and that skilled readers can allocate more attention 
to higher order comprehension (LaBerge & Samuels, 
1974).

Possible Implications for Instruction
Our findings align with those of research suggesting the 
importance of considering orthographic and morphologi-
cal aspects of academic word instruction in middle grades 
and suggest that these dimensions may be particularly 
important for struggling readers. Intervention research 

with middle school students has shown the importance of 
morphological training, especially for students with weaker 
baseline scores (Lesaux et al., 2014). Instructional texts 
emphasize morphological and orthographic considerations 
in terms of how teachers select words for middle school 
learners (Beck et al., 2013) and support them (Dobbs, 2013; 
Templeton et al. 2015).

Research in incidental word learning has demon-
strated individual differences in determining the mean-
ings of newly encountered words (Swanborn & de Glopper, 
1999). Our results align with those from incidental learn-
ing studies but also demonstrate why item selection can be 
challenging for vocabulary instruction. In our models, the 
best readers are the most likely to know words, and high-
frequency words are more likely to be known than less fre-
quent words are. On top of these effects, stronger readers 
are even more likely than poor readers to know high-
frequency words. These differences present teachers with 
an instructional challenge. High-frequency words are es
sential for reading, so struggling students need to master 
them. However, stronger readers likely know these words 
well. This skill disparity may make it difficult for strug-
gling students to feel comfortable acknowledging their dif-
ficulty with words that their classmates may consider easy. 
Instructional leaders acknowledge these challenges. They 
can be addressed in part by supporting an open and 
exploratory classroom culture (Scott, Skobel, & Wells, 
2008) and providing students with explicit strategies for 
learning about new words when encountering them. In 
particular, support should be provided to help students 
master the spellings and morphological structures of com-
plex words.

Polysemy is ubiquitous in English, which provides 
challenges and opportunities for vocabulary instruction. 
Researchers have shown how difficult it can be to learn 
new senses of conceptually rich words that are already par-
tially known (González-Fernández & Schmitt, 2020; Nagy, 
Anderson, & Herman, 1987). To do so, learners must first 
notice that a newly encountered usage is novel by referenc-
ing both what they currently know about the word and the 
semantic constraints of the new context. Next, they must 
update what they know about the word form and register 
how this new meaning or sense is novel. This entire pro-
cess is likely to support a rich representation of the word, 
especially when the word encounters are staggered. From 
this perspective, the learning of polysemous words may be 
another example of the trade-off between short-term per-
formance and long-term learning (Soderstrom & Bjork, 
2015). Younger students may find polysemous words 
harder to learn (Cervetti et al., 2015), but the process of 
learning them results in a more robust lexical representa-
tion, which explains the posttest results reported by Cer-
vetti et al. (2015) and the results reported here.

The explicit teaching of word forms with distinct 
meanings (homophones and homonyms) is a staple in 
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elementary classrooms. There is more variability in how 
strongly instructional texts and approaches emphasize the 
instruction of words with multiple related senses. Beck 
et al. (2013) noted that words with distinct meanings can 
be confusing, and suggested emphasizing multiple mean-
ings “when introducing a word that has a meaning that 
students already know” (p. 79). Beck et al. noted that exam-
ining words with multiple senses provides an opportunity 
for teachers to talk about how language grows and how the 
same word can be used in several different ways. In Teach-
ing Words and How They Work: Small Changes for Big 
Vocabulary Results, Hiebert (2019) extended this approach. 
She presented an instructional schema for talking about 
how words develop multiple meanings. Remixing is when 
a word takes a new meaning, and recycling is when words 
are combined in novel ways. Hiebert devoted a chapter to 
the history of English and a second chapter to these two 
processes, thereby emphasizing these aspects of vocabu-
lary instruction to a significant degree.

Our research findings suggest that this emphasis is 
warranted. Although the effect of polysemy is modest rela-
tive to person-level variables in our models, our analysis is 
of words that had not been systematically taught at the 
time they were assessed. Students had no structured 
encounters with the multiple meanings of words or instruc-
tional support for learning them prior to testing. Thus, the 
advantage that students may have enjoyed while learning 
polysemous words was probably not fully realized in these 
results. The approaches advocated by Hiebert (2019) could 
help students extend and consolidate their learning in pro-
ductive ways. If the relation between vocabulary and read-
ing comprehension is driven in part by the fact that 
knowledge of words is also knowledge of the world and 
conceptual relations, this approach may also be particularly 
valuable in supporting reading comprehension.

Methods and Limitations
The contrasting results from the separate models involv-
ing individual interaction terms and the joint model 
involving all terms highlight the need for additional 
research. It is important to understand that the dynamic 
between specific terms across models changes as a func-
tion of effects being added or removed from these models 
due to the correlations betweem terms. In the current 
study, the observed effects were small, although the study 
was not designed to use words that would be explicitly 
sampled for specific features. As a result, effects of word 
features are correlated in this sample. A different study 
design could sample words so word feature effects were 
less correlated and so words were targeted to differ more 
on dimensions of interest. Such design would aid in disen-
tangling relations among specific features of words, read-
ing comprehension, and word knowledge. Furthermore, it 
is important to keep in mind that the power of the design 

for detecting the effects of word features is more a function 
of the numbers of words with specific features and has lit-
tle to do with the sample size in terms of students. Stan-
dard errors for the regression parameters for word features 
could be reduced by increasing the sample size with 
respect to the number of items on the test, whereas effect 
sizes could be increased by sampling words to differ more 
on the dimensions of interest.

Clearly, as evidenced in Figure 1 and the table of factor 
correlations in the figure, the five factor scores that we 
used to summarize the characteristics of words and their 
meanings are correlated, leading them to account for both 
unique and shared variance in predicting word difficulty. 
The same can be said for the interaction terms in our 
models. When effects are correlated, the dynamic that 
plays out across different models for a given factor reflects 
variations in the unique contribution of the specific term 
after accounting for other terms in one model relative to 
another. Our analytic approach did not attempt to identify 
the best prediction model of a given size, but rather was 
designed to understand each feature’s possible contribu-
tion in light of the contribution of other factors. Due to the 
intercorrelation across interaction terms, we examined 
these both individually and collectively. The fact that only 
two of the five interactions were statistically significant when 
all five terms were included in a single model, whereas four 
of five interaction terms were statistically significant when 
examined individually, reflects the fact that the different 
interaction terms account for overlapping information. As 
such, the specific interaction terms that are retained in the 
final model should be regarded with a certain degree of 
caution, as one might expect that the specific retained 
terms may fluctuate across replicate studies using different 
sets of words, and/or samples of readers, and could be 
expected to fluctuate if the sample size were varied, leading 
to greater or lesser power for detecting unique effects of 
specific terms (e.g., as sample size is increased or decreased, 
all other things being equal).

Given that we used factors scores as predictors in these 
models, it might be objected that the two-step approach we 
employed ignores the errors in estimating factor scores, 
which can lead to bias in the stage 2 regression parameters. 
This bias stems from the attenuation of correlations due to 
treating the factor scores as if they have been measured 
without error. In general, bivariate relations are biased 
toward 0, suggesting a reduction in power. However, in 
regression with multiple predictors measured with error, 
the relations among the predictors are also attenuated, 
which can result in some regression parameters being 
biased upward (i.e., inflated), whereas others are biased 
toward 0. This problem is most acute when scores differ in 
their precisions, with some scores having low standard 
errors and others having substantially larger ones. At the 
same time, from the standpoint of prediction through 
multiple regression, this bias is most concerning when our 
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interest is tied to causal inferences based on the regression 
parameters. In prediction, this bias due to error is viewed 
less problematically because it contributes to the overall 
lack of precision in prediction.

There are at least two potential remedies. One is to 
conduct all analyses in a single step. Such an approach is 
unwieldy here because of the cross-classified random-
effects structure and the relative sparseness of the design 
matrix for variable on factor regressions if untested words 
are included in the estimation of the factors in a single-
stage model. More than likely, one would be forced to 
drop words from the AWL and GSL that were not tested 
on the vocabulary test. Restricting the single-stage analy-
sis to the tested words would lead to poorer estimation of 
the factor scores for the tested words, which would then 
lead to bias in estimating the regression coefficients asso-
ciated with the factors even though a single-stage analysis 
was used. An alternative is to conduct the second-stage 
regression by carrying forward the standard errors of the 
factor scores and using these standard errors to weight 
the second-stage regression analyses. If we were inclined 
toward causal inference for the second-stage regression 
coefficients rather than simple prediction of item diffi-
culty, this added complexity in the second-stage regres-
sions would be essential.

Whether the effects of word features on item difficulty 
can be leveraged to improve vocabulary instruction has 
only begun to be researched (Cervetti et al., 2015; Good-
win & Cho, 2016). We did not investigate the possibility of 
higher level interactions (e.g., Frequency × Complexity × 
Reading Ability × SES Status), primarily because our sam-
ple of words is limited to 50 items, which limits the num-
ber of interaction terms that should reasonably be included 
in the models. At the same time, based on the present find-
ings, it is not unreasonable to speculate that a study 
designed specifically to investigate such heterogeneity in 
the effects of word and reader characteristics could have 
important implications for the design of instruction aimed 
at improving vocabulary knowledge for struggling readers. 
Similarly, we excluded English learners from the sample, 
but it is plausible that word features may interact with 
other student characteristics other than reading ability. 
Our focus in the present study was on the moderating 
effects of reading ability on word knowledge, but other 
characteristics of students are at least as important to con-
sider in future research.

Finally, it seems worthwhile to point out the value of 
cross-classified random-effects models in reading research. 
In the present study, we made use of EIRT models, one 
type of cross-classified random-effects model for simulta-
neously modeling effects of the stimulus and the respon-
dent on the response. Goodwin, Gilbert, Cho, and Kearns 
(2014) were among the first to apply these models in read-
ing research and showed the value of these models for 
exploring complex theoretical questions, such as the 

lexical quality hypothesis (Perfetti & Hart, 2002) in reading 
comprehension. Kulesz et al. (2016) used a similar item 
response model to integrate component skills and text and 
discourse frameworks to investigate reading comprehen-
sion on a standardized reading assessment. Francis, Kulesz, 
and Benoit (2018) expanded on this general idea to show 
how cross-classified random-effects models could inte-
grate these frameworks in developmental contexts, while 
also incorporating reading purpose and other contextual 
moderators, simultaneously allowing the functional form 
of the model to vary across respondents. This extension 
allows the separation of person-specific and person-general 
effects of stimulus attributes on response probabilities. 
Allowing stimulus characteristics to exert both person-
specific and person-general effects has important implica-
tions for teaching but poses significant challenges for 
research because of the need for intensive data collection 
(i.e., many stimulus items) on large numbers of subjects, if 
the person-specific functions are to be estimated with suf-
ficient precision to support instructional decisions. How-
ever, as automated measurement becomes more ubiquitous 
through interaction with personal electronic devices in 
educational contexts, such data collection becomes feasible 
and minimally burdensome to a student while simultane-
ously creating the possibility for presenting learning op
portunities tailored to the precise needs of the student. 
Our understanding of the student and stimulus character-
istics that affect learning and the extent to which these fea-
tures interact will determine the success of any such 
endeavors to craft effective student-specific instruction.

The current study has important limitations. First, our 
focus was on monolingual students. We are currently 
advancing these models with a more diverse range of stu-
dents to understand how language proficiency may be 
related to word learning, item characteristics, and reading 
comprehension. Second, there are many ways to know a 
word, and the ways that one may know a word can vary 
according to the word (Nagy & Scott, 2000). In our analy-
sis, we examined results from a synonym task. We are cur-
rently working to extend our analysis of word features to 
understand how they may support or disrupt word learn-
ing across a broader range of vocabulary assessment types. 
Third, we only examined general academic words in this 
analysis. Although the factor structures that we described 
among these words look similar in discipline-specific aca-
demic words, it is difficult to establish valid and reliable 
reading performance estimates across domains. Conse-
quently, we have yet to replicate these analyses with 
discipline-specific vocabulary and discipline-specific mea-
sures of reading comprehension. Still, this study extends 
how we think about what makes academic vocabulary 
challenging for middle school students, the extent to which 
these challenges vary across students, and how student 
learning might be supported across a broad range of stu-
dent vocabulary and reading proficiency ranges.
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1 �These tasks require participants to indicate whether a particular iso-

lated string of letters is an English word. Because participants can per-
form judgment tasks on hundreds of words per session, researchers 
have been able to establish estimates of processing efficiency for tens of 
thousands of words and related these to word characteristics.

2 �The district also provided other student-level data related to home 
language use, school entry date, language fluency, score on a language 
proficiency test, and the language guardians requested the report card 
be printed in. These data were used in previous analyses but are not 
relevant to the current analysis of data from English monolinguals. 
Thus, we selected individual-level variables used in this analysis for 
convenience. No other individual-level data were modeled in our 
analysis for this article.

3 �We provided descriptive labels for each factor to facilitate reference to 
them throughout the article. These labels are purely descriptive and were 
derived based on the best available evidence at this time with respect to 
the nature of each factor. It is important to note that the interpretation of 
factors is not strictly a matter of examining factor loadings when factors 
are correlated. However, it is even more important to realize that the pre-
cise nature of latent constructs is rarely, if ever, settled by a single study but 
is certainly never clear from a single exploratory factor analysis. Although 
we believe that the proposed working labels are reasonably accurate 
descriptions and reflect our current understanding, additional research is 
warranted and may lead to different understandings regarding the nature 
of the factors, as well as the number of required dimensions.
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A PPE N D I X 

TABLE A1  
 Variable Names, Descriptions, and Citations

Variable name Description Citation

bg_mean Mean frequency of bigrams in a word (e.g., the = th + he) Balota et al. (2007)

cd Number of documents in which a word appears (contextual diversity) in 
the Touchstone Applied Sciences Associates corpus

Adelman, Brown, and Quesada 
(2006)

cocazipf Zipfian-transformed frequency in the Corpus of Contemporary 
American English

Davies (2009)

d Number of subject areas in which a word appears (dispersion) in The 
Educator’s Word Frequency Guide

Zeno, Ivens, Millard, and Duvvuri 
(1995)
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Variable name Description Citation

freqband Frequency groupings from the Oxford Online Dictionary based on raw 
frequencies from Ngram

Oxford Online Dictionary (2015)

length Number of letters Balota et al. (2007)

lg10cd Log-transformed percentage of film and television series transcripts in 
which a word occurs in the SubtlexUS corpus

Brysbaert and New (2009)

lg10wf Log-transformed frequency per million words in the SubtlexUS corpus Brysbaert and New (2009)

log_freq_hal Log-transformed frequency in the Hyperspace Analogue to Language 
corpus

Lund and Burgess (1996)

log_freq_kf Log-transformed frequency in the Brown University Standard Corpus of 
Present-Day American English

Kučera and Francis (1967)

nmorph Number of morphemes Balota et al. (2007)

nphon Number of phonemes Balota et al. (2007)

nsyll Number of syllables Balota et al. (2007)

og_n Raw number of phonographic neighbors (e.g., stove/stone) Balota et al. (2007)

old Mean Levenshtein distance of 20 closest orthographic neighbors Yarkoni, Balota, and Yap (2008)

ortho_n Raw number of orthographic neighbors (e.g., love/dove) Balota et al. (2007)

phono_n Raw number of phonologic neighbors (e.g., hear/hare) Balota et al. (2007)

pld Mean Levenshtein distance of 20 closest phonologic neighbors Balota et al. (2007)

semd Mean cosine of latent semantic analysis vectors of all pairwise 
combinations of contexts containing a word (semantic diversity)

Hoffman, Lambon Ralph, and 
Rogers (2013)

sfi Weighted frequency per million tokens divided by dispersion 
(standardized frequency index)

Zeno et al. (1995)

subzipf Zipfian-transformed frequency in the SubtlexUS corpus Brysbaert and New (2009)

word_age Age of a word as of 2000, from the Oxford Online Dictionary Oxford Online Dictionary (2015)

wordage Age of a word as of 2000, from Google Ngram Lin et al. (2012)

wordnet_lnapossam Log-transformed senses and meanings across parts of speech from 
WordNet

G.A. Miller (1990)

wordsmyth_lnapossam Log-transformed senses and meanings across parts of speech from 
Wordsmyth

Parks, Ray, and Bland (1998)

z_sem_prec z-transformed depth scores averaged by part of speech from WordNet G.A. Miller (1990)

zenozipf Zipfian-transformed frequency from The Educator’s Word Frequency 
Guide

Zeno et al. (1995)

TABLE A1  
 Variable Names, Descriptions, and Citations (continued)
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TABLE A2  
 Factor Score Estimation Beta Weights for Word Features

Variable name

Beta weights for factor score estimates

Frequency Complexity Proximity Polysemy Diversity

bg_mean Omitted because of low measure of sampling adequacy (MSA < .60)

cd 0.036 0.002 0.006 0.000 0.023

cocazipf 0.365 0.008 0.000 −0.045 −0.061

d 0.026 −0.001 0.001 0.003 0.325

freqband 0.052 −0.005 −0.005 −0.003 −0.036

length −0.007 0.324 −0.006 0.086 0.003

lg10cd Omitted because of high correlation with lg10wf and subzipf

lg10wf Omitted because of high correlation with lg10cd and subzipf

log_freq_hal 0.171 −0.012 −0.001 0.021 −0.094

log_freq_kf 0.138 0.010 0.000 0.019 0.061

nmorph −0.006 0.047 0.002 −0.001 −0.002

nphon −0.003 0.297 −0.004 0.045 −0.011

nsyll 0.009 0.114 −0.006 −0.035 −0.105

og_n −0.003 0.018 0.565 0.007 −0.019

old 0.000 0.113 −0.013 −0.079 0.084

ortho_n −0.005 −0.018 0.347 −0.011 −0.010

phono_n 0.001 −0.014 0.085 −0.002 0.009

pld 0.002 0.148 −0.008 −0.071 0.044

semd −0.002 0.000 0.000 0.006 0.497

sfi Omitted because of high correlation with zenozipf

subzipf 0.053 −0.008 0.000 0.035 0.036

word_age Omitted because of low MSA

wordage 0.015 0.003 −0.001 0.024 0.105

wordnet_lnapossam 0.011 −0.010 −0.002 0.200 −0.048

wordsmyth_lnapossam 0.000 −0.009 0.002 0.705 0.021

z_sem_prec 0.011 0.003 0.000 0.045 −0.154

zenozipf 0.233 −0.001 0.002 0.032 0.101
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Understanding Vocabulary: 

Making Sense of What We Measure, Who We Measure, and How We Measure 

Rebecca Knoph 

Errata List 

Location Change Amended version 

Page 1 Line 4 Add “to” ...interesting to researchers. 

Page 1 Line 5 Add “ed” ...knowledge is assessed... 

Page 8 Line 15 Switch “the” and “individual” ...know the individual words... 

Page 11 Line 5 Add “not” ...are not time-invariant. 

Page 12 Line 7 Add “to” ...related to multiple languages. 

Page 18 Line 17 Change to “graders” ...study of 2nd-6th graders who... 

Page 18 Line 18 Add “)” ...”hilly”) more accurately... 

Page 22 Line 18 Add “in” ...represented in Figure 3... 

Page 22 Line 22 Omit “1” ... Stahl (2003) proposed... 

Page 24 Line 12 Change to “L1” ...initial development in L1... 

Page 24 Line 12 Change to “L1” ...word to L1 translation... 

Page 26 Line 5 Add “of” ...selection of issues... 

Page 28 Line 3 Change to “as” ...meanings, as seen in... 

Page 30 Line 12 Change to “scoring can be” ...Binary scoring can be... 

Page 30 Line 22 Change to “is” ...response is that the... 

Page 33 Line 16  Change to 2016 ...De Boeck & Wilson, 2016)... 

Page 33 Line 18 Omit “person” ...estimate for residual variance... 

Page 37 Line 13 Change to “difficulty” ...predict item difficulty for... 

Page 38 Line 13 Change to “if” ...estimates (if any at all)... 

Page 39 Line 29 Change to “,” and “set” ...as Norway, must... ...protection set by... 

Page 43 Line 10 Change to “scraped” ...scraped data from WordNet... 

Page 46 Line 15 Change to “though” ...(though see for example... 

Page 50 Line 4 Change to “to measure” ...to measure lexical characteristics... 
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