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Abstract

This thesis is about motion registration #ctive Musicapplications, where motions is used to
generate sound and music in real-time.

Different motion capture systems have been implementetksteld in this master thesis. These
systems consist of sensor elements, which wirelesslyfeenmmotion data to a receiver ele-
ment. The sensor elements consist of a microcontrolleelexameters and a radio transceiver.
The receiver element consists of a radio receiver conneéotaccomputer for real time sound
synthesis. The wireless transmission between the sermoeats and the receiver element is
based on the low rate IEEE 802.15.4/Zigbee standard. Tiasgm delays have to be unno-
ticeable for users of\ctive Musicapplications. Various tests considering transmissioaydel
have been conducted in order to nd advantages and disaalyasibf the implemented motion
capture systems. Limitations such as physical size of teesys and processing capabilities
within the systems have been looked into.

The rst implemented system is based on a star topology. irhEementation has an up-
per limit of 3 sensor elements for each receiver element. Aertieeoretical calculation shows
the possibility for 6 sensor elements in a more effectivelem@ntation. The second imple-
mented system is based on a peer-to-peer topology, whersemser element reads multiple
accelerometers and transmits these data to one receiveere This implementation has an
upper limit on 5 sensors inside one sensor element.

Sensor data processing can be done in either the receiveemieor in the sensor element.
For various reasons it can be reasonable to implement samersgata processing in the sen-
sor element. This thesis looked into how much processing siitable to carry out inside

these sensor elements. The star based motion capture dyateadvantages compared the
peer-to-peer system when performing processing withirsémsor elements.
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Chapter 1

Introduction

Sensing Music-related Actions (SMRA) is a collaborativee@rch project between the depart-
ment of Musicology and the Department of Informatics at tméversity of Oslo. The project
are going to develop new methods and technologies for sgmsusic-related actions and is
underlying the ternMusic TechnologyThese methods will be used in new multimodal media
devices.

The relationship between actions such as body movementamd $s calledAction-Sound
couplings. People move to music in an intuitive way. Theaede project is about sensing and
analyzing these movements and use this knowledge to matex Aetion-Sounctouplings in
media players.

1.1 Research and questions

This section describes some terms and questions neededécstand the scope of this thesis
and the research project it is a part of.

1.1.1 Terms

The following terms gives an insight Music Technologyhat exploits motions in the creating
of sound and music.

Action-sound couplings

Action Sounatouplings are the relationships between actions, formst®ody movement and
the resultant sound [15]. Understanding these couplingapg®rtant to create betteékction-
Soundcouplings in electronic devices.

Mapping action to sound is important in the development ot deital musical instru-
ments.

Active Music

Present musical instruments and media players result siyeaésteners. The music which is
heard is static and can't be affected by the listener. Wretaning to music, the listener obtains
an subjective reaction derived from the feelings which thesimprovides. New research and



technologies tries to implement these reactions in thega®of creating music. The reactions
which occur while listening to a musical piece can be used @oipulate the musical piece.
The music is then adopted to t the reactions and feeling$eflistener. This technology can
for instance be used in mp3 players. The tempo of a song cadjbsted to t the tempo in
which the listener is walking.

Music which is controlled by the listener is callégtive Musi¢10]. Two terms can be used
in anActive Musicsetting:

» The active listener is a person who in uences the music Heearing, for instance ad-
justing the rhythm of a musical piece according to the rhytimch the listener walks.

» The performer is a person who uskstive Musictechnology to create a musical piece
based on his motions, this can for instance be a drum systhased on the measured
motions.

Sensor technology is often used in modé&tasic Technology Active Musicdevices use
sensor technology to capture the semantics of a listenergements. The resulting sensor
data is used to create music.

Active Music devices

New music technology and research aim to develop more iv¢udigital music instruments.
Acoustic music instruments, like a guitar, give the perferfieedback trough vibration. Present
digital music instruments are passive and unintuitive,i@lseund creating parameters can't be
controlled in the same way as in acoustic instruments.

A motion capture system can be used to control parameterssouad synthesis. This
requires an intuitive mapping between the motions and theltiag sound. Sensor data can
be a binary string which contains the nature of the measumeements. A challenge is to
extract hidden meanings from these streams of motion datgpl&examples can be extracting
acceleration of the movements and use this to control a seymttiesis. Then the sound which
is heard will be a function of the acceleration of the movetsen

1.1.2 Methods and questions

The main research question of the SMRA project is how to ekplction-Sound couplings in
human-computer interaction [15]. The following questioegd to be answered:

» Which sensor technologies can capture body motions inékeveay?

* Which machine learning techniques can be used to interppairtant data from a stream
of body movement data?

» How is action and sound coupled in music and everyday life?
* How to control music based on the listener's movements?

* How to control sound and music using these technologies?

Figure 1.1 show how listening leads to movement and how mewtieads to music. This
thesis is underlying the mapping part, where movementtragiens have to be able to control
further musical synthesis.
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Figure 1.1: How listening and motions are connected

1.1.3 Movement registration

Motion and listening in uences each other and the main go#d igure out how. To understand
how the listener's motions relate to music, motion inforimathas to be captured, stored and
analyzed. Sensor technologies like accelerometers, gypes and bio sensors can be used to
capture complex movements. The captured movement dataoogaircimportant information,
which has to be interpreted in order to gain new knowledgeamnthe movements are affected
by music.

There are lots of considerations concerning a motion caystem. Synchronization and
timing are essential in order to get trustable data. Theanstwhich are to be captured shall
not be in uenced by the sensor system. A large and heavy seaystem will in uence the
movements and corrupt the captured data. During captundgtransmission of movement
data, low power technology is essential. For instance inraless sensor system, the battery
size and weight points to the need for low power hardware.

1.2 Thesis overview

A motion capture system can be used to read sensor data asthitéhese to applications for
storing, monitoring and/or processing. The sensor datébeamsed for parameter control in
various applications, research or data logging. Each aktla@plications has demands such as
security, low latency, power consumption and synchroropafT his thesis will look at methods
for collecting sensor data fakctive Music using low raté, low power radio transceivers and
low power microcontrollers. During this master thesisfat#nt network topologies, which
describe different interconnections between wireleseapdill be implemented and tested in
order to nd the best way to gather sensor data.

1.2.1 Implementations

The implementations in this thesis will consist of sensenednts and receiver elements which
are described below. A high level presentation of a motigiwa system is shown in Figure
1.2.

llow transfer speeds




Sensor element % Receiver element

Figure 1.2: A motion capture system

The sensor element

A sensor element (Figure 1.2) is a device in a motion captstes which consists of one or
more sensors and a solution for wireless transmission. dlaiment has to be able to respond
fast to changes in the incoming sensor data and transmietisosdata with low latency.

The receiver element

The receiver element (Figure 1.2) receives sensor data tinensensor element and handles
storing, monitoring and additional processing. The remeglement consists of hardware, such
as microcontrollers and radio transceivers, as well as cven@pplications and solutions for
communication between hardware and software.

Wireless transmission

The implementations in this thesis will be based on the IEBE B5.4 standard and the Zighee
protocol. The IEEE 802.15.4 standard is a low rate wirelessqnal area network (LR-WPAN)
which the Zigbee protocol is build upon. Zigbee is desigredidw rate application where long
battery life is essential.

In order to gain knowledge about the suitability of the IEEE285.4/Zigbee standard in
emphActive Music applications, a wireless network setulp vé implemented and different
network topologies will be tested. The generated streantsodf motion data will be sent
through the most suitable wireless network solution anal &antomputer application.

A computer application, such as a terminal application aog@mming environment such
as MAX/MSP, will be used to monitor the captured motion data.

System requirements

A wireless motion capture system that uses body mounte@setesnents has weight and size
demands. A heavy sensor element will interfere with the amstiand corrupt the measured
motion data. Small and light batteries are required, whatbes the need for low power radio
transceivers, low power microcontrollers and low powelsses.

Timing and synchronization is essential in order to use@attata in real time applications.
Low latency is important in real-time applications wherevements are to be registered.

In a motion capture system there are many sources of latédneycrocontroller's analog-
to-digital converter (ADC) converts one analog value atnaeti The time consuming ADC
conversions result in latencies between the different iclsn The radio transmission and the



nal communication between the hardware devices and a ceen@pplication also lead to
latencies.

1.3 Problems

Low rate, low power wireless standards have limitations mvtransmitting high amounts of
data. They also has limitation when it comes to distance, baumof nodes and number of
channels. This thesis will look into these limitations bywaering the following questions:

* How much will these limitations in uence a wireless motiocapture network for real-
time Active Musicapplications?

» How large sensor system is possible to implement, givertithing requirements of
differentActive Musicapplications?

A microcontroller will be used as the brain in the sensor @ets. The microcontroller
can read and process sensor data, and nally communicateawédio transceiver for wireless
transmission. A microcontroller has different featuresriading external signals and can be
programmed to do additional processing of sensor data.prbosessing can be calculating the
average of a number of sensor measurements, or use a tlirésdidxcludes unnecessary data
which for instance occurs when the sensor isn't moving.

Is the IEEE 802.15.4/Zigbee protocol suitable for a motiapture system?

— The IEEE 802.15.4/Zigbee standard has a raw transfer ratmd250Kbps. To be
able to fully take advantage of this data rate, the user datiad has to contain
as much data as possible. The protocol headers and tailscweled in the given
transfer rate. The transfer rate will be decreased, if the data payload only
contains a small number of bytes.

What is the relation in number of accelerometers or othes@es read by one microcon-
troller and the resulting transmission latency?

* How much processing is preferred to do in the sensor elemenrider to increase the
overall ef ciency of the motion capture system?

Where is it desirable to process the sensor data?

— This question deals with the fact that processing can be thothe sensor element,
in a computer application, or in a combination of those. Tdrentprocessing can
for instance be reducing the amount of raw sensor data. ésitable to do this pro-
cessing in the receiver element? This involves transmgiilhvalues to a computer
as raw sensor data. This will increase the amount of datarivéired across the
wireless link. Is it desirable to process sensor data in éms@ element? Sensor
element processing means integrating sensor data cabcuéatd ltrating, inside
a microcontroller. This will reduce the amount of data to fam$mitted across the
wireless link.

2The amount of bytes in an IEEE 802.15.4 frame that can contendata
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» Will the number of accelerometers, read by one microcdletan uence the need for
either sensor element processing or receiver element $siogg

— A microcontroller which reads 4 accelerometers uses 12 Abdhoels. The ADC
measures one channel at a time, which means there will berclabetween the
different channels.

Are there a number of accelerometers which desires praaessthe receiver ele-
ment instead of processing in the sensor element? Are thenmber of accelerom-
eters which desires processing in the receiver elememadsif processing in the
sensor element?

» What kind of sensor element processing is suitable?

— The microcontroller can measure thousands of externaégaach second. In this
case these values are information about motions. Theses/adun be Itred in order
to decrease the amount of data. The sensor data will alsainanformation which
hides motion patterns that can be used to understand theeradtthe movements.
There are some possible actions that can be performed byitiheaontroller:

» Statistic calculations such as average

» Calculations which provides additional information basadhe measured sen-
sor data

* Remove unnecessary data
= Simple algorithms for pattern recognition
» Beat detection

» What kind of computer application processing can be used?
— Software applications such as MAX/MSP offer lots of toolsiethcan be used to
process the raw sensor data.

» Statistic calculations such as average

» Calculations which provides additional information basedhe measured sen-
sor data

» Complex algorithms for pattern recognition
» Beat detection

1.4 Practical work

This master thesis involves the following practical work.
» Hardware programming using the C-language and sensoealahesign

— Programming a microcontroller for multiple sensor data sneament using the
ADC converter.

— Setting up hardware and software for IEEE 802.15.4/Ziglsesmission



— Setting up a connection between a microcontroller and avaoét platform, such as
MAX/MSP, using UART communication

— Sensor data processing
— Estimating power consumption
— Measuring latency

» Computer application

— Monitoring sensor data with a computer application such AXNMISP
— Sensor data processing
— Measuring latency

Implementing a wireless application such as this senst¢esys a challenge. A microcon-
troller which reads sensor data has to be able to communigtiea radio, and this commu-
nication has strict timing requirements, which are neagdseobtain a secure communication
between the radio nodes.

1.5 Outline

» Chapter 1 contains an introduction to this master thesl@anntroduction to the research
project it is a part of. In addition, terms needed to undexsthe scope of this thesis is
explained.

» Chapter 2 contains a description of the hardware and scdtwaeded to implement a
wireless motion capture network. This includes wirelessvoek protocols, microcon-
trollers, radio transceivers and computer applications.

» Chapter 3 covers the implementation and research donésithtsis.

» Chapter 4 describes the results from the experiments aoGbaapter 3

» Chapter 5 contains a conclusion.

» Chapter 6 contains suggestions for improvements anddudévelopments.



Chapter 2

Background

This chapter will describe different hardware systemsvwane applications and communica-
tion protocols needed to implement a wireless motion capystem. This thesis focus on the
development of low power solutions for motion capture aralithplementation can be divided
into a hardware part and a software part.

The hardware part of the system will handle sensor readnoggssing and wireless trans-
mission of sensor data. Atmel offers low power microcomérsl and radio transceivers which
are designed for IEEE 802.15.4. They also offer rmware axaheple code for their products
and is therefore a suitable choice for the hardware part.

The software part will handle storing and monitoring of serdata. The MAX/MSP com-
puter application is often used in musical applicationsgslata from various sensors, and is
therefore a suitable choice for the software part.

The hardware/software communication can be solved by udiiifgyent communication
protocols. This thesis will simplify this communication bging serial transmission between
the computer application. An USB or an Ethernet hardwaf®¥soe communication will prob-
ably increase the performance of the system but is considerbe too time consuming to
implement in this thesis. A serial connection is a simplerakitive that is easy to implement.

2.1 MAX/MSPAIJITTER

MAX/MSP/JITTER is a computer application used for music amdtimedia approaches. It
consists of 3 elements:

hi L[Rﬂgiiechl{ R) Precision({TM) Gamepad = ]
T

i I
unpack 00 route 15 serial a 9600

T - - -
[p10 | [p127 udpsend 64.132.115.25 5150

Figure 2.1: A MAX/MSP/JITTER patch
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Figure 2.2: The seven layers of the OSI model

* MAX is the visual programming language which provides gfpiaal user interface and
different kinds of communication.

* MSP provides real-time audio synthesis and digital sigmatessing (DSP).
« Jitter provides real-time manipulation of video and 3Dgjnias.

The MAX/MSP/JITTER platform is object-based where a visagrface allows the user
to connect objects together and make different applicatinrso-called patches. Figure 2.1
shows a MAX/MSP/JITTER patch.

2.2 Open System Interconnection model

The OSI model is a reference model for data communicatias.dh important model for un-
derstanding and developing of wireless networks with diffié characteristics. This model de-
nes seven different layers, shown in Figure 2.2. Theseragee needed to describe networks
and network applications. The seven layers describe egpgcaof data communication, from
physical signal transmission to applications.

This is a description of the seven layers of the OSI model:[20]

Application Layer

The Application Layer provides applications in which sadt@/user application can employ.
This means that both the user and the Application Layer conicate with the same software
application. The HTTP protocol works at the Application kay User interfaces, such as
email applications and web browsers, use the HTTP to gaimfbemation in which the user
requires.

Presentation Layer

The Transport Layer is used for encryption, translation eowehpression, and is not always
included in a network implementation. This layer is usedramslate received data to t the
demands of the Application Layer, and also translate tratstndata from the Application

Layer to the needed network format.



Session Layer

The Session Layer deals with connection between computetsaftware applications, for
instance allowing a dialog between different softwaresdiffdrent computers.

Transport Layer

The Transport Layer provides error detection and ow conbetween end points of the net-
work connection. Some protocols are state and connectiented, this layer makes sure the
network recovers from failed transmissions and retranfaiéd packets.

Network Layer

This Network Layer determines the path in which the data baltransmitted. This layer
provides the IP address. A router works at this layer. It tgsathe data to reach its destination
by jumping from router to router.

Data Link

This layer is divided into two sub layers: Logical Link Coolt(LLC) and Medium Access Con-
trol (MAC). The LLC is the upper sub layer in the Data Link Layad deals with multiplex-
ing and de-multiplexing of data transmitted across the MAget. When multiple terminals
or network nodes is to communicate over a multipoint netwtrke MAC sub layer provides
addressing and channel access control. Each device hagueWAC address, which the Data
Link uses to make sure that the data reach its destinatioa. MAC address is added to the
frame which is put together by the 5 upper layers.

Physical Layer

The Physical Layer (PHY) describes the physical data trassam, such as electrical and phys-
ical speci cation. This can be signal speci cations, v@gléaspeci cations, pin con gurations
and wire descriptions. In radio communications, this lagfci es the radio frequencies and
radio ranges.

2.3 Wireless Personal Area Networks

Wireless Personal Area Networks (WPAN) is used to trangrforimation over short distances.
WPAN allows small, low cost and power ef cient solution fon application such as home
automation, process control and energy monitoring. IrDAweBoth and Zigbee are WPAN
technologies.

Different topologies can be used in a WPAN:

Peer-to-peer topology

The peer-to-peer topology is a possible solution for a nmatapture network. In a peer-to-peer
topology, a device can communicate directly to any otheragswithin its range, see Figure
2.3b. This solution can be used to capture movements on spmxdy parts. For instance
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how a wrist moves. The peer-to-peer solution can also benebqubinto a multiple peer-to-peer
connection, with multiple sensor elements.

Star topology

A star topology, shown in Figure 2.3a, is a possible solut@ra motion capture system. A
star topology enables multiple devices to talk to the sanoedinator. The coordinator has the
responsibility to synchronize the network and avoid dathstons.

Tree topology

In a tree network, see Figure 2.4b, a coordinator has dev@masected to it. These devices can
be routers which can in turn have other devices connectdwetn.t

Mesh topology

In a mesh network, shown in Figure 2.4a, each node can tradsia and receive data from
any other nodes in the system.

2.3.1 |EEE 802.15.4

IEEE 802.15.4 is a standard designed for LR-WPAN. It prosittev rate, low-cost and low
power wireless networking and it can be used in motion capgystems. The IEEE 802.15.4
standard only exploits the PHY layer and the MAC layer (Dat#k sub layer) which is two
lowest layer of the OSI model as described in Section 2.2 s@lheyers de ne the topologies
and physical characteristics for low power devices opegain a typical space of 10 m. It
provides 250kbps and 16 channels in the 2,4 GHz band [12].

Devices

The IEEE 802.15.4 standard provides two different deviad=ull Function Device (FFD) and
a Reduced Function Device (RFD). The RFD is intended for Erapplication and sleeps most
of the time. This can be a sensor node, which wakes up, readsrsetransmit a frame with the
sensor data and go back to sleep. A FFD can be a Personal AtwarkiéPAN) Coordinator,
a coordinator or a device [12]. The PAN coordinator is resae for coordinating the entire
network and chooses a PAN ID which all the devices in the ndtwgploit. It has to be awake
in order to receive data whenever a device or a coordinatoainsmitting. A FFD can talk to
other FFD's and RFD's while the RFD can only talk to a FFD.

Topologies

The IEEE 802.15.4 standard provides two different top@sga peer-to-peer topology and a
star topology. More complex topologies like mesh and tr@gelagy can be implemented by
expanding the IEEE 802.15.4 standard to a full Zigbee stack.
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(a) Star network (b) Peer-to-peer network

Figure 2.3: Star and peer-to-peer networks

(a) Mesh network (b) Tree network

Figure 2.4: Mesh and tree networks

Figure 2.5: The IEEE 802.15.4 superframe
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(a) Data transmission in Beacon enabled network (b) Data transmission in non-Beacon enabled network

Figure 2.6: IEEE 802.15.4 data transmission

Beacons and Superframes

Synchronization and security is essential in bigger netamarhere multiple nodes are transmit-
ting. The IEEE 802.15.4 standard allows the use of Supedsarithe Coordinator transmits
Beacon frames, which includes control information suchyalsronization, PAN identi ca-
tion and the Superframe structure. The Beacons help deagsxiating with a network. The
Superframes as bounded by these Beacons. The Superframvededdn 16 slots and con-
sists of a Contention Access Period (CAP) and a Contentier Period (CFP) as shown in
Figure 2.5. During the CAP, transmitting devices competasgithe Carries Sense Multiple
Access with Collision Avoidance (CSMA/CA). The CFP offergu@aranteed time slot (GTS),
which dedicates timeslots to speci ¢ applications. Thggaliaations does not compete using
CSMA/CA or any other collision avoidance routines.

CSMA

In a CSMA, a device which is about to transmit, has to listetheprede ned channel for an
amount of time to be sure there is no activity on the given nkanThe device can transmit if
the channel is sleeping, if not, it has to wait [19].

In a CSMA/CA, the device transmits after telling the othevides not to transmit. The
CSMA/CA provides two different mechanisms which is sloted unslotted. Unslotted means
non-Beacon enabled, see Figure 2.6b [12]. A device waita f@ndom backoff period, and
transmits if the channel sleeps. If the channel is busy, itsafar another random backoff
period.

Slotted means Beacon enabled, see Figure 2.6a [12]. Baslkofire included in the start
of the beacon transmission. A device locates a backoff glat) waits for a random time and
transmits the data. If the channel is busy, it waits for aeaotandom time. If the channel is
sleeping, it transmits at the next available slot.

IEEE 802.15.4 frames

The IEEE 802.15.4 standard offers 4 types of frames: beaewnefs, data frames, acknowl-
edgement frames and mac command frames (data request) owedgements and Beacon
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Figure 2.7: An IEEE 802.15.4 frame

frames does not use CSMA/CA. An IEEE 802.15.4 frame is showigure 2.6a [10]. PPDU
means PHY Protocol Data Unit and MPDU means MAC Protocol Diia (Section 2.2).

IEEE 802.15.4 PHY layer

The PHY is responsible for activation and deactivation eftédio device. Data transmission
and reception. The physical layer handles the followingg44]:

» Activation and deactivation of the radio device

* Energy detection (ED) within the current channel

— This is an estimate of signal power within the different afels

Link quality indication (LQI) for received packets

— This is an indication of the quality and strength of the reedipacket

Clear Channel Assessment (CCA) for CSMA/CA
1. CCA report a busy medium when noticing energy above threstuald given by the
ED

2. CCA report a busy medium when noticing a signal with the ataiibn characteris-
tics of the IEEE 802.15.4 standard with energy above or béh@threshold given
by the ED

3. CCA report a busy medium when noticing a signal with the ataiibn character-
istics of the IEEE 802.15.4 standard with energy above thestiold given by the
ED

» Channel frequency selection

» Data transmission and reception
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Figure 2.8: Bluetooth scatternets

IEEE 802.15.4 HAL layer

The Hardware Abstraction Layer (HAL) layer is a device spelgyer which interfaces the
PHY layer to a radio device. Various radios have differenttH#®des, which often can be
purchased from the manufacturer of the device.

IEEE 802.15.4 MAC layer

The MAC Layer provides an interface between the upper lagedsthe Physical Layer. This
Layer enables the upper layers to access the radio. This ladge provides a reliable link
between two peers. In applications, where security is naimion, a MAC Layer can provide
the necessary communication, without needing to add higlyers. The MAC layer features
Beacon management, channel access, GTS management, &lzala¢ion, acknowledgements,
association and disassociation [8].

Upper layers

The Application Layers and Network Layer are necessary hegge a full network standard.
These layers deals with the high level software control amdraunicate with the MAC Layer

which then perform the needed functions. Zigbee, Wireléd®Bl and MiWi are all based

on the IEEE 802.15.4 standard and use the Application anddtktiayers to develop unique
standards.

2.3.2 Bluetooth

Bluetooth is a WPAN technology which is often used in wirsleensor systems for musical
applications. The bluetooth standard uses a star netwank. mtaster node controls multiple
slaves. A Bluetooth network consists of small subnets, wisen form bigger scatternets as
shown in Figure 2.8. Each subnet consists of one master mate@to seven slave nodes. In
bigger scatternets the subnets have one node in common. #&mmasle in a subnet can be a
slave node in other subnets.
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Raw data rate 868MHz:20kb/s; 915MHz:40kb/s; 2.4GHz: 250kb/s

Range 10-20m

Latency Down to 15ms

Channels 868MHz: 1 channel; 915Mhz: 10 channels; 2.4Ghz; 16 channels
Frequency band | 868MHz 915MHz 2.4GHz

Addressing Short 16-bit or 64-bit IEEE

Channel access | CSMA/CA and slotted CSMA/CA

Temperature -40 to +85C

Table 2.1: Zigbee attributes

Bluetooth Zigbee
Band 2.4GHz 2.4GHz, 868MHz, 915MHz
Power 100 mW 30 mW
Target Battery Life Days - months 6 months - 2 years
Range 10-30m 10-75m
Data Rate 1-3 Mbps 25-250 Kbps
Network Topologies Ad hoc, point to point, staf Mesh, ad hoc, star
Security 128-bit encryption 128-bit encryption
Time to Wake and Transmit | 3s 15ms

Table 2.2: Feature comparison of Zigbee and Bluetooth [11]

2.3.3 Zigbee

The topology is one of the differences between Zigbee andratireless standards such as
Bluetooth. In addition to the star topology, Zigbee progigeesh topology and tree topology.
By halving the range of the radio, the power consumptiondsiced by 75%. So by allowing
mesh and tree topologies, the radio range can be reducedlimgadRouter which passes along
messages between an End Device and a Coordinator. A meshrkegnables the data ow
to jump via several nodes before it reaches its nal destmat The point to point range of
Zigbee devices is limited, so by adding mesh topologies ¢étwark range increases. A Zigbee
network is built up by 3 classes of nodes. At the bottom ardtiek Devices. These are usually
RFD (Section 2.3.1), which can be a sensor or an actuatorEnbdelevices are sleeping most
of the time, and detect the nearest Router or Coordinatociwihcan communicates through.
The routers are at the mid level and are usually a FFD (Se2tid). The routers passes along
messages between other devices and is always turned on. iliGator is also FFD (Section
2.3.1). Each network consists of one Coordinator that careg and control the entire network.

The Zigbee stack

The higher levels of the Zigbee stack handles applicatiook as establishing secure networks
[10]. The bottom of the Zigbee protocol stack de nes the ptgigproperties.

* The PHY layer de nes, as speci ed by the IEEE 802.15.4 staddthe radio character-
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Figure 2.9: The ADXL330 accelerometer

istics such as frequency.

* The MAC layer provides, as speci ed by the IEEE 802.15.4dtad, a link between two
devices. This means it provides a communication betweemaighboring devices, and
is the key element of a mesh network, where two nodes comratenwa other nodes.

» The Network Layer enables the additional topologies asigukby the Zigbee standard.
This layer provides the required routing needed to turn a-fmepeer communication
into star, mesh or tree networks. This layer handles theesgdrg, synchronization and
con guring of new devices.

* The Application Layer de nes the role of the device: Comator, Router or End Device.
This layer also discovers and establishes secure relatmbetween network devices.

2.4 The Serial Line Internet Protocol

The Serial Line Internet Protocol (SLIP) enables transioisef IP packets over a serial line
[21]. The SLIP protocol applies two characters, an ESC an&MNDb character. The ESC
character is applied between data in a frame while the dilins applied at the end of the
frame.

2.5 Accelerometers

The Analog Devices ADXL330 chip is a low power 3-axis acceteeter. It measures acceler-
ation with a range of 3 g and outputs 3 analog voltages, one for each axis. It casde:to
measure static acceleration like tilt and dynamic acceterdike motion, vibration and shock.
It runs at 1807A at 1.8 V [1]. Figure 2.9 shows the ADXL330 IC.
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Figure 2.10: The modi ed RISC Harvard arcitecture

* The output voltage ¥yt is a function of acceleration along the x axis
* The output voltage ¥yt is a function of acceleration along the y axis

» The output voltage &y is a function of acceleration along the z axis

2.6  Microcontrollers and the Atmel AVR

A microcontroller is a microcomputer that contains memd@,devices and a CPU inside an
integrated circuit. FLASH, EEPROM, EPROM, ROM are integthtwhich removes the need
for external memory. A microcontroller has often got featuike ADC, Timers, interrupts and
Universal Asynchronous Receiver/transmitter (UART). Htemel AVR microcontroller uses
a modi ed Harvard 8-bit RISC architecture as shown in Fig2r£0. This means the program
memory and the data memory are on separate busses [18]. TRarftocontrollers were
one of the rst who used FLASH memory for on-chip data storaf§jie AVR microcontrollers
have a 16 bit ash memory that can store between 1 kB to 256 ki &sh memory can
be programmed with an in-system programmer (ISP), a JTA@rpromer or a high voltage
parallel/serial programmer. Atmel also offers develophp@atforms such as AVR-studio for
writing, programming and debugging AVR applications. Tégables the user to write instruc-
tions and application in languages like C or assembler.

2.6.1 Interrupts

A microcontroller has to be able to respond to input changesnterrupt is an asynchronous
signal which pause the main program ow, while an Interrupt\ce Routine (ISR) is called.
After executed the ISR, the program will continue from whiekgas interrupted.
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Figure 2.11: ADC prescaler

An ADC complete interrupt is called every time an ADC conuangs done. This is use-
ful when processing has to be done after an ADC measuremenex#ernal interrupt is for
instance called when a signal is applied at one of its inpug.pi

2.6.2 Analog-to-digital converter

A microcontroller often contains an ADC. This is a featurattBnables voltage measurement.
Microcontrollers can have different input voltage ranged digital output ranges. The digital
output range is often expressed as bits. Most microcoetlave either 8-bits or 10-bits.
These bit values gives the number of values it can measureagaage of analog input values.
An 8-bit can provide outputs from 0 to 255, and a 10-bit campotvalues from 0 to 1023. The
ADC resolution can be adjusted to t the purpose. In a wirglemtion capture system, higher
resolutions increase the amount of data to be transmittaghdd resolutions also increase
the conversion time. IActive Musicapplications where sensor data will be used in complex
algorithms, low ADC resolution has to be avoided. Table B ADC values at two different
resolutions. Equation 2.1 shows how to calculate the anabitgge based on the measured
ADC value [6]:

Vies ADC

~ ADC Bit Resolution
A microcontroller can only measure one voltage at a time nigtocontrollers often got
multiple ADC channels. The value in the ADMUX register detéres the ADC channel. This
value can be increased after each conversion which enabléshannel ADC measurements.
The ADC prescaler, shown in Figure 2.11, generates the peeféDC clock frequency.
The division factor between the microcontrollers systeatklf,scand the ADC clock is set
by the ADPS bits in the ADCSRA register. Equation 2.2 caladdhe ADC clock.

V, (2.1)

fOSC
ADCock= —om— 2.2
clock ADCprescaIer ( )
2.6.3 Universal Asynchronous Receiver/transmitter

The UART is used to enable serial communication between aogoatroller and other de-
vices. Serial communication means sending multiple daseober a serial line. Synchronously
UART is called USART. The baud-rate is the UART/USART trarsfate in bit per second.
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10-bit 8-bit
Analog Binary Digital Analog binary Digital
5V 1111111111 1023 5V 11111111 255
4V 1100110011 819 a4V 11001100 204
3V 1001100110 614 3V 10011001 153
2V 0110011010 410 2V 01100110 102
v 0011001101 205 1v 00110011 51
ov 0000000000 0 ov 00000000 0

Table 2.3: ADC resolution

The baud-rate is given by the value in the baud-rate regis#BRRn. Equation 2.3 gives the
baud-rate value based on the value in the UBRRnN register.

fOSC
BAUD = 2,
Y 16 (UBRRn+ 1) (2:3)

2.6.4 Timers

A microcontroller often offers a set of timers. The AVR faynilses 8-bit and 16-bit timers.
These timers can be used to enable small program delaydeasmamters and generate Pulse
Width Modulated (PWM) signals. A basic Timer counts up to tighest value given by the
resolution, and then sets an over ow ag and resets the aauiiihe Timer offers a Clear Timer
on Compare Match (CTC) mode. The counter value is comparedvidue in the OCRnA
register. The Timer is reset to zero when the counter valuehea the value in the OCRNnA
register. This can be used to enable a Timer Interrupt whichis every time the Timer is reset.
Equation 2.4 gives the interval between each Timer Intértgsed on the OCRNA value, the
system clockfyscand the division factor N:

. _ OCRnA
TImennterrupt_Intervalr o (2.4)
N

2.7 MEGA1281v

The AVR ATmegal281lv is a CMOS 8-bit microcontroller. Thisntoller has a maximum
clock speed of 16MHz, and most of its instructions compl@tesne single cycle [6]. It got
128 Kbyte self programming Flash Program Memory, 8 Kbyte §Rand 4 Kbyte EEPROM.
It contains typical microcontroller features like 10 bit &Dtimers, USART, SPI, PWM and
analog comparator. Figure 2.12 show the pin con guratiothef100-pin ATmegal281v ver-
sion.
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Figure 2.12: Pin con guration on the 100 pin version of ATME&281v

2.8 STK500 development kit

Atmel offers various development systems and starter &itthieir AVR devices. The STK500
development kit is designed to provide a simple platforntfesigners to do various tests on the
microcontrollers. The STK500 provides leds, switches amdkout pins that allow the user to
use features like ADC and SPI [3]. This board has socketsdnous microcontrollers and is
compatible with AVR studio. The microcontroller can be pramgmed with different computer
applications and a JTAG interface, an ISP interface or a 85s2rial connection.

2.9 STK501 extension board

The STK501 extension board is an extension board for the 8UKbhis enables the use of 64-
pin microcontrollers such as ATMEGA1281 and ATMEGA103 [Rffeatures a Zero Insertion
Force (ZIF) socket which simpli es the use of microcontesi in TQFP packages.

2.10 AT86RF230 and the ATAVRRZ502

AT86RF230 is a low power 2.4GHz radio transceiver, desigonedigbee/I[EEE802.15.4 ap-
plications [7]. The radio transceiver offers automatic G8MA, Frame Retransmissions and
Frame Acknowledgments. It runs on 1.8V to 3.6V and uses 1A 5umen receiving, 16.5 mA
when transmitting and 20 nA when sleeping. It offers a 12& ligternal SRAM needed to
store received data or data to be transmitted.
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Figure 2.13: Microcontroller to ATB6RF230 Interface

The RZ502 RF accessory kit is a break-out board for the AT&3RFadio transceiver
which enables the user to access the pins.

This is a SPI-to-antenna solution were all RF componentplaced on chip. It requires an
external antenna and a SPI connection to a microcontrdilez.microcontroller is con gured
as a master and the radio transceiver as a slave. The mitrolb®ncan then control the radio
receiver using:

» Register read write
* Frame read and write

« SRAM read and write

The interface between a microcontroller and the radio traimer is shown in Figure 2.13.
This interface consists of a SPI interface (MOSI, MISO, SCILBEL), digital control pins
(/RST, SLP_TR), the interrupt pin (IRQ) and the clock output (CLKM) [5]. The SPI is
used by the microcontroller to upload or download framemftbe radio transceiver and for
register access. The following control signals are coratktt the microcontrollers 1/O:

* The SLP_TR is a multipurpose control signal that can be tsebdange radio transceiver
states.

— The AT86RF230 is a state oriented device. The function it slapendent and
it is controlled by an output pin of the microcontroller. Aghi signal on the
TRX_PIN_SLP_TR causes the radio to change state. This ehdegends on in
which state the radio transceiver was in. For instance,madria sent if the radio is
in state PLL_ON.

» IRQ is the radio transceivers interrupt request signal

— This is an external interrupt pin at the microcontrollerjethstays HIGH, until the
interrupt occurs.
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Figure 2.14: The AT86RF230 registers

* RST is the radio transceivers reset signal

— The RST pin, which is active low, is used to reset the radiadtaiver. This is done
by an output pin on the microcontroller. This pin is set to HI@& normal mode.
A low signal from the microcontroller keeps the transceiveeset.

» CLKM is the radio transceivers output clock signal

— The radio transceiver can supply a clock signal through R¥ TPIN_CLKM pin.
The microcontroller can use this signal as a timer or as tha olack.

2.10.1 Regqisters

The radio transceiver registers in Figure 2.14 is describétle AT86RF230 data sheet [7].
These are 8 bit registers which the user can access with ad&ihand and can be used for
reading, initializing and con guration of the radio device

It allows the user to con gure parameters like radio chararad transmit power and it
allows the user to read status information, such as radistever status. Finally it allows
the user to initialize the transactions, which can be hahlialifferent modes such as basic
and extended. The basic mode handles receiving and traimgof frames and power up,
these features are called basic radio transceiver states.eXtended mode is designed to t
the functionality required by the IEEE 802.15.4 standand), provides features like Automatic
Acknowledgement and CSMA/CA. These features are callezhebed radio transceiver states.
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Figure 2.15: The RZRAVEN board

Figure 2.16: The RZUSBSTICK

An example of an extended radio transceiver state is RX_AAGK. An example of a basic
radio transceiver state is BUSY_RX.

Sub registers are set of bits within an 8 bit register. Théestd the radio receiver is
determined by reading the SR_TRX_STATUS sub register.

2.11 RZRAVEN kit

The RZRAVEN is a development kit for the AT86RF230 radio segiver and it is intended
for wireless sensor applications. It consists of RZUSBSJ l&hd two AVRAVEN boards.

The AVRAVEN boards are wireless nodes which can communieatie each other or the
RZUSBSTICK. The RZUSBSTICK is connected to a computer tgtoan USB port.

The AVRAVEN board, shown in Figure 2.15, consists of one Agmé&284p microcon-
troller which communicates with the AT86RF230 radio trasger, and one ATmega 3290p
which drives an LCD. The AVRAVEN offers a loudspeaker, mpnone and a joystick which
is used to control a menu. The AVRAVEN also offers various Badters that enables the user
to connect to the microcontroller's pins. This can be usedkbernal voltage measurements.

The RZUSBSTICK, shown in Figure 2.16, consist of one AT90W38&/ microcontroller
which communicates with an AT86RF230 radio transceiverasol communicates with a com-
puter application. The communication between the RZUSEBETand a computer application
can be implemented using USB protocol or regular USART.

A RZRAVEN kit is used in the star based motion capture systapiemented in this thesis.

The AVRaven boards acts as sensor elements, while the RZUSBS together with a
computer, acts as a receiver element. An accelerometenrected to each AVRaven board's
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(a) Atmel software (b) Transceiver Access Toolbox

Figure 2.17: Atmel software solution and the Transceiveredss Toolbox layers

ADC pins.

2.12 Atmel's wireless microcontroller software

Atmel offers software for their wireless solutions. IEEE2806.4 MAC, 6LoWPAN, Zighee
PRO stack and Transceiver Access Toolbox software areasail See Figure 2.17a. Appli-
cation notes such as AT86RF230 Software Programmers Gypdaies how to con gure and
use the features of the radio transceiver. These applicatbes contain examples on how
to establish a communication between different radio taeners using the Atmel wireless
software.

2.12.1 The Transceiver Access Toolbox

The Transceiver Access Toolbox (TAT) is a series of low |elvelers that provides access to the
AT86RF230 radio transceiver. TAT is an open source coddtesrin C, and is implemented
as a library that can be used in AVR studio. The TAT contairsltwyers of code. The HAL is
found on the bottom, below the TAT. The HAL is a software latfet directly communicates
with hardware. The TAT uses the HAL as an interface betweemiltrocontroller and the
AT86RF230 radio transceiver. HAL controls and con gures &KI'86RF230 radio transceiver
though the SPI interface and the microcontrollers addali®i®© pins.
The TAT code is radio transceiver dependent.

2.12.2 The Atmel IEEE 802.15.4 MAC layer code

Atmel has designed a MAC Layer which ts the demand of the IEEER.15.4 standard [4].
The MAC layer provides an interface between the physicabreldannel and the upper layers.
Figure 2.18 shows a modi ed OSI model which shows the IEEE. 892 standard.

2.13 Processing methods

There are two reasons for implementing Iters and other pssing methods inside the micro-
controller:
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Figure 2.18: IEEE 802.15.4 standard

* Minimize the amount of data to be transferred across thel@ss link

» The transmission latencies can be taken advantages otloytixg additional processing
inside the sensor elements

A triaxial accelerometer outputs 3 voltages. These voliage functions of x, y and z axis.
It can measure both dynamic and static acceleration. $taamns measuring a constant force of
gravity and dynamic means measuring a movement. The follpwections describe possible
processing methods for accelerometer data which can bemgpited in the microcontroller.

The median lter

The median is the number which separates the lower half ofreysif numbers, from the upper
half. The series of numbers, which is used to calculate thdianeforms a window. A non-
overlapping median lter replaces the whole window with newmbers after each calculation.
A running median lIter uses a 'rst in, rst out' mechanism wdre part of the window is
replaced by new numbers.

A median calculation is shown below. A matrix consists of @eseof numbers. The rows
can for instance be one on the axis on an accelerometer. Tihedgers are sorted, and nally
the median values are gained.

2 3 2 3 2 _3
5 10 2 7 7 2 7 7 7 10 7

(unsorted)4 12 3 8 10 99 (sorted =>4 3 8 9 10 123 (median)=> 4 95
9 3 13 10 2 2 3 9 10 13 9

The mean is the sum of all numbers in a string, divided by tie &mount of numbers.
As opposed to the mean Iter, a median Iter can be used to neemmise spikes. These noise
spikes will interfere with the results in a mean Iter. Théyee a median lter is preferable as
a processing tool in a motion capture system.

A median lIter can be implemented inside the microcontmollEhe ADC values are stored
in a matrix as shown below.

3 2 3
ADCq1; ADCq» ADC1, Xaxis; Xaxisp Xaxisy
4 ADC,; ADCy, ADC,, © = 4 Yaxis; Yaxis Yaxis, ©
ADC3; ADC3p ADCg3, Zaxis, Zaxisp Zaxisy
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The mean lter

The mean lter calculates the average of a window of numbers.

2 3 2 3
5 10 2 7 7 6.2

(unsorted)4 12 3 8 10 99 (mean=> 4 845
9 3 13 10 2 7.4

The high-pass lter

A high pass Iter can be implemented in order to remove datsed by small movements. The
high frequency components corresponds to rapid shakinlg T8 high pass Iter calculates
the difference between a new measurement and the previoasuneenent. If the difference
between two measurements is small, the data can be eras#tk difference between two
measurements is large, the data is kept. A simple high passid shown in the following
equation [14]:

y[n]= (05 x[n) (05 x[n 1)) (2.5)

The derivative lter

The derivative lter calculates the change in the signal bigtsacting the former value from the
present. A zero output means no movement. This can be dedatha high-pass lter with a
high cutoff frequency.

y[n] = (x[n]) (x[n 1]) (2.6)

The low-pass Iter

A low-pass lIter can be implemented in order to remove datzsea by fast and sudden move-
ments. The low frequency components correspond to tiltimdy ralling [13]. The low-pass
Iter calculates the average between a new measurementharnuleévious measurement. If the
difference between two measurements is small, the datapts Kehe difference between two
measurements is large the data can be erased. A simple lswtgass shown in the following
equation [14]:

y[n] = (0.5 x[n]) +(05 x[n 1)) (2.7)

Threshold

The measured sensor data can be compared to a threshold.nifetisured data is below this
threshold, it will be erased. This threshold can be addebdeadaw-pass Iter or the high-pass
Iter in order to sort out unnecessary sensor data.

Polar coordinates

Calculate the polar coordinates which de ne the currergration of the sensor with respect
to the zero state (X=Y=2=0).
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* Azimuth/yaw is the rotation around the z axis of the sensor.
 Elevation/pitch is the rotation around the y axis of thessen

* Roll is the rotation around the x axis of the sensor.
Roll and elevation can easily be derived from acceleronddé&a because of the 1 G com-

ponent along the Z axis given by the earth. For Azimuth cakoihs, other sensors or solutions
like gyroscope is needed.
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Chapter 3

Methods and implementations

This chapter describes different wireless motion captystesn implementations done in this
thesis. These implementations are based on the IEEE 8@xtHhdard. Since Zigbee is built
upon the IEEE 802.15.4 standard (see Section 2.3.3), thefukes standard will also give an
indication on how suitable the Zigbee standard will béative Musicapplications.

This chapter is divided in the following sections:

» Section 3.1 describes different motion capture systenml@mentations that have been
considered during this thesis.

» Section 3.2 describes the implementation of a peer-to4peesed motion capture system.
» Section 3.3 describes the implementation of a star bas¢idmoapture system.

» Section 3.4 describes the serial communication withiniting@demented motion capture
systems.

» Section 3.5 describes implementations and factors ceriegl sensor data processing
within the sensor element.

» Section 3.6 describes a implementation that can be a pah agimpleActive Music
application.

3.1 Possible solutions for a wireless motion capture setup

This thesis deals with nding good solutions for an IEEE 8(®4/Zigbee based motion capture
system. A motion capture system has to be able to transfeffideh multiple sensors with low
latency. There are many different topologies and the nurobaccelerometers can vary. This
section describes 3 different solutions which have beersidened implemented during this
thesis.

3.1.1 A peer-to-peer based motion capture system

In a peer-to-peer based motion capture system (see Sec8hno2e microcontroller reads
multiple sensors and transmits sensor data wirelessly sc@iver which is connected to a
computer application. This is shown in Figure 3.1. When asealement is reading multiple
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Figure 3.1: A peer-to-peer based motion capture system

Figure 3.2: A star based motion capture system

sensors, wires are needed. Wires are unwanted becauseth&yuence motions. The peer-
to-peer connection can be expanded into a motion captutersyshere multiple peer-to-peer
connections capture movements on different parts on thg bod

3.1.2 A star based motion capture system

In a star based motion capture system, multiple sensor eksmiedividually transfer data
streams to a receiver. This is shown in Figure 3.2. Each sexlesment will contain one
sensor, one microcontroller and one radio transceiver. rébeiver element consists of one
radio transceiver and will receive data from all sensor elets. This is a star topology (see
Section 2.3) where multiple elements directly communigdth a master receiver node. Fig-
ure 3.3 shows an implementation of this topology where 6 @eslements is connected to a
person, and these sensor elements communicate with ageement.

3.1.3 An advanced network topology implementation

Figure 3.4 shows a more advanced network topology whereia tia@hsceiver node receives
data from 2 sensor elements, and acts as a router which getiathese data to a master re-
ceiver. The master receiver also receives data from otmsoselatforms. This kind of multi
hop topologies, such as mesh (Section 2.3) and tree (S&8pnis what makes a full Zigbee
implementation (Section 2.3.3) a suitable choice.
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Figure 3.3: A star network example

Figure 3.4: A multi hop motion capture system
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3.1.4 Chosen solutions

This thesis will focus on the implementation of the peepé®r based motion capture system
and the star motion capture system described above. Tapslbke mesh and tree are hard to
implement and have been considered being too compleXdtive Musicapplications.

The two chosen implementations will be tested accordindfextve transfer rates across
the wireless link and overall system latencies. The resultshe compared to a latency re-
guirement for musical applications proposed in [17]. Thigcke proposes the acceptable upper
bound for a sound synthesis' audible reaction to motion®tb@®ms. Latencies which exceeds
this requirement will be noticeable for the performers.

This thesis will, based on the measured latencies in theemehtations, suggest an amount
of processing which can be done inside the sensor elerhelftthe wireless transmission will
result in a 5ms latency, the remaining 5 ms could be used fditiadal processing without
exceeding the requirements in [17]. A parallel program ®will not be taken into account in
this thesis.

3.2 A peer-to-peer motion capture system based on the IEEE
802.15.4 standard

This section describes the implemented peer-to-peer moéipture system based on the IEEE
802.15.4 standard (see Section 2.3 and 3.1.1). This solistroost suitable in a motion capture
system where a complete wireless setup isn't needed. Or inteomcapture system where
multiple receiver elements individually reads multipleser elements.

The sensor element can be implemented with a microcomntralladio transceiver and one
or more sensors. The microcontroller will read data fromsesors, perform the wanted data
processing, build IEEE 802.15.4 frames, and nally trartsmi

The receiver element consists of a microcontroller and #radnsceiver, and has the
responsibility to detect and receive incomming IEEE 802 f¥ames and transmit and monitor
these data in a computer application.

This implementation will be tested according to overalltegs latency. This will point
out how suitable this setup will be in akctive Musicsetting, how many accelerometers it's
reasonable to include in a sensor element and how much gingass reasonable to perform
inside the sensor element.

3.2.1 AVR2001

AVR2001 Software Programmers Guide is an application nffézexd by Atmel. This note de-
scribes the programming sequences needed to control theRHZB30 radio transceiver (Sec-
tion 2.10). It offers theoretical information and examples that users can exploit for speci ¢
Atmel AVR devices. The application note suggests the use e§dd281v microcontroller
(Section 2.7) to control the AT86RF230 radio transceivdre BTK500 board (Section 2.8),

1Sensor processing algorithms inside the sensor elemeitscontrollers

2Sensor data measurements and processing could be exetthedsame time as the IEEE 802.15.4 frame
transmission

3The latency from motion to generated sound
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(a) The AVR2001 peer-to-peer example (b) The modi ed AVR2001 peer-to-peer example

Figure 3.5: The AVR2001 peer-to-peer example

Figure 3.6: Possible latency sources in the AVR 2001 pe@ety example

the STK501 extension board (Section 2.9) and the RZ502i(®e2110), are needed to connect
the radio transceiver and the microcontroller.

One of the examples in the application note is a peer-to-gaanection between two radio
platforms. Two computers communicate through this pegreter connection using an USART
(see Section 2.6.3). Users can write sentences in a termopdication, and transmit these
sentences across the wireless link. Figure 3.5a shows hewatmputer communicates with
the microcontroller and the radio. The Atmel MAC softwaracst (Section 2.12.2) de nes
the IEEE 802.15.4 standard, while the TAT (Section 2.12ntl)the HAL layer (Section 2.3.1)
provide the functions needed to use the radio transceiver.

This example provides a good starting point for a peer-&r-p®otion capture system. Fig-
ure 3.5b shows a modi ed version implemented in this thd3&ta from accelerometers is read
and sent through the wireless link and into a computer agipdic. An application inside the
microcontroller reads multiple accelerometers, prockessiata, builds IEEE 802.15.4 frames
(Section 2.3.1) and sends those frames across the wirglkss |

3.2.2 Latency sources

Latency is critical inActive Musicapplication where motions directly affect the music. This
peer-to-peer motion capture system has several latenecgesouThese sources are shown in
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Figure 3.6. The measurements and estimates in Chapter goall out which of these sources
can be categorized as the bottleneck of the system and wiitidomain latency contributor.

 Latency sources within the sensor element

— Sensor data processing (Figure 3.6)

* A microcontroller can be used to lter, process and extragbortant informa-
tion from the sensor data. In cases where the data transmissthe main
latency source, a sensor element can do additional processiile it's wait-
ing for its time slot on the wireless network. This kind of pessing will
increase the hardware power consumption, but will cause gescessing in
the computer application. In a motion capture system withymades, it will
be preferable if each node minimize their data streams.

— ADC conversion time (Figure 3.6)

» The ADC conversion time is another latency source (Secti6r2 and the
total conversion time will increase while adding acceleetens. This is mainly
anissue in this peer-to-peer based motion capture systeesdnsor element's
microcontroller has to read multiple accelerometers. Whligesult in a larger
ADC conversion latency compared to the star based setupevdsah sensor
element only measure one accelerometer.

 Latency sources within the receiver element

— Serial communication between the microcontroller and aputter application us-
ing an USART connection (Figure 3.6)

* The USART communication has a transfer rate that will betkohby the com-
puter application and the microcontroller.

» Latency sources between the sensor element and the neelsmeent

— Wireless transmission (Figure 3.6)

» The IEEE 802.15.4/Zigbee protocol has a 250 Kbs raw tramater(Section
2.3.3). This includes frame headers and tails, and will deced if the frames
isn't lled with the maximum amount of user data. Other IEEE2815.4 fea-
tures like Acknowledgements (Section 2.3.1) will also éese the transfer
rate.

Different latency tests are conducted on this implememtatA transfer rate measurement
algorithm is implemented in the receiver element. This algm counts the received user data
payloads from the two sensor elements. The amount of reteiser data payload per second
is used to calculate the transfer rate. The latencies cauge¢lde ADC are estimates based
on datasheets from the microcontroller manufacturer. En@lscommunication latencies are
measured by a MAX/MSP patch which counts receiving frames fthe serial object. These
measurements and estimates are shown in Chapter 4.
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(a) Main routine (b) Send ADC routine  (c) Timer inter- (d) ADC interrupt routine
rupt routine

Figure 3.7: Flowchart for the sensor element

Figure 3.8: Flowchart for the receiver element
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3.2.3 Program ow

Figure 3.7 shows the owcharts for the program implementethe sensor element's micro-
controller. It shows the program ow from the ADC measureitrierthe wireless transmission
of the ADC data. The blue boxes are implemented in this thsile the yellow box shows the
IEEE 802.15.4 frame transmission implemented in the AVR2&8fftware provided by Atmel.

The program start in the main routine, see Figure 3.7a. The moatine handles the initial-
izations and starts the send routine, see Figure 3.7b. Byget ag* at reasonable intervals, a
timer is used to control the interval between IEEE 802. Iaddmissions. The interval between
these transmissions has to be greater than the time neegedaom the ADC measurements.
Figure 3.7d shows the ADC interrupt routine. The send reysee Figure 3.7b, awaits the ag
set by the Timer interrupt, and starts the frame transmissiten this ag occurs.

Figure3.8 shows the program ow for the receiver elementisrotontroller. The incom-
ing IEEE 820.15.4 frames contains ADC data which is SLIP ded¢see Section 2.4) and
retransmitted as USART frames into MAX/MSP.

When transmitting frames, the AVR2001 software uses theneldd radio transceiver states
(see Section 2.10.1). These states enable IEEE 802.1%5utdedike CSMA/CA (see Section
2.3.1). A owchart for the IEEE 802.15.4 frame transmissiontine is given in the appendix.

3.3 A star motion capture system based on the IEEE 802.15.4
standard

This section describes the implementation of the star matépture system based on the IEEE
802.15.4 standard (see Section 2.3 and 3.1.2). This soligtidesirable if a complete wireless
setup is needed. As opposed to a peer-to-peer network, eaehdoesn't need to measure
a high number of ADC channels. Therfore, the latency caugethd ADC will be less than
in a peer-to-peer network. To avoid collisions and failethgfers, acknowledgements, Cyclic
Redundancy Check (CRC) and other security methods arelusefu

Overall system latency tests is described in Chapter 4. Witlipoint out how suitable this
setup will be in arActive Musicsetting, how many sensor elements it's reasonable to ieclud
for one receiver element and how much processing it's resserto perform inside each sensor
element.

3.3.1 AVR2002

AVR2002 - AT86RF230 Raven Evaluation Software is an apfibcenote which is designed
to evaluate the AT86RF230 radio transceiver using the AVRM\evice (see Section 2.11).
It provides codes for various testshat users can exploit and modify.

The AVR2002 is built upon the Atmel MAC software stack (SentR.12.2), while the TAT
(Section 2.12.1) and the HAL layer (Section 2.3.1) provide functions needed to control

4This ag can be a variable that is set each time an interrupticcand can be used to start and stop other part
of the program.
SA packet error rate/range characterization test, a RF cteiaation test and a DC characterization test

36



Figure 3.9: Possible latency sources in the AVR 2002 staneia

the radio transceiver. The RZUSBSTICK acts as a USB to seoiaverter® and an USART
communication (see Section 2.6.3) can be used in the semarhission.

The AVR2002's DC characterization test provides a goodistampoint for a star based
motion capture system. This test enables the user to measuent consumption over time
when multiple AVRaven boards transmit data to the RZUSBXIIC

By removing part of the featured AVR2002 code while impletmanfeatures like ADC
measurements, the AVRaven boards can act as sensor elemmdistthe RZUSBSTICK can,
along with a computer, act as a receiver element.

IEEE 802.15.4 features like CSMA/CA, wasn't implementedtive AVR2002 featured
codes. Further implementations of these features wasudiflzecause of the complexity of
the IEEE 802.15.4 standard. A solution to avoid collisiantiuse different channels for each
sensor element. This means that each sensor element ttaumsndifferent channels while
the receivers element change channel after each frametigtefhis is a solution that will
decrease the possible transfer rate. Therefore a theareéilculation for a star based motion
capture network with CSMA/CA and acknowledgement will begemted in Chapter 4. This
will be used to compare this implementation with a possitviprovement.

3.3.2 Latency sources

Latency sources in this star motion capture system setupisrsin Figure 3.9. These latency
sources are the same as those described in Section 3.2.2.

The ADC conversion latency will be smaller in this setup cangal to the peer-to-peer
setup because of the amount of accelerometers per microtient The latencies caused by
IEEE 802.15.4 transmission will be increased because aftthanel change implementation.

6The Communication Device Class (CDC) driver software esmtiie USB connection to appear as a virtual
COM port
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Different latency tests are conducted on this implememtatA transfer rate measurement
algorithm is implemented in the receiver element. This algm counts the received user data
payloads from the two sensor elements. The amount of reteiser data payload per second
is used to calculate the transfer rate. The latencies cauge¢lde ADC are estimates based
on datasheets from the microcontroller manufacturer. Bni@lscommunications latencies are
measured by a MAX/MSP patch which counts receiving framesfthe serial object. These
measurements and estimates are shown in Chapter 4.

3.3.3 Program ow

Figure 3.10 shows owcharts for accelerometer reading eensimission through a star motion
capture system. The blue boxes are implemented in thisstirdsie the yellow box shows the
IEEE 802.15.4 frame transmission implemented in the AVR286ftware provided by Atmel.

The RZUSBSTICK creates SLIP frames (see Section 2.4) ofdbeived sensor data. The
SLIP encapsulation simpli es monitoring and storing in qmuiter applications. The RZUS-
BSTICK receives data from multiple sensor elements. Aftrhereception a sniffer mode
feature in the RZUSBSTICK change the operation channel.

Figure 3.10a show a high level owchart of the sniffer pragraealized in the RZUSB-
STICK. After each reception, a Res Report Sniffer routinealled. This routine change the
channel, create SLIP frames with the received sensor dat&ramsmit these frames through
an USART connection.

Figure 3.10b shows the Res Frame Payload routine whichligedan each sensor element.
This routine is called as often as possible. It starts the ADi@ersation, waits for the preferred
amount of ADC data and then transmit these data in IEEE 802fl&mes.

Figure 3.10c shows the ADC interrupt routing which is calbgdthe Res Frame Payload
routine. This routine generates 10 bit digital values basethe measured analog output volt-
ages from the accelerometers. After each conversion, thé &tiannel is changed by increas-
ing the ADMUX register. An accelerometer outputs 3 valudseréfore, the ADC conversion
interrupt is reset after the third conversion and a varigbet. This variable triggers an IEEE
802.15.4 transmission in the Res Frame Payload routine.

When transmitting frames, this example only uses the basiortransceiver states (see
Section 2.10.1). A owchart for the IEEE 802.15.4 frame samssion routine is given in the
appendix.

3.3.4 MAX/MSP monitoring

This implementation includes a monitoring applicationlizea in MAX/MSP. Figure 3.11
shows a patch which reads data from the serial port, SLIPd#ecthe data and displays the
data in a graph. The graphs shows accelerometer data fromwtheensor elements in the
implemented star based motion capture system.

The ADC measurements result in 10 bit digital values. Theil@datues are separated into
two 8 bit values before transmission from the sensor eleroetite receiver element. The sel
object in the MAX/MSP patch adds the 8 bit values and outpatses between 0 and 1023.
These values are monitored in the multislider object.
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(a) The USB sniffer (b) The IEEE 802.15.4 payload generator (c) The ADC interrupt routine

Figure 3.10: Flowcharts for the star based wireless motamiuwre network based on the AVR
2002 application note

Figure 3.11: A MAX/MSP patch for monitoring sensor data froraltiple sensor nodes
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Figure 3.12: One SLIP decoded single Byte

3.4 Serial data receiving

This section describes the solution for communication withe receiver elements. The re-
seiver element's microcontroller has to be able to transtata into the receiver element's
computer. The implemented motion capture systems usea seninection for this communi-
cation.

This communication is based on the USART (see Section 2dta@)dard. This section
shows sizes of USART frames, when they are consisting ofreifft amount of accelerometer
data. This information is helpful for understanding thetaties measurement in Chapter 4.

The USART data frame will be a binary string containing val@i®em accelerometers. In
the peer-to-peer based motion capture system, these USARIE$ will consist of data from
multiple accelerometefs In the star based motion capture system, these USART frarities
consist of data from one accelerométer

A secure USART transmission within the receiver elementireg an additional protocol.
The implementations in this thesis use the SLIP protoca &exction 2.4). The baud rate gives
the possible transfer rate in a USART transmission. Thisstiex rate will be reduced because
of USART start and stop bits and SLIP headers and tails. Th@sfimg equation gives the size
of an USART frame that consists of data from one acceleranféteytes):

USART frame size[bits] = Accelerometer data[bytes]
+ SLIP headers and tails[bytes]
+ USART start and stop bits[bits]

USART frame size[bits] = 6 byte
7 Byte
26 bits
130bits

+
+

An example is given in Figure 3.12. This is a USART transnoissf one SLIP decoded
byte. Table 3.1 shows USART frame sizes for different nund§ekDC channels. USART
transfer rate and latency measurements are conducted pteCida

'The sensor element transmit one frame which consist of data fultiple accelerometers. The receiver
element retransmits all accelerometer data in one USARBIn&sion

8The sensor elements transmit frames which consist of daia $ingle accelerometer. The receiver element
retransmits accelerometer data from one sensor elemetinag a
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10-bit

1 accelerometer (6 Bytes) | 130 bits
2 accelerometer (12 Bytes)| 250 bits
3 accelerometer (18 Bytes)| 370 bits
4 accelerometer (24 Bytes)| 490 bits

Table 3.1: UART frame sizes for SLIP decoded ADC values dériht resolution

3.5 Sensor data processing within the sensor element

The microcontroller can be used as a simple sensor dataveesehich measure sensor data
and retransmit these data’s through the wireless link. Wag the sensor elements acts as a
router, where the received sensor data is retransmitteatshag possible.

In addition to acting as a sensor data router, the microotb@trcan perform different lIter
algorithms or extract important information from the sendata. These kind of algorithms
can be used to minimize the amount of sensor data to be seii, ddtrease the amount of
important information within these data.

3.5.1 Filter implementations

During this thesis, some simple lters were implementedha sensor elements. A median
Iter, a mean Iter and a high pass Iter (see Section 2.13)hi§ was done to estimate on
the possible latency which sensor element processing pplya The same Iters were imple-
mented in MAX/MSP. The monitored result from both sensomalet processing and receiver
element processing is shown in Chapter 4.

The processing algorithm starts with a median lter, theneam Iter and nally a high
pass lter. The matrixes below show the steps from raw tcated sensor data, when using me-
dian, mean and high pass lter. After an array is lled withns®r data, the program calculates
the median values of each row in the array.

2 3 2 3
X1 X2 >(n >(median
4 Y1 Yz Yn S=4 Ymedian S
Z1 Z2 Zn Zmedian

After another array is lled with median values, the prograaiculates the mean values of each
row in the array. A high pass lter then excludes low frequiesc The output from the high
pass lter is sent into MAX/MSP.

3 2 3 2
Xmediarl Xmedian_a xmediarh Xmean >(filtrated

Ymediaq Ymediary Ymediarh S=4 Ymean 5=4 Yfiltrated 5
Zmediarl Zmediala_a Zmediarh Zmean ZfiItrated
Flowchart

Figure 3.13 shows a owchart for the microcontroller pragrarhe ADC outputs 3 values, one
for each axis on a triaxial accelerometer. The rst decidlor awaits a signal from the ADC
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Figure 3.13: Flowchart for Iter implementation in the senglement

interrupt which tells if 3 ADC values are converted. The camwd ADC values are stored in an
array for median calculation. The median Iter removes sgikn the signal, so it's reasonable
to start with this Iter. This is repeated until the mediamagris lled with data and the median

calculation can start. The median Iter output 3 values, &oreeach axis, which is stored in

an array for mean calculation. For each new value in the meag, & new median calculation

has to be performed. When the mean array is lled, the miantr@dler calculates the mean

value. The mean Iter output 3 values, one for each axis, Wigices through a high pass Iter

before transmission.

Figure 3.14 shows a high level presentation of a median itgplemented in the micro-
controller. A bobble sort algorithm adjusts the order of ingtof numbers, so the numbers
will appear in an increasing order. The median value is thdmmoist number in the string af-
ter a bobble sort. This is the most time consuming of the implated Iters. This will be
considered as a reference for the possible amount of sermmrgsing which is reasonable to
implement in the sensor element. Measurement in Chaptefl 4lvaw the time needed for
median calculations in the sensor elements.

MAX/MSP patch

The same lters, as described above, are implemented in a NISR patch. Figure 3.15a
shows a MAX/MSP patch for monitoring the Itrated data frofmetsensor element. Figure
3.15b shows a MAX/MSP patch which receive raw sensor data fhee sensor elements, and
perform the additional Itrating. This patch later used tngpare receiver element processing
and sensor element processing.
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Figure 3.14: High level presentation of a hardware mediéutation

(a) A MAX/MSP patch monitoring ltrated sensor ddkg A MAX/MSP patch monitoringand ltrating raw sen-
from the sensor elements sor data from the sensor elements

Figure 3.15: Implemented MAX/MSP patches
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(a) A MAXIMSP(b) A MAX/MSP(c) A MAXIMSP
high-pass Iter median lter mean lter

Figure 3.16: MAX/MSP lters

Figure 3.17: Drum setup

Figure 3.16a, 3.16b and 3.16c shows the Iters which is useade MAX/MSP patch.

3.6 AnActive MusicApplication

A wireless motion based drum synthesis is a possiaitve Musicapplication that can be
based on the implemented motion capture systems in thisth&person is pretending to hit
drums without any actual drums or drumsticks. An acceletemmeasures motions while a
sound synthesis generates a suitable sound whenever tive pathe movements approaches
the movement of a typical drum stroke.

This section describes an implementation, done in thisighédsat can be a part of this
application. This implementation is based on the peereer-motion capture system in Section
3.2.

A sensor element measures the x axis of an accelerometeradmdates the derivative
value. The derivative value is compared to a threshold. \Whenthis threshold is reached,
a signal is sent through the wireless link and into a soundhggis in the receiver element.
This implementation will show the latencies from the ADC s@@ments and across the wire-
less link. Further transmission into a sound generatindicdn will not be tested in this
implementation.

This implementation uses an 8-bit resolution. TherefoeeADC clock can be set as high
as 1000KHz (Section 4.1.1). Only one of the accelerometess@eds to be converted, so the
overall conversion time will be 18s.

Results from this test is shown in Chapter 4.
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(&) Transmitters maib) Send ADC rou<) Timer interrupt roud) Receivers main rou-
routine tine tine tine

Figure 3.18: Flowchart for thActive Musicapplication

3.6.1 Flowcharts

Figure 3.18 shows the owcharts for this implementationeTiue boxes are implemented in
this thesis while the yellow box shows the IEEE 802.15.4 gdransmission implemented in
the AVR2001 software provided by Atmel.

The transmitters main routine (Figure 3.18a) starts theefiamd the ADC, and awaits two
ags. These ags are set after a timer interrupt (Figure 8)lahd when data from the ADC is
ready.

The ADC interrupt (Figure 3.18b) converts one value fromabeelerometer and calculate
the derivative (Section 2.13), which is the difference leswthe present value and the previous
ADC value. The derivative, which is zero when the accelettemisn’t moving, is compared
to a threshold. If this threshold is reached, the ag insite ADC interrupt is set.

After both ag is set, the transmitters main routine sets antput pin and starts the IEEE
802.15.4 transmission. The receiver's main routine (Feg@l8d) awaits the IEEE 802.15.4
frame and then sets an output pin.

An oscilloscope can be used to measure the latency in thismeyS he output pins on the
transmitter and the receiver can be connected to separateels. And then the oscilloscope
can show the latency between these two signals.
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Chapter 4

Results

The following experiments are based on the implementabatighed in Chapter 3. This chap-
ter describes the quality of these implementations acogrdi latencies and transfer rates.
The following table summarizes the tests done in this cliapte

Tests Methods Section
ADC latency Latency estimates 4.1
Serial Transmission in the receiver elementLatency measurements and estimatds2
A peer-to-peer motion capture system Latency measurements and estimatds3
A star motion capture system Latency measurements and estimatds4
Sensor data processing in the sensor elemésatency measurements and estimatds7
A drum application Latency measurements 4.6

The following results will be compared to a latency requiesinfor musical applications
proposed in [17], which sets the acceptable upper bounddouad synthesis' audible reaction
to motions at 10 ms.

4.1 ADC latency

The ADC in the sensor element is a possible latency sourdeeirsystem. This section de-
scribes the estimated latencies in a motion capture systersed by the ADC conversions
(see Section 2.6.2). These estimates are based on the AD@rsmm times given in At-
megal281V's datasheet [6]. The ADC latencies, obtainetiisigection, will be used in the
following sections in order to get an overview of the totaélecies in the motion capture sys-
tems.

4.1.1 ADC conversion time

The microcontrollers used in this thesis feature 10-bit ADC'he Atmegal281lv has 8/16
single-ended ADC channels (the 100 pin version offers 16kl and the 64 pin version
offers 8 channels) and the Atmegal284P has 8 single endedchB@hels. The implemented
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. ADC clock frequency

Number of ADC iNputs |~ 155 Kz T 200 KHz | 250 KHz | 1000 KHz
1 260ns | 104ns 65ns 52ns 13ns
2 520ns | 20818 130ns 104ns 26 s
3 780ns | 3128 195ns 156ns 39ns
4 1040ns | 4168 260ns 208ms 52 s
5 1300ns | 520ns 325ns 260ns 65ns
6 1560ns | 624ns 390ns 312ns 78 B
7 1820ns | 728ns 455n8 364ns 91ns
8 2080ns | 832n8 520ns 41618 104ns
9 2340ns | 93618 585ns 468ns 117ns
10 2600ns | 1040ns | 6508 5201ms 130ns
11 2860ns | 1144ns | 715ns 572ms 143ns
12 3120ns | 1248ns | 780ns 62418 156ns
13 3380ns | 1352ns | 845ns 6768 169ns
14 3640ns | 1456ns | 910ns 7281s 182ns
15 3900ns | 1560nms | 975ns 780s 195ns
16 4160ns | 1664ns | 1040ns | 832ns 208ns

Table 4.1: ADC conversion time for multiple inputs.

peer-to-peer based motion capture system uses the 64 @iowveXTmegal281v microcon-
troller in sensor element and the star based motion capystera uses the Atmegal284P mi-
crocontroller in the sensor element. The ADC conversioretom both microcontrollers is
between 13rs and 260vs given by the prescaler settings (see Section 2.6.2). Aesaugver-
sion takes 13 ADC clock cycles. The following equation gitres ADC conversion time [6]:

1
ADCconversion time = Wlk 13cycles (4.1)
cloc

The prescaler selection bits offer different prescalerstw factors. These are used to
adjust the ADC clock frequency. The recommended ADC cloefudency is between 50 KHz
and 200 KHz when using 10 bit resolution. The ADC clock fremgyecan be as high as 1000
KHz when using 8 bit resolution. In order to get an accurateCAd@dnversion when using 10
bit resolution, the division factor has to be 64. This resirita 125 KHz ADC clock frequency
which is used in all implementations in this thesis excepifithe Drum Application. The
Drum Application uses an 8 bit resolution that allows a 106@zKADC clock frequency.

The 100 pin ATmegal281v contains 16 single ended ADC chaniiélis means it can be
used to read 5 accelerometers. The implementation in thsglises the 64 pin ATmegal281v
which can only measure 2 accelerometers. The reason fochbise is that the 100 pin AT-
megal281lv needed an additional connection kit. These twoogontrollers has the same
characteristic, therefore 5 accelerometers will be inetlich the latency calculations.

The following tables show the time needed for conversionabld 4.1 shows the ADC
conversion time when using different numbers of ADC inputd &able 4.2 shows the ADC
conversion time when reading multiple ADXL330 3-axis aeceimeters.
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Number of 3-axis accelerometer ADC clock frequency
50 KHz | 125 KHz | 200 KHz | 250 KHz | 1000 KHz
1 780nms | 312ns 195ns 156ns 39ns
2 1560ns | 624ns 390ns 312ns 7818
3 2340ns | 936ns 5858 46818 117ns
4 3120ns | 1248ns | 780ns 26418 156ns
5 3900ns | 15608 | 975ns 78018 195ns
Table 4.2: ADC conversion time when reading multiple acwstesters.
8-bit 10-bit
1 accelerometer| 2 accelerometer| 1 accelerometer| 2 accelerometer
(3 SLIP decoded| (6 SLIP decoded| (3 SLIP decoded| (6 SLIP decoded
ADC values) ADC values) ADC values) ADC values)
9600 bps 123 fps 66 fps 66 fps 35 fps
19200 bps 246 fps 133 fps 133 fps 69 fps
38400 bps 492 fps 264 fps 264 fps 139 fps
76400 bps 983 fps 530 fps 530 fps 275 fps

Table 4.3: Received frames per second (fps) for differerhé sizes, different resolutions and
different baud-rate settings.

4.1.2 Conclusion

The ADC latencies will affect the implemented motion captsystems in different ways. It is
obvious that processing algorithms which demand severgssef ADC data, such as median
Iter and mean lIter, will have an increasing latency wherateng and processing datas from
multiple accelerometers. The peer-to-peer based motiptuasystem sensor will therefore
be in uenced by these latencies to a higher degree than #éindbased motion capture system.

4.2 Serial Transmission

The motion capture systems implemented in Chapter 3 usied sansmission for hardware/-
software communication within the receiver elements (sai@ 3.4). This section describes
the measured latencies caused by this communication.

A serial communication is not a desirable solution comp#oeather communication pro-
tocols with higher transfer rates such as USB. Overall gteneasurements and estimates in
the following section will therefore be presented with anthaut the latencies caused by the
serial transmission.

4.2.1 Serial transmission within the receiver element

Section 3.4 describes how accelerometer data can be SLtlei@@nd built into USART
frames. This section presents measurements that deskaluiitability of a serial USART
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Figure 4.1: A MAX patch measuring received frames per sedard the serial object

transmission within the receiver elements. This USARTdnaission includes SLIP decoded
accelerometer data.

MAX/MSP offers a serial object that enables serial data toréesmitted into MAX/MSP.
MAX/MSP allows a 76400 bps baud rate. Received accelerardata per seconds is measured
by a patch shown in Figure 4.1. This patch is taken from [16he @ame in this example
means one set of accelerometer data. This patch is used swunegnent at different baud
rates and different amount of accelerometer data. TablesHo8/s the number of received
frames per second from the USART communication. These fanwude SLIP characters
and accelerometer data.

The following equation shows the interval between eachivedeset of SLIP decoded
accelerometer data, when data from two accelerometers IB &coded and received by
MAX/MSP 275 times each second.

Lt
275f ps

The USART transmission will therefore result in 3.64 mshate

= 3.64ms (4.2)

4.3 A peer-to-peer motion capture system

This section describes the latency measurements done @e¢hndo-peer motion capture sys-
tem implemented in Section 3.2. Effective transfer ratasthis system have been measured
during this thesis. This measurement can be used to obtiatincy across the wireless link
when transmitting different amount of accelerometer data.

1The user data transfer rate
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Figure 4.2: The measured IEEE 802.15.4 transfer rates agtida of user data payload

4.3.1 IEEE 802.15.4 limitations

The measurement in Figure 4.2 shows how the amount of usarpdgioad in uences the
transfer rate. The x-axis shows the amount of user data paytoeach IEEE 802.15.4 frame.
The y-axis shows the amount of bits received by the receiegnent per second. The mea-
surement is done with a distance of two meters between tleosetement and the receiver
element.

The payload needed for this sensor application will propdle between 6 bytes and 32
bytes according to how many accelerometers which is meadiyr¢he sensor elements. The
transfer rate will therefore be between 15Kbps and 62Kbges Fsgure 4.2).

The following formula shows how to calculate the intervalvibeen each frame reception
based on the measured transfer rate:

User data payload [bits]
Transfer rate [bits per second]
Figure 4.3 shows the interval between received frames f&rdift user data payload. This

shows how the latency between each IEEE 802.15.4 frameaiseseaccording to the user data
payload.

Interval between received frameas (4.3)

4.3.2 Conclusion

Table 4.4 shows the total latencies in this system whenrmatisg 10-bit ADC data. Further
use of sensor data, such as motion recognition, will redugie resolutions. This solution offer
secure transmissions by using IEEE 802.15.4 features ltkeéwledgements and CSMA/CA.
Table 4.5 shows the latency from the accelerometers into MAS®. This shows how the
USART transmission will in uence the latency and make thystem unsuitable foActive
Music The latency approaches tAetive Musidatency requirement after 3 accelerometers.
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Figure 4.3: The measured interval between received frasadunction of user data payload

ADC conversion | IEEE 802.15.4| Total latency
time latency
1 accelerometer| 312ns 3.04 ms 3.352 ms
(3 bytes)
2 accelerometer| 624ns 3.20 ms 3.824 ms
(6 bytes)
3 accelerometer| 9365 3.42 ms 4.356 ms
(9 bytes)
4 accelerometer| 1248ns 3.62 ms 4.4868 ms
(12 bytes)
5 accelerometer| 1560ns 3.84 ms 5.4ms
(15 bytes)

Table 4.4: The total latency of the hardware system
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ADC conversion | IEEE  802.15.4| Serial SLIP | Total latency
time latency transmission at
76800 bps

1 accelerometer| 312ns 3.04 ms 1.89 ms 5.24 ms
(3 bytes)
2 accelerometer| 624ns 3.20 ms 3.64 ms 7.46 ms
(3 bytes)
3 accelerometer| 936ns 3.42 ms 54 ms (esti- 9.76 ms
(9 bytes) mated)
4 accelerometer| 1.25 ms 3.62ms 7.14 ms (esti{ 12.01 ms
(12 bytes) mated)
5 accelerometer| 1.56 ms 3.84 ms 8.8 ms (esti- 14.2ms
(15 bytes) mated)

Table 4.5: The total latency from accelerometer to MAX/MSP

The possible time which can be used to process sensor datxisagded while adding
accelerometers. Several series of multiple acceleronme¢@surements will not be possible
within 10 ms. A limited amount of sensor processing will #fere be possible carry out in a
peer-to-peer based motion capture system consisting afé&deaometers.

4.4 A star motion capture system

This section describes the latency measurements done pe#reo-peer motion capture sys-
tem implemented in Section 3.2. The measurement is cartédvith two sensor elements
communicating with one receiver element. Effective transhtes are measured, which can
show the latencies across the wireless link.

4.4.1 Multiple sensor elements in a star network

Figure 4.4 shows the measured transfer rates as a functioseofdata payload when using
2 sensor elements. Figure 4.5 shows the interval betwe@ivescframes as a function of
different user data payloads.

An additional measurement with 1 sensor element were domeder to see how much
the channel change interferred with the transfer ratesurgig.6 shows how the transfer rate
decreases when using 2 sensor elements compared to 1 siemsent The green line shows
the transfer rate when the sniffer receives data from 1 setement. The yellow and blue line
show the transfer rate when the sniffer receives data froen8@ elements. This graph shows
a 50 percent transfer rate reduction when using 2 sensoealsnnstead of 1.
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Figure 4.4: Measured transfer rates as a function of thedagarpayload when using 2 sensor
elements

Figure 4.5: Measured interval between received frames ametibn of different user data
payload when using 2 sensor elements
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Figure 4.6: Compared transfer rates

Conclusion

An additional estimation based on the transfer rate redanatihen using 2 sensor elements
instead of 1, gives the possible transfer rate with 3 and 4@eslements. Table 4.6 shows
the latencies including ADC conversions and IEEE 802.1%dgmission. Table 4.7 shows the
system latencies including ADC conversions, IEEE 802.1%dsmission and serial USART
transmission. This setup will in aActive Musicapplication have a limitation of 3 sensor
elements when excluding the latency caused by the senmdrtrission.

ADC conversion | IEEE 802.15.4| Total latency
time latency
1 sensor element 312ns 2.729 ms 3.041 ms
2 sensor element] 312ns 5.232 ms 5.544 ms
3 sensor element] 312ns 8.18 6.29 ms
ms(estimated)
4 sensor element 312ms 10.03 10.342 ms
ms(estimated)

Table 4.6: The total latency of the hardware system with ipleltsensor elements in a star
based setup
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ADC conversion | IEEE  802.15.4| Serial SLIP | Total latency
time latency transmission at
76800 bps
1 sensor element] 312ns 2.729 ms 1.89 ms 4.931 ms
2 sensor element] 312ns 5.232 ms 1.89 ms 7.434 ms
3 sensor element] 312ns 8.18 1.89 ms 10.382 ms
ms(estimated)
4 sensor element 312ms 10.03 1.89 ms 12.232 ms
ms(estimated)

Table 4.7: The total latency of the hardware and softwarteaysvith multiple sensor elements
in a star based setup

Figure 4.7: Calculated IEEE 802.15.4 transfer rates aseifmof user data payload

4.5 A theoretical approach to the possible transfer rate of a
star based motion capture system

IEEE 802.15.4 features like CSMA/CA and acknowledgemetitsmprove the implemented
star based motion capture system. These features will allone sensor elements and the
transfer rates will be increased. [9] describes how to daleudhe effective transfer rate in a non-
beacon enabled IEEE 802.15.4 transmission which uses dottieasCSMA/CA mechanism
(see Section 2.3.1).

Figure 4.7 is based on the calculations in [9]. This caltoatan be seen in the appendix.

An IEEE 802.15.4 frame consisting data from one acceleren{étbytes) packet will have
a transfer rate of 10170 bps. This means a 4.72 ms latencgsattre link. The receiver has
to read multiple sensor elements. The following equatiom isugh estimate of the time the
receiver element uses for each reception:
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Figure 4.8: Drum setup

IEEE 802.15.4 frame receiving time[sF Frame receiving[s]
+ Turnaround TimeJ[s]
+ Acknowledgement transmission|[s]
+ Turnaround TimeJ[s]

Turnaround time is the time needed for a device to switch betviransmitter and receiver
[9]. A realistic acknowledgement transmission time can 358 ms [9].

IEEE 802.15.4 frame receiving time[sF 0.800ms
+ 0.192ns
+ 0.352ns
+ 0.192ns

1.54ms

This can be used to calculate the possible number of sermoeals the receiver element
can receive data from during 10 ms:

. o . 1
Number of possible 6 byte transmissions during 10:“?;%85 = 6.5 (4.4)

The receiver element can receive data from 6 sensor elemhertg) 10 ms in a non-beacon
enabled star based motion capture system with CSMA/CA .

4.6 An Active Musicapplication

The implemented wireless motion based drum synthesis @idesd in 3.6. This implementa-
tion indicates the usability of the peer-to-peer based onatapture system in akctive Music
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Figure 4.9: Latency variation across the wireless link

Figure 4.10: Latency measurement
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application. The wireless drum-beat detector is a laterogisive application, where latencies
close to 10 ms will be noticeable.

This section describes a measurement of the latency adressiteless link. Figure 4.8
shows the measurement setup. The sensor element readsceter@oeter and transmits an
IEEE 802.15.4 frame when the motions are above a given thieessiWhen this occurs, an
output pin in the sensor element is set. The receiver elesggtan output pin after it receives
the IEEE 802.15.4 frame.

Figure 4.9 show the measured latency. The average is 2.5igseF.10 shows how the
oscilloscope outputs the latency between the sensor eteandrihe receiver element.

4.6.1 Conclusion

The measurements presented in this section shows thednoaliji of the peer-to-peer based
motion capture system in akctive Musicapplication. The measurements do not exceed the
requirement ofActive Musicapplication. The ADC and the serial transmission lateneyret
included in this test. This setup uses one ADC channel wisiclonsidered insigni caft The
serial transmission latency is excluded because it wilbphdy not be used in futurActive
Musicapplications.

4.7 Sensor data processing within the sensor element

This section will describe the amount of sensor data praegs&hich is reasonable to imple-
ment in the sensor elements. The results from the implerdgmteessing algorithm described
in Section 3.5 will be presented.

4.7.1 Filter implementations

Section 3.5 describes an implementation of a median ltenean Iter and a high pass lter.
These Iters were implemented in both the sensor elemerd (microcontroller program) and
the receiver element (in a MAX/MSP patch). Figure 4.11 shonsprocessed accelerometer
data. Figure 4.12 shows accelerometer data processeddariker element. Figure 4.13 shows
accelerometer data processed in MAX/MSP. The MAX/MSP pddt shown in Section 3.5.

(a) No movement on the accelerometer (b) Fast shaking along the X-axis (c) Slow tilt

Figure 4.11: Without processing

213 s ADC conversion time
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(a) No movement on the accelerometer (b) Fast shaking along the X-axis (c) Slow tilt

Figure 4.12: Sensor data processing in the sensor elemambgontroller)

(a) No movement on the accelerometer (b) Fast shaking along the X-axis (c) Slow tilt

Figure 4.13: Sensor data processing in the receiver elefh&X/MSP)

Filters and algorithms are easier to implement in applcegtisuch as MAX/MSP than in
a microcontroller. These graphs shows better results wharepsing data in MAX/MSP, be-
cause the MAX/MSP lIters are more complex than the impleredrsensor element lters. But
as long as the microcontroller is waiting for a possibiliyttansmit an IEEE 802.15.4 frame,
it can perform multiple ADC measurements and processingawit gaining additional laten-
cies. Other possibilities concerning receiver element@ssing is to Il an array with multiple
ADC measurements, and transmit IEEE 802.15.4 frames we#tAC arrays to MAX/MSP
for further processing.

Table 4.8 shows the time needed for median calculations imbiudes the ADC measure-
ments and the program execution time inside the microcbetrd his is based on a program
counter feature in AVRstudio. These latencies are smallpawed to the ADC conversion la-
tencies. Therefore, these latencies will not be added iridf@ving calculations concerning
sensor element processing time.

Median window size | fgsc ADC conversion time | processing time| Total time
4 MHz | 936ns 295.50ns 1.2315ms
3 8 MHz | 936ns 147.75ns 1.08375 ms
16 MHz | 936nB 73.875n8 1.009875 mg
4 MHz | 1.560 ms 749.50n8 2.3095 ms
5 8 MHz | 1.560 ms 374.75n8 1.93475 ms
16 MHz | 1.560 ms 187.375ns 1.747375 ms

Table 4.8: The time needed for median calculations
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ADC conversion | [IEEE 802.15.4| Possible processt Possible number
time latency ing time (10ms| of ADC mea-
- IEEE 802.15.4| surements  for
latency) each accelerom-
eter
1 accelerometer | 312ns 3.042 ms 6.958 ms 22
2 accelerometer | 624ns 3.203 ms 6.797 ms 10
3 accelerometer | 936 B 3.417 ms 6.583 ms 7
4 accelerometer | 1.248ns 3.628 ms 6.372 ms 5
5 accelerometer | 1.560ms 3.84 ms 6.16 ms 3

Table 4.9: The peer-to-peer based motion capture systetenmgntation

ADC conversion | IEEE 802.15.4| Possible processt Possible  num-
time latency ing time (10ms| ber of ADC
- |[EEE 802.15.4| measurements
latency) for each sensor
element
1 sensor element] 312ns 2.729 ms 7.271ms 23
2 sensor ele- 312ns 5.232 ms 4.768 ms 15
ments
3 sensor ele- 312ns 8.18 ms 1.82ms 5
ments
4 sensor ele{ 312ms 10.03 ms Oms 0
ments

Table 4.10: The star based motion capture system implet@mta

4.7.2 Conclusion

Several series of accelerometer data are needed for dtraahd processing. The following
graphs show the amount of ADC measurement which can be @deouthe different imple-
mentations without exceeding 10 ms.

The peer-to-peer based motion capture system is a poor@oitinultiple sensors have to
be read and processed. This is shown in Table 4.9. A new sHrikeda from 5 accelerometers
will result in an additional 1.560 ms.

In a star based motion capture system, multiple sensor merasat can be conducted at
the same time. Each sensor has its own microcontroller antbtal ADC conversion time will
be less than in the peer-to-peer network.

Table 4.11 shows how many ADC measurements a star basedmeajpbure system can
perform. The implemented star based motion capture sysésnlirhitation which results in a
reduced possibility for sensor data processing. This is/ahio Table 4.10.
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ADC conversion | [IEEE 802.15.4| Possible processt Possible  num-
time latency ing time (10ms| ber of ADC
- |IEEE 802.15.4| measurements
latency) for each sensor
element
1 sensor element| 312ns 4,72 ms 5.28 ms 16
2 sensor ele- 312ns 4,72 ms 5.28 ms 16
ments
3 sensor ele- 312ns 4,72 ms 5.28 ms 16
ments
4 sensor eleq{ 312ns 4,72 ms 5.28 ms 16
ments
5 sensor ele- 312ns 4,72 ms 5.28 ms 16
ments
6 sensor ele- 312ns 4,72 ms 5.28 ms 16
ments

Table 4.11: The estimated star based motion capture system

4.8 Discussion

The star network implemented in this thesis had major liticites. In order to get the data

transmitted in the right order, the receiver change chaaftet each reception while the node
was transmitting on different channels. The measuremar&ction 4.4 shows a 50 percent
reduction of the transfer rate for each sensor element whieig two sensor elements instead
of one.

Further addition of sensor elements will drastically daseethe transfer rate. The reason
for this limitation was that AVR2002 transmission codesvinled by Atmel didn't use the
extended IEEE 802.15.4 features. These features handigiamwlavoidance in bigger IEEE
802.15.4 networks. An implementation of a CSMA/CA routineuld have helped to avoid
collision while increasing the transfer rate.

The peer-to-peer motion capture system implemented inthleisis was able to transfer data
from multiple accelerometers within the latency requiratsef 10 ms. This solution requires
wires between the accelerometers and is therefore coersi@srnot an optimal solution for a
motion capture system.

The peer-to-peer setup used CSMA/CA and acknowledgemehtke the star setup didn't.
The reason for this was the fact that these implementati@ne Wwased on existing codes for
IEEE 802.15.4 transmission. These codes were hard to mdéifsther adjustments will re-
qguire much C-programming skills as well as a deep understgraf the timing requirements
of the IEEE 802.15.4 standard.

The motion capture systems had some limitations that candided. The serial transmission
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inside the receiver element was a large limitation. Theasehject in MAX/MSP wouldn't
accept higher transfer rates than 76800. This became agpnokhen the receiver element had
to transmit large amounts of data from several sensor eleneto MAX/MSP. This latency
can be ignored using for instance USB. A USB communicatidhhave a minor latency com-
ponent compared to other latency sources in the system.

The serial transmission inside the receiver elements imces the different setups in differ-
ent ways. This transmission is most critical in the peepéer based setup. When the receiver
element receives a frame from the sensor element, the frameansist of data from multiple
accelerometers. The USART frames will therefore consist lafge amount of SLIP decoded
accelerometer data. An additional 8.8 ms is applied if theixer element serial transmites
data from 5 accelerometers with 76400 bps USART.

In a star based motion capture system, the serial trangmisgll be executed after the
reception of data from one sensor element. Therefore, e&&RT transmission will only
include data from one accelerometer and this limitatiohmat be as critical as in the peer-to-
peer based setup.
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Chapter 5

Conclusion

Latencies caused by the serial transmission within thevecelements have been ignored in
this conclusion. Future improvements of this setup will ager more suitable standards for
this communication.

A wireless peer-to-peer based motion capture system ancebess star based motion cap-
ture system have been implemented in this thesis. Theseingpitations have been tested for
usability in Active Musicapplications.Active Musicapplications have latency requirements.
The latency from motion to generated sound has to be below 4.0 lmatencies above this
requirement will be noticeable for the performers.

The Active Musidatency requirement in uences the possible size of the em@nted mo-
tion capture systems. These are the results consideringax@anum number of sensor ele-
ments and accelerometers in the different setups:

* The implemented star based motion capture system carston8iaccelerometers. Each
of these accelerometers is part of individual sensor elésndihis is a complete wireless
setup.

* An improved star based motion capture system can cons&totelerometers. This is
an estimate based on different calculations. Each of these&erometers will be part
of individual sensor elements.

* The implemented peer-to-peer motion capture system tepdhsibility to read 5 ac-
celerometers. This setup is limited by the microcontr&lawailable number of ADC
channels. Also, this solution has limitations caused byrided for wires between the
accelerometers and the microcontroller in the sensor elerBeme applications will not
be able to use this setup, for instance a setting where nsotvdhbe interfered by wires
across the body.

This thesis also looked at the possibility for sensor dategssing within the sensor ele-
ments. These results are based on how many ADC measurefmer@ste possible to perform
without exceeding the maximum time frame given by Awive Musiclatency requirement.
The median Iter is a used as an example to the amount of plesgibcessing which can be
carried out inside the sensor element. This Iter removasenand can be lled with a large
amount of accelerometer data. This Iter can be replaceth wiher suitable Iters or algo-
rithms. Here are the results considering the amount of gsaeg which can be executed by the
sensor elements in the implemented motion capture systems:
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» The implemented star based motion capture system, whitsists of 3 sensor elements,
can measure 5 series of accelerometer data. This meansieatian calculation which
includes 5 series of accelerometer data can be conducted.

» The improved star based motion capture system, which stnsf 6 sensor elements,
can measure 16 series of accelerometer data. This meaasitealian calculation which
includes 16 series of accelerometer data can be conducted.

* The implemented peer-to-peer based motion capture systdanh consists of 5 ac-
celerometers, can measure 3 series of accelerometer data.me&ans that a median
calculation which includes 3 series of accelerometer dasbe conducted.

The star based motion capture system is considered moabkuforActive Musicof the
implemented motion capture systems. The star based mamnre system has advantages
considering latencies and sensor data processing insdgetisor elements. Each sensor ele-
ment reads and process sensor data from one accelerombigiis fidvantageous since pro-
cessing on different accelerometers will be executed iallghr The limitations concerning
channel change and collision avoidance can be overcomefpiements described in future
works (Chapter 6). This improvement will increase the gassamount of sensor elements.
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Chapter 6

Future works

There are many possible improvements which can increageetfiemance of the implemen-
tations done in this thesis:

* The extended IEEE 802.15.4 features like CSMA/CA and askedgments have to be
implemented in order to get an effective star based motiptuca setup. Also, a more
effective communication within the receiver elements lalse implemented. This can
be a high speed standard such as USB. The RZUSBSTICK, useid thésis, consist of
a USB microcontroller which can be programmed to exploitilsB standard.

» The program ows implemented in this thesis can be improwedsidering sensor ele-
ment processing. My implementations await an IEEE 802.ft&me transmissions until
all sensor measurements and processing is conducted. Aeparagram ow can in-
crease the time for additional processing in the sensoreziesn A new series of ADC
measurements could be converted at the same time as the #Dfiemeasurements are
transmitted to the receiver element.

» Beacon enabled IEEE 802.15.4 networks (see Section h8ve) not been looked at in
this thesis. This can be a possible improvement of the esystem.

» A full Zigbee implementation will provide possible topgies like mesh and tree. This
can be exploited in a future improvement if there is a neednfore complex topologies.

» The peer-to-peer based setup can be turned into a mulgaetp-peer network where
each sensor element has one receiver element. In this $etgehsor elements don't
have to measure multiple accelerometers, which is a limaitah the implemented peer-
to-peer based motion capture system.
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Appendix A

CD contents

The CD contains the following:
* The adjusted AVR2001 application note for accelerometeasurements.

» The adjusted AVR2001 application note for transfer ratasneements.

The adjusted AVR2001 application note for the drum appilica

The adjusted AVR2002 application note for accelerometeasurements.

The adjusted AVR2002 application note for transfer ratasneements.

MAX/MSP patches for sensor data monitoring and sensorglat@essing.
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Appendix B

Sensor element processing algorithm

11

13

15

17

19

21

23

25

27

29

31

#include <avr/io.h> /l Load AVR definitions

#include <avr/signal.h> /I Load interrupt handling

#include <avr/interrupt.h> // Load interrupt flag control

#include "math.h"

#include "stdio.h"

#define FOSC 8000000// Clock Speed

#define axis 3

#define N_samples 9 // antall malinger p4d hver akse/ved medind veere
oddetall , avarage = feks 100

#define ADC_channels 3 //antall akser

#define ENABLE_RECEIVER ( UCSROB |= ( 1 << RXENO ) J!¢ Enables receiver
.o/

#define DISABLE_RECEIVER ( UCSROB &= ~( 1 << RXENO ) 3!+ Disables
receiver. x/

#define ENABLE_TRANSMITTER ( UCSROB |[= ( 1 << TXENO ) #!<4 Enables
transmitter. */

#define DISABLE_TRANSMITTER ( UCSROB & ~( 1 << TXENO ) ®!<4 Disables
transmitter. =/

#define ENABLE_RECEIVE_COMPLETE_INTERRUPT ( UCSROB |= &<1RXCIEO ) )
/x!< Enables an interrupt each time the receiver completes ambpl. */

#define DISABLE_RECEIVE_COMPLETE_INTERRUPT ( UCSROB &= 1~<< RXCIEO ) )
/x1< Disables an interrupt each time the receiver completes wmbol. «/

volatile unsigned int templ[3], temp2[3], temp3[3], mad_count,
mean_count, median_tablakis][N_samples], mean_tablegxis][N_samples];

volatile unsigned int temp_tablafkxis]={600,600,600}, send_value; //lagre

volatile unsigned int mux=0, send_table[3], send_tabl82[ r, t1, t2, t3;

volatile unsigned intflag, median[], t, avarage[], send[], send_pres]|[];

volatile unsigned int send_highaxis], send_int,velocity;

volatile unsigned int send_lowgxis], ADC_send[3],ADC_sendHaxis],
ADC_sendL[axis], sendL[3], sendH[3], tempH[3], temp[3];

volatile unsigned int ADC_high[ADC_channels], ADC_taljlexis][N_samples];

volatile unsigned int ADC_low[ADC_channels];

/1 Main function
int main (void) {
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33

35

37

39

41

43

45

47

49

51

53

55

57

59

61

63

65

67

69

71

73

75

77

79

81

83

85

/llnitialize USART module.

UBRROH = 0x00;
UBRROL = 0x0c;
/I Enable USART transmitter module. Always on.
ENABLE_RECEIVER;
ENABLE_TRANSMITTER;
/18 N 1.
UCSROC |[= ( 1 << UCSZ01 ) | ( 1 << UCSzo0 );
ADMUX = (0<<REFS1) | (1<<REFS0) | (0<<ADLAR) | (0<<MUX0);
ADCSRA |= (0 << ADPS2) | (0 << ADPS1) | (1 << ADPSO0);
ADCSRA |= (0 << ADATE) | (1 << ADEN) | (1 << ADIE);
ADCSRA |=(1 << ADSC);
sei();
while (1){
if (flag==1){
if (mean_count==N_samples){
/I Avarage filter

for(int k=0; k<mean_count; k++)//adds numbers in each row
{
avarage[0]+=mean_table [0][k];//+ avarage [O];
avarage[l]+=mean_table[1][k];//+ avarage [1];
avarage|[2]+=mean_table[2][k];//+avarage [2];

send_pres[2]=avarage [2]/N_samples;
send_pres[0]=avarage[0]/N_samples;
send_pres[l]=avarage[1l]/N_samples;

/I High passfilter
for(int h = 0; h < axis; h++){
templ[h]=send_pres[hltemp_table[h];
temp2[h]=1Gtempl[h];
send[h]=temp2[h]+512;
temp_table[h]=send_pres[h];
}

for (int j=0;j<axis;j++){

sendL[j]=(send[j] & OxFF);
sendH[j]=send[j]>>8;
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87

89| //SLIP encoded USART transmission of the processed data

91 for (int i=0;i<axis;i++){
for (; !'(UCSROA & (1 << UDREO0));) {:}
93 UDRO = 0300; //Put symbol in data register.
for (; !'(UCSROA & (1 << UDREO0)):;) {;}
95 UDRO = sendH[i];//templ;
for (; !'(UCSROA & (1 << UDREO0));) {:}
97 UDRO = 0300; //Put symbol in data register.
for (; '(UCSROA & (1 << UDREO0));) {:}
99 UDRO = sendL[i];//templ;
}
101 for (; !'(UCSROA & (1 << UDREO));) {;}
UDRO = 0301; //Put symbol in data register.
103
105 for(int i=0; i<axis; i++)
{
107 avarage[i]=0;
temp[i]=0;
109 send_table[i]=0;
sendL[i]=0;
111 sendH[i]=0;
send[i]=0;
113 send_pres[i]=0;
}
115
for(int i=0; i<N_samples; i++)
117 {
median_table[0][i]=0;
119 mean_table [0][i]=0;
median tabIe[l][|]=
121 mean_table[1][i]=
median tabIe[2][|]=
123 mean_table [2][i]=0;
}
125 mean_count=0;
ADCSRA |=(1 << ADSC);
127 }//end mean_count==N_samples
129 else {

131 //median calculation
if (median_count==N_samples){

133 for(int i=0; i<=N_samples 1; i++){
for (int j=i+1; j<N_samples;j++){
135 for (int 1=0; I<axis; |++){

if (median_table[l][i]>median_table[l][]j])
137 {
temp[l] = median_table[I][i];

139 median_table[I][i] = median_table[I][]];
median_table[I][j] = temp[I];
141 }
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}

143 }
}
145
t=N_samples/2;
147 for (int k=0;k<axis;k++){
median[k]=median_table[k][t];
149 send_table2[k]median[k];
}
151
/1 fyll opp mean_table
153
for(int i=0; i<axis;i++){
155 mean_table[i][mean_count]=send_table2[i];
}
157 mean_count++;
median_count=0;
159 ADCSRA |=(1 << ADSC);
}// end median_count==N_samlples
161
else{
163
for(int i=0; i<axis;i++){
165 median_table[i][ median_count]=ADC_send[i];
}
167 median_count++;
ADCSRA |=(1 << ADSC);
169 }lend else
171

ADCSRA |=(1 << ADSC);
173 flag =0;

}//end else

175 }lend flag==

}/ 1 end while

177
}// end main
179

181 #pragma vector=ADC_vect
ISR(ADC_vect)
183 {

185 ADC_send[mux]=ADC;

187 if (mux<axis 1){
mux++;
189 ADMUX=(ADMUX & O0xF8) | mux;
ADCSRA |=(1 << ADSC);
191 }
elsef
193
mux=0;
195 ADMUX=(ADMUX & O0xF8) | mux;

ADCSRA |=(0 << ADSC);
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197

199

flag=1;
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Appendix C
CSMA/CA routines

After building IEEE 802.15.4 frames to be sent, the micrdoater put the radio into TX_ARET_ON
state. This is one of the extended states, where the fram&ntiasion uses an Automatic CS-
MA/CA retry. By looking at the frame eld in the received TXRAME, which is sent from
the microcontroller, the radio transceiver knows if an Aakitedgment is expected. If an Ac-
knowledgment is used, the radio transceiver switches idoSIATE after transmitting, and
awaits the Acknowledgment frame. If no Acknowledgementnieas received within 864s,
the radio transceiver retries the transmission. The numiretries can be set by the user. The
radio transceiver retries the transmission until an Ackedgment is received or the maximum
number of retries is reached.

After building IEEE 802.15.4 frames to be sent, the micrdodter put the radio into
PLL_ON state. This is one of the basic states, where the Baare transmitted without any
Automatic CSMA/CA retry.
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Figure C.1: IEEE 802.15.4 frame transmission routine

Figure C.2: IEEE 802.15.4 frame transmission routine
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Figure C.3: IEEE 802.15.4 frame transmission routine
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Appendix D

Jennic application note
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