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ABSTRACT

Context. The ESA Euclid space telescope could observe up to 150 000 asteroids as a side product of its primary cosmological mission. Asteroids
appear as trailed sources, that is streaks, in the images. Owing to the survey area of 15 000 square degrees and the number of sources, automated
methods have to be used to find them. Euclid is equipped with a visible camera, VIS (VISual imager), and a near-infrared camera, NISP (Near-
Infrared Spectrometer and Photometer), with three filters.
Aims. We aim to develop a pipeline to detect fast-moving objects in Euclid images, with both high completeness and high purity.
Methods. We tested the StreakDet software to find asteroids from simulated Euclid images. We optimized the parameters of StreakDet to
maximize completeness, and developed a post-processing algorithm to improve the purity of the sample of detected sources by removing false-
positive detections.
Results. StreakDet finds 96.9% of the synthetic asteroid streaks with apparent magnitudes brighter than 23rd magnitude and streak lengths
longer than 15 pixels (10 arcsec h−1), but this comes at the cost of finding a high number of false positives. The number of false positives can be
radically reduced with multi-streak analysis, which utilizes all four dithers obtained by Euclid.
Conclusions. StreakDet is a good tool for identifying asteroids in Euclid images, but there is still room for improvement, in particular, for finding
short (less than 13 pixels, corresponding to 8 arcsec h−1) and/or faint streaks (fainter than the apparent magnitude of 23).

Key words. methods: data analysis – techniques: image processing – minor planets, asteroids: general – space vehicles – surveys –
methods: numerical

1. Introduction

European Space Agency’s (ESA) upcoming, cosmological
Euclid mission surveys a large portion of the sky (Laureijs et al.
2011). Even though it purposefully points further than 15◦ from
the ecliptic plane, Euclid also detects a large number of Solar
System objects (SSO), up to 150 000 (Carry 2018). As the tele-
scope of Euclid points at a fixed position of the sky during a mea-
surement, the SSOs move relative to the background sky, and
objects moving faster than ∼5 arcsec h−1 (from near-Earth aster-
oids to Jupiter Trojans) appear as streaks in the data. These fast-
moving objects form the majority, approximately two-thirds, of
SSOs detected by Euclid (see Table 1). Thus, the main prob-
lem to be solved is streak detection. The challenges are that the
images contain many other sources, such as stars and galaxies,
and that most of the linear features in the images are due to cos-
mic rays rather than asteroids.

The importance of finding the asteroids in Euclid images is
twofold. First, they offer valuable data for Solar System sci-
ence. Most of the goals for studying asteroids benefit from
understanding their compositions (Gaffey et al. 2002). Observ-

? This paper is published on behalf of the Euclid Consortium.

ing the spectral energy distribution of asteroids, in particular in
the near-infrared, is essential for their compositional modeling
(Reddy et al. 2015). The Euclid mission substantially increases
the number of asteroids with multi-band photometry that extends
to near-infrared. Second, the asteroids need to be identified so
that they do not appear as artifacts and interfere with the cos-
mological data-analysis pipeline, which aims at a very precise
measurement of galaxy shapes to determine the amount of weak
lensing.

The first step in the analysis of Euclid data, in terms of Solar
System science, is to find the asteroids in Euclid images, because
most of the asteroids that are visible in the images are previ-
ously undiscovered objects (see Table 1). Lieu et al. (2019) car-
ried out tests using deep convolutional neural networks (CNNs)
to find the streaks in Euclid images. A related method has been
developed by Duev et al. (2019) to use an ensemble of CNNs to
remove false-positive streaks in Zwicky Transient Facility data.
The CNN approach is auspicious; however, currently it has only
been used to classify small (up to a few hundred pixels wide)
sub-images containing streak candidates, but not to extract streak
coordinates from large images. Furthermore, even though the
simulated Euclid images imitate the future real data as closely as
possible, the real images might look different. Because of the gap
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between synthetic and real image distributions, a CNN that is
only trained with simulated training data probably does not work
optimally out of the box for the real images (Shrivastava et al.
2017). If machine learning is used, it is advisable to have other
algorithms for finding the asteroids, if for nothing else, at least
for gathering non-synthetic training examples for the neural
networks. There is a parallel effort to develop a non-machine-
learning pipeline from simulated Euclid images by Nucita et al.
(in prep.), which is focused on finding streaks that are shorter
than 15 pixels (10 arcsec h−1). Other astronomical streak detec-
tion methods are, for example, findStreaks (Waszczak et al.
2017) and a method based on fast Radon transform (Nir et al.
2018).

The method used in this paper to tackle the problem of find-
ing the asteroids, especially the faster-moving ones, is a soft-
ware called StreakDet, which was developed by Virtanen et al.
(2016) to detect streaks caused by space debris in images
obtained from an Earth-orbiting platform. We tested what pro-
portion of simulated SSOs can be detected from the synthetic
images with StreakDet, what the detectable apparent magni-
tude and sky motion ranges are, and how high completeness and
purity can be achieved. We did this by optimizing the parameters
of StreakDet, developing a post-processing step to decrease the
number of false positives, and programming a test and analysis
software to give statistics on the results. The simulated data were
generated with ELViS, a Python program developed within the
Euclid Consortium.

In what follows, we first describe the Euclid mission and its
predicted main contributions to Solar System science. Then, we
describe the simulation of Euclid VIS images, the methods for
extracting streaks from images, and the tools for analyzing the
results. We then present and discuss our results obtained with the
StreakDet software and our additional post-processing step.
Finally, we provide our conclusions.

2. Euclid

2.1. Euclid mission

Euclid is a medium-class mission in the Cosmic Vision program
of ESA. It was selected in October 2011 and is planned to launch
in 2022. The nominal science program duration is six years, a
time during which Euclid stays in a halo orbit around the second
Lagrange point of the Sun-Earth system. The mission is named
after the mathematician of ancient Greece, Euclid of Alexandria.

Euclid is a cosmology mission, and it surveys a large portion
of the sky, 15 000 deg2 (Laureijs et al. 2011). Euclid explores the
nature of dark energy, dark matter, and gravity using gravita-
tional lensing effects on galaxies (weak lensing) and the proper-
ties of galaxy clustering (baryonic acoustic oscillations and red-
shift space distortion) (Amendola et al. 2018).

Euclid has a telescope with an aperture of 1.2 m and a focal
length of 24.5 m (Venancio et al. 2014). The mission operates
in the wavelength range from 550 nm (green) to 2000 nm (near-
infrared). The measuring instruments are VIS (VISual imager)
and NISP (Near-Infrared Spectrometer and Photometer), sharing
the same 0.53 deg2 field of view. VIS is a 600-megapixel visible
imager, operating between the wavelengths of 550 and 900 nm
(Cropper et al. 2018). NISP consists of a near-infrared three-
filter photometer (NISP-P) and a slitless spectrograph (NISP-S)
with a resolving power of 380 (Maciaszek et al. 2016). The pixel
size for VIS is 0.1 arcseconds per pixel, and for NISP 0.3 arc-
seconds per pixel. Euclid operates in a step-and-stare mode: VIS
and NISP-S observe an area of the sky simultaneously with an

exposure time of 565 seconds, after which NISP-P executes three
shorter exposures with Y , J, and H filters for 121 s, 116 s, and
81 s, respectively (Racca et al. 2016). For a given field, the afore-
mentioned exposures are repeated four times, with small changes
in the telescope pointing direction in between them, so that the
total observing time for each field is approximately 70 min. The
current baseline now also includes a fifth VIS image, taken
simultaneously with the NISP/J photometry exposure, during
the third jitter.

Since the data created by Euclid consist of hundreds of thou-
sands of images, with an accumulated data volume of several
petabytes, automated algorithms are necessary to analyze the
data. Approximately 10 billion galaxies appear in the data, of
which over 1 billion are used for weak-lensing, and several
tens of millions of galaxy redshifts are measured (Laureijs et al.
2011).

2.2. Solar System objects in Euclid images

Although Euclid’s main science goals are cosmological, it also
observes up to 150 000 Solar System objects (Carry 2018). Most
of these are asteroids, and the ones faster than ∼5 arcsec h−1

(orbits approximately up to Jupiter’s orbit) appear in the
Euclid images as streaks. The detection limit with VIS for
10σ on 0.43 arcsec extended sources is around mAB = 24.9
(Cropper et al. 2018), and with NISP Y , J, and H filters for 5σ
point sources, it is around mAB = 24. The NISP slitless spectra
is obtained by two grisms, blue (0.92 to 1.25 µm), which is used
only in the deep survey, and red (1.25 to 1.85 µm), which is used
both in wide and deep surveys. The grisms have a continuum
sensitivity of around mAB = 21.

Detailed estimates of the observed SSOs are shown in
Table 1. In addition to the object classes shown in Table 1, Euclid
has the potential to observe interstellar objects (ISO) as well.
The Vera C. Rubin Observatory (VRO; formerly known as the
Large Synoptic Survey Telescope) is estimated to find on the
order of ten, possibly even more, ISOs during its ten-year survey
(Cook et al. 2016). Euclid covers a slightly smaller area of the
sky than VRO, and the survey is shorter, so as a crude estimate,
the number of detected ISOs is expected to be a bit smaller than
VRO. All in all, Euclid can make a viable contribution to the
detection of ISOs, especially in the northern sky, because VRO
covers the southern sky only.

Euclid avoids the Galactic and ecliptic planes by observing
the sky that has Galactic latitudes greater than 30◦, and eclip-
tic latitudes higher than 15◦, except for calibration fields, which
can be closer to the ecliptic plane. For this reason, the aster-
oids detected by Euclid are primarily objects in high-inclination
orbits, which are currently underrepresented in the census of
asteroids (Mahlke et al. 2018). Nevertheless, the calibration field
data close to the ecliptic plane contain the highest number of
asteroids per field of view, up to a few thousand. There are
approximately 60% more known asteroids for every 3 degrees
closer to the ecliptic. There are also some asteroids in the deep
fields, but not many because they are far away from the ecliptic.

As Euclid measures multi-band photometry of galaxies, it
also substantially increases the number of asteroids with multi-
band photometry in the near-infrared region. In addition to the
compositional information provided by multi-band photometry,
Euclid data can, in many cases, also be used to constrain sev-
eral other properties of the asteroids, such as the rotation period,
spin-axis orientation, and shape, as well as detect binary aster-
oids (Carry 2018). Due to the relatively short observational time
span per asteroid, accurate orbit solutions for the discoveries
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Table 1. Estimates of Euclid survey parameters for different kinds of Solar System objects.

Population Known objects Euclid discoveries Euclid observations HV magnitude limits arcsec h−1 VIS Pixels

NEA 24 086 1.4+1.0
−0.5 × 104 1.5+1.0

−0.6 × 104 22.75 23.75 26.50 43.3+36.5
−19.9 67.9+57.2

−31.2
MC 16 662 1.0+1.7

−0.8 × 104 1.2+1.7
−0.8 × 104 21.00 21.25 22.75 41.3+22.6

−14.9 64.8+35.4
−23.3

MB 937 295 8.2+2.5
−2.2 × 104 9.7+2.5

−2.2 × 104 19.50 20.00 21.25 32.5+7.9
−5.5 51.0+12.4

−8.6
Trojan 8846 7.1+9.3

−4.9 × 103 7.5+9.5
−5.0 × 103 17.00 17.25 18.25 13.3+1.4

−1.1 20.9+2.2
−1.7

Centaur 951 2.2+2.1
−1.4 × 103 2.2+2.1

−1.4 × 103 14.75 15.50 18.25 4.0+2.9
−1.5 6.2+4.5

−2.3
KBO 2553 5.3+1.6

−1.3 × 103 5.5+1.6
−1.3 × 103 8.25 8.75 10.00 0.6+0.3

−0.1 1.0+0.5
−0.2

Comet 4070 22+4
−4 38+5

−4 18.25 19.00 22.00 4.4+6.2
−1.8 6.9+9.7

−2.8

Notes. NEA stands for near-Earth asteroid, MC for Mars-crossing, MB for main-belt, Trojan for Jovian Trojan, and KBO for Kuiper-belt object.
Column 4 (Euclid observations) shows the estimated total number of Solar System objects in the data, while Col. 3 (Euclid discoveries) shows
the estimated number of previously unknown observed objects. Columns 5, 6, and 7 (HV magnitude limits) show the largest absolute magnitudes
HV , for which the observation probability is 100%, 50%, and 1%, respectively. The values were determined from simulations, and they show the
likelihood that an object of a given absolute magnitude appears in Euclid images so that the apparent magnitude is enough to observe the object.
Column 8 (arcsec h−1) shows the median sky motion of the objects, with 25th and 75th percentiles in the subscripts and superscripts, and Col. 9
(VIS pixels) shows the corresponding streak lengths on the VIS CCD. The data are from Carry (2018) except for Col. 2, for which the numbers of
currently known objects were updated by the Minor Planet Center, as of October 17, 2020.

cannot be obtained by using Euclid data only, but rough orbits
and especially inclination distributions can be estimated (cf.
Muinonen et al. 2006). More accurate orbits can be obtained if
additional astrometry is or becomes available. For example, the
upcoming VRO determines the orbits for a large number of aster-
oids, and these orbits can be cross-correlated with Euclid detec-
tions (cf. Snodgrass et al. 2018).

3. Simulated Euclid images and preprocessing

The simulated data are generated with ELViS, a Python program
developed within the Euclid Consortium, to mimic the actual
Euclid VIS data as closely as possible. Here, we focus on the
simulated VIS data, as it is the instrument with the higher sensi-
tivity, longer exposure time, and smaller pixels, thus being bet-
ter suited for the StreakDet software. Simulated VIS images
include astronomical sources such as galaxies, stars, and Solar
System objects as well as image artifacts such as cosmic rays
(CRs), ghosts, charge transfer inefficiency (CTI), and bleeding.
The images also contain Poisson noise, readout noise, and bias.
See the top left image of Fig. 1 for an example of the data.

The field we simulated is centered at Galactic latitude
85.0◦ and longitude −82.8◦.The number of galaxies per CCD
range from 469 to 822, with a mean of 653. For stars, the
range is from 78 to 126, and the mean is 100 stars per
CCD. The simulation galaxy input catalog was created by the
Euclid cosmology science working group based on the MICE2
simulation (Crocce et al. 2015), for the usage of Euclid “Science
Challenge 3”. Due to undocumented reasons, probably related
to processing volume, the galaxy count is approximately half of
what is expected for the real sky, and galaxies fainter than 24.5
magnitudes are left out.

The asteroids in our data set were simulated to come from
a uniform random distribution between apparent magnitudes 20
and 26, apparent velocities between 10 and 80 arcsec h−1, and
angles between 0 and 360 degrees (clockwise from east), except
for one image set that focused more on shorter streaks, with
velocities ranging from 1 to 20 arcsec h−1. On average, there are
25 simulated asteroid streaks in each CCD. The simulated SSO
population is in no way realistic, but this flat synthetic popu-
lation is more suited for analyzing the performance metrics of
StreakDet and our pipeline.

Due to a reason that has yet to be identified within the ELViS
software, there is a small systematic, visible offset (up to a few
pixels) between the intended coordinates of the simulated aster-
oids and the final positions of the simulated asteroid streaks.
The offset is a linear function of right ascension and declination.
Therefore, we applied a linear correction to the ground-truth cat-
alogs to correct for the systematic offset.

The simulated data are provided as multi-extension FITS
files, and each file contains a header and four 2048× 2066-
pixel quadrants of a single 4096× 4132-pixel CCD. One sim-
ulated exposure consists of 36 such CCDs, forming a 6× 6 grid.
Between exposures, there is a dither movement, and one data
set consists of four dithered exposures, totaling 144 CCDs. The
simulated data did not include the fifth shorter VIS exposure. We
run tests on ten such sets for faster moving objects, and one set
for slower objects, totaling 11 sets, adding up to a total of 1584
CCDs.

Before feeding the images to StreakDet, we tiled the
2 k× 2 k-pixel image quadrants of multi-extension FITS files
into single-extension 4 k× 4 k-pixel images. We also removed
CRs with Astro-SCRAPPY (McCully et al. 2018; Van Dokkum
2001). Astro-SCRAPPY removed essentially all bright pixels
caused by cosmic rays. Some residuals were visible in the
images afterward, which was mainly caused by the CTI effect
(see top right image in Fig. 1). Astro-SCRAPPY does not remove
asteroid streaks due to their different PSF shape compared to
cosmic-ray streaks.

The data reduction for actual Euclid images is handled by
Euclid OU-VIS (Organizational Unit VIS) with more advanced
pipelines than were used in this work. The OU-VIS reduction
pipeline includes bias subtraction, flat fielding, CR removal,
and CTI corrections, as well as astrometric and photometric
calibrations with the Gaia (Gaia Collaboration 2016) catalog
(Dubath et al. 2016).

Most of the asteroids appear in three or four dithers of the
simulated data. Exceptions include asteroids that are close to the
edge of an image in first dither, which subsequently move out
of the imaging field due to their apparent velocity or the dither
movement of the imaging field. Similarly, asteroids that are out-
side the imaging area in the earlier dithers can move into the
images in later dithers. Thus, some asteroids appear in as lit-
tle as one dither. For our simulated data, in which the apparent
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Fig. 1. Streak detection steps. The top left image shows a quadrant of a raw CCD file. The size of the image is 2048× 2066 pixels, corresponding
to 204.8× 206.6 arcseconds. Asteroids are marked with red arrows, and the remaining streaks are cosmic rays. The top right image is the same
file after having cosmic rays removed. This image is then fed to StreakDet, which results in a segmented image, shown in the bottom left. The
bottom right image shows the final streaks found by StreakDet. As can be seen, there are many false-positive detections. The brightest pixels in
an image are often caused by cosmic rays, and after they are removed, the scaling of the image changes. For this reason, after cosmic ray removal,
the image appears brighter than before the cosmic rays were removed.

velocities, magnitudes, and streak angles come from a uniform
random distribution, the visibility of asteroids was as follows:
37% for four streaks, 45% for three streaks, 9% for two streaks,
and 9% for one streak. For a realistic asteroid population distri-
bution, the visibility statistics are likely to differ. Nevertheless,
for most objects, it is not necessary to find all the streaks in
all dithers caused by an object, but as little as one out of four
can count as a find, or as little as two when utilizing the post-
processing step to link streaks from several dithers.

4. Methods

4.1. StreakDet

StreakDet (Virtanen et al. 2016) is an ESA-funded software
developed to detect and analyze object trails in imaging data.
StreakDet has been developed mainly to analyze observations
of space debris either from Earth-based or space-based plat-
forms, and it can detect long, faint, and also curved streaks. Its
focus is on being able to detect streaks from single images as
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opposed to finding consecutive streaks from stacked images, a
task for which it is not well optimized. The initial tests run (on
non-Euclid images) by the StreakDet developers gave detec-
tion sensitivities of about 90% for bright streaks (per pixel
signal-to-noise ratios of >1), and about 50% for dimmer streaks
(S/N = 0.5).

The StreakDet pipeline consists of three main phases: seg-
mentation, classification, and lastly astrometric and photometric
reduction. The following descriptions of the algorithms are sum-
marized from Virtanen et al. (2016). In the following descrip-
tion, black and white (BW) refers to a binary image with a color
depth of 1 bit, where every pixel has either a value of 0 or 1.
Grayscale (GS) refers to the original image with a higher bit
depth.

The segmentation step converts the analyzed image into BW
to make the following steps computationally less demanding.
The BW image is created with the aid of two GS mean filters.
The first filter uses a smaller area, for example, 3× 3 pixels, for
which it calculates a mean pixel value. The second filter uses a
larger area, for example, 21× 21 pixels, and calculates the mean
pixel value for that area. The BW image is created by subtract-
ing the differences of the means calculated by the GS mean fil-
ters. The idea behind the mean-differences is to detect groups
of pixels whose value differs from the background. Because the
mean-difference calculation is locally executed, it is typically not
biased by global background gradients, which reduces the need
for preprocessing the image before feeding it to StreakDet.
Before segmentation, the density of bright pixels in the image
is calculated or manually set in order to determine the propor-
tion of white pixels to black pixels in the segmented image.

After the segmentation has turned the image to black and
white, filtering processes are applied, which aim to remove non-
streak-like features from the pipeline. An adapted version of
binary erosion is used, which gets rid of isolated active pix-
els and keeps pixels which are part of a larger structure, such
as a streak. Then a reconstruction filter is used to strengthen
the remaining features. After the previous steps have removed
most of the noise and small stars, larger stars are removed by
multiple-window pixel-density evaluation, which removes pixel
groups whose number of active pixels does not grow linearly
when the window size is increased. Finally, the remaining fea-
tures and their properties are indexed into a list with a connected
component labeling (CCL) algorithm.

After segmentation, the CCL features are given as input into
the classification phase. This consists of the following three
steps: first, the characterization of BW CCL features; second, the
characterization of BW CCL features that correspond to streaks;
third, the characterization of original GS features that correspond
to streaks.

Each of the steps uses classification processes to find the
streaks, and filtering processes to eliminate the non-streaks. Dur-
ing each step, eigenvalue analysis is used to compute feature
parameters such as width, orientation angle, aspect ratio, cur-
vature, and porosity (referring to the compactness of the fea-
ture). Both linking and unlinking are done during the BW steps.
Linking implies connecting found features that are likely to be
parts of the same longer streak. In contrast, unlinking implies
dividing a large found feature into smaller ones, if it seems
likely that the sub-features are actually separate streaks. Dur-
ing the GS parametrization, point-spread-function (PSF) fitting
with a moving 2D Gaussian approach, utilizing the nonlinear
Levenberg-Marquardt least-squares method, is used to refine the
streak parameters. The GS parametrization is done by starting
with the BW features and then finding the parameters of the cor-

responding GS streak with the aforementioned algorithms. The
GS fitting also extends outside the BW bounding box, in case
only a part of the real streak was found during the BW process.
Finally, the GS features are classified and filtered according to
their PSF width and curvature. An example of the results after
segmentation and after the whole pipeline can be seen in the
bottom left and bottom right images of Fig. 1, respectively. The
final, optional phase of the StreakDet pipeline is astrometric
and photometric reduction.

Because StreakDet uses only one CPU most of the time,
N StreakDet processes can be run in parallel with a computer
with N CPU cores, which makes it possible to run StreakDet
on 36 FITS CCDs in only approximately max(1, 36 N−1) times
the time it takes to analyze one FITS CCD. With our settings,
running StreakDet on a 4 k× 4 k image using a single CPU
core took approximately one minute. It takes Euclid 70 min to
produce the 180 VIS CCDs of one pointing, so, theoretically,
three CPU cores would be enough to run StreakDet with VIS
data so that the program would not fall behind the image deliv-
ery pace of Euclid. In practice, more CPUs are needed to rerun
StreakDet with different parameters or on differently prepro-
cessed VIS images or, alternatively, depending on the schedule
at which VIS data become available.

4.2. Analysis program

In order to compare the results given by StreakDet to the sim-
ulation inputs (ground truth), we developed a test and analysis
program in Python. The analysis program was used to process
all the ground-truth and StreakDet data, compute statistics on
the results, and show plots of hits, misses, false positives, and
errors.

We tested StreakDet by running it on single 4 k× 4 k-pixel
FITS CCDs, and only afterward did we combine and stack all
the data by the separate Python analysis program. The reason
for this is that StreakDet itself does not appear to work well
with stacked images, that is, the detection percentage was lower
for stacked images than for individual images. The reason for
which seems to be due to combined noise, causing the signal-
to-noise ratio (S/N) of the streaks to decrease. The 4 k× 4 k
images are run one by one with StreakDet, and then the images,
StreakDet results, and ground-truth data are tiled and stacked
afterward with the analysis program.

To improve the purity of the sample (i.e., to decrease the
number of false-positive detections), we developed a post-
processing step called multi-streak analysis and implemented
it in Python. As the data have images from four dithers, the
asteroids appear as multiple line segments along the same line
in the stacked image (see Fig. 2). Before feeding the data to
the multi-streak pipeline, so-called static streaks are removed.
In other words, streaks that are in the same coordinates in mul-
tiple dithers cannot be asteroids, but they are galaxies or other
static objects instead and thus can be removed from the analysis.
With our optimized StreakDet parameters, approximately one
quarter of all streaks found by StreakDet were static.

The multi-streak pipeline is described below.
1. Run StreakDet separately on all FITS CCDs for all four

dithers.
2. Tile and stack ground-truth data with the Python analysis

program.
3. Tile and stack StreakDet results with the Python analysis

program.
4. Search for ground-truth multi-streaks that have 2–4 streaks

along the same line, so that the streaks are different dithers
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Fig. 2. Example of asteroids appearing as multi-streaks, when all four
dithers are stacked into a single image. The image shows two dashed
lines, each of which is caused by an asteroid. The width and height of
the image are approximately 1000 and 600 pixels, corresponding to 100
and 60 arcsec, respectively.

in logical order, that is, assuming that the object moves fairly
linearly in one direction and does not suddenly move back-
ward.

5. Search for StreakDet multi-streaks that have 2–4 streaks
along the same line (again, all streak in different dithers
should be in logical order).

6. Check that the lengths, angles, fluxes, and PSF sigma (stan-
dard deviation from PSF fitting) values of the individual
streaks in the multi-streaks are within given ranges of each
other.

7. Analyze which StreakDet multi-streaks match ground-
truth multi-streaks and which do not. To be classified as a
match, at least two single streaks in a StreakDet multi-
streak have to match to those of the ground-truth multi-
streak.

Without the ground-truth data available, that is, when processing
the real Euclid data, only steps 1, 3, 5, and 6 are carried out.

Asteroids that move from one CCD to another between
dithers are taken into account in the multi-streak analysis. For
example, if an asteroid appears in one CCD in the first dither,
and moves to the neighboring CCD in the subsequent dithers, the
multi-streak analysis can link all of the separate streaks together.

5. Results

5.1. Single-streak analysis

For StreakDet, the fraction of true positives and especially
false positives changes substantially depending on the settings
used. After testing the parameters available for the StreakDet
pipeline, we identified a few parameters that increase the num-
ber of true positives. In general, the segmentation settings are
the most important part of optimizing StreakDet, because if a
streak is not already found in the segmentation phase, it becomes
impossible to find it during the subsequent processing stages.
After optimizing the segmentation phase, parameters related to
the later stages of the pipeline were optimized as well in order
to get the final detection percentage as close to the segmentation
detection percentage as possible. After testing and optimization,
a combination of settings appearing to maximize the number
of true positives was chosen and used to process all simulated
Euclid images.

As expected, there is a trade-off between maximizing the
number of true positives and minimizing the number of false

positives. Our primary goal was to maximize the number of
true positives during StreakDet processing because the num-
ber of false positives can be radically reduced with the multi-
streak analysis that is carried out as a post-processing step. The
optimal parameters seem to vary slightly from image to image,
and they may depend on the exact image characteristics, such as
background brightness and stellar density. However, StreakDet
takes the number of bright stars and pixels in the image into
account before starting the segmentation, so the variation in
results between images is small, at least with the simulated data.
It is expected that StreakDet can achieve fairly similar results
on different parts of the sky, using the same parameters. When
aiming for the highest completeness on atypical fields, such as
the calibration fields, tuning the parameters might prove useful.
StreakDet can differentiate between streaks caused by

asteroids and CRs due to their difference in PSF shape. However,
when tested on data containing CRs, the total detection percent-
age achieved by StreakDet was approximately 10 percentage
points lower compared to data that had CRs removed. Due to this
effect, we opted to remove CRs from the data before analyzing
it with StreakDet. Furthermore, the CRs are removed anyway
during the processing of the real Euclid data by OU-VIS.

Figure 3 shows the StreakDet detection percentage (com-
pleteness) for streaks of different magnitudes and lengths as a
heat map. The completeness is defined here as the fraction of
streaks found among the streaks that are at least partially visible
in the CCDs. In other words, streaks that are completely outside
or between the CCDs are ignored. All in all, StreakDet man-
aged to find 96.9% of individual streaks brighter than 23 mag-
nitudes and longer than 15 pixels (16 283 out of 16 807). For
fainter streaks, the detection percentage starts to fall, reaching
essentially zero at magnitude 25. This is to be expected, as the
limiting magnitude in the simulated data is 24.5 at an S/N of
10 for an extended source. This approximately corresponds to
a magnitude of 26.5, using an S/N of 3 to 5 for a point source.
Since the light is spread onto, for example, 10 pixels, a mag-
nitude 24 SSO has approximately the same per-pixel counts
as a magnitude 26.5 star, and it becomes difficult to discern
from the background. For short streaks, the detection percentage
decreases rapidly for streaks shorter than 13 pixels (8 arcsec h−1).
For fast-moving faint asteroids, the streaks appear fainter than
for slow-moving asteroids of the same magnitude because, in a
longer streak, the integrated flux is spread over a larger num-
ber of pixels. For this reason, shorter streaks caused by faint
asteroids are found more easily than longer streaks caused by
faint asteroids. Since the simulated galaxy density is only half of
what is excepted of the real sky and the numerous faint galax-
ies are missing from the images, the detection percentage for
faint streaks could be somewhat different for the actual data.
Nevertheless, as StreakDet does not detect streaks fainter than
magnitude 24.5, the difference in results should not be very
significant.

Each SSO forms from one to four streaks, because there are
four dithers. Therefore, it is not necessary to detect each streak
that formed by an SSO in order to be able to detect that par-
ticular object. When calculating the number of simulated SSOs
for which StreakDet found at least one streak out of up to four
streaks, the detection percentage is 99.1% for SSOs brighter than
23 magnitudes and longer than 15 pixels (10 arcsec h−1). Again,
the detection percentage starts to fall after magnitude 23, but it
is 10–20 percentage points higher for SSOs than for individual
streaks between magnitudes 23 and 24.5.

According to our tests, StreakDet’s detection ability
declines rapidly for streaks shorter than approximately 13 pixels
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Fig. 3. StreakDet detection percentage as functions of apparent magnitude and apparent motion. The values on both axes show the limits of the
bins. For example, the bin between sky motions of 33 and 37 arcsec h−1 and magnitudes of 21.5 and 21.75 shows that the StreakDet detection
percentage (completeness) is 99% for streaks created by all simulated objects between those values. On average, there are 83 ground-truth streaks
per bin.

(8 arcsec h−1). Therefore, for the ten main image sets used for
the final results, the lengths of asteroid streaks were chosen to
range from 15 to 125 pixels (from 10 to 80 arcsec h−1). Also,
with certain settings, StreakDet does not appear to find streaks
shorter than 15 pixels (10 arcsec h−1) and brighter than 20.5 mag-
nitudes at all. This is due to StreakDet being optimized for rela-
tively faint streaks by default. When the pixel brightness crosses
a certain threshold, it causes bright streaks to already be filtered
out in the segmentation phase. This can be avoided by adjust-
ing parameters in the source code of StreakDet’s segmentation
phase. Optimizing for short and bright streaks causes the com-
pleteness to fall slightly, approximately 0.5 percentage points for
all streaks fainter than 21 magnitudes. This is notable because
most of the found asteroids are faint, and a small change in the
detection percentage close to the limiting magnitude radically
changes the number of observed objects. It seems that one set of
parameters is good for finding the brightest streaks, and another
is better for finding fainter ones. For the real Euclid images, it
might make sense to run StreakDet twice for all data, with two
different parameter sets. For the results in this work, we used
the setting optimized for brighter streaks, because it offered a
slightly higher total completeness with our uniform data set.

In addition to the ten main image sets focused on streaks
longer than 15 pixels (10 arcsec h−1), we ran supplementary
tests with a simulated data set containing shorter streaks, from
approximately 1 pixel to 30 pixels (1–20 arcsec h−1). We did
this to get a better idea of the streak length range at which
StreakDet can operate. According to those tests, StreakDet’s
detection percentage starts to drop sharply for streaks shorter

than 13 pixels (9 arcsec h−1), reaching essentially zero below
9 pixels (6 arcsec h−1).

Comparing the results in Fig. 3 to the populations shown
in Table 1, in terms of sky motion, StreakDet can find a vast
majority of bright enough near-Earth asteroids, Mars-crossing
asteroids, main-belt asteroids, and Jovian Trojans (for a visu-
alization of the sky motion ranges of different populations, see
Fig. 5 in Carry 2018). In addition, individual Centaurs, Kuiper-
belt objects, and comets can form long enough streaks for
StreakDet to detect. For the populations shown in Table 1, the
apparent magnitude limit is 24.5, which StreakDet can reach
for the shortest found streaks (Trojans) with a completeness of
approximately 50%. For faster moving objects, such as main-
belt asteroids, the limiting magnitude of StreakDet is 24 or
less. This suggests that StreakDet cannot detect all of the up
to 150 000 objects appearing in the images, but getting precise
completeness and purity values for realistically simulated SSO
populations requires new simulations and remains for future
work.

The brightness of each simulated asteroid stayed constant in
all the streaks it formed. In reality, asteroids rotate and often
have nonspherical shapes, which causes the apparent brightness
to vary. Most of the asteroids larger than approximately 150 m
have rotation periods longer than two hours, but smaller aster-
oids can rotate much faster (Pravec et al. 2002). Therefore, as
the observation time for a pointing is 70 min, larger asteroids can
show variation in brightness mostly between different dithers.
Smaller asteroids can show significant variation even within a
single dither, resulting in a streak with periodic brightness vari-
ation, and if the brightness is close to the limiting magnitude, a
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Fig. 4. Errors in angles, lengths, and coordinates of StreakDet finds as a function of magnitude and length. The y-axes of the two uppermost
and the two lowermost plots are in logarithmic scale. The y-axes of the middle plots are in symmetric logarithmic scale, where the values between
−10−1 and 10−1 are shown in linear scale. In the middle plots, showing length errors, negative y-values mean that the corresponding lengths given
by StreakDet are shorter than ground-truth lengths, whereas positive values mean that lengths given by StreakDet are longer than ground truth.
The 70th percentile length errors in the middle plots are technically 30th percentile errors, since the length errors are typically negative.

dashed line. StreakDet can link a dashed line into a coherent
streak feature, but the variation in apparent magnitude can make
the detection more difficult. Measuring the significance of this
effect on the detection results requires more realistic simulations
and remains for future work.

5.2. Errors

Figure 4 shows the angle, length, and coordinate errors of
StreakDet detections as functions of the true magnitude and
true streak length. The fitted angles of the streaks are typically
accurate when compared to the ground truth. For the bright-
est streaks, in the magnitude range of 20–21, the average angle
error is around 0.06 degrees, and the median angle error is
0.03 degrees. For fainter streaks, the angle errors increase

steadily due to a less accurate streak fitting, and after magnitude
24, the average error is above 1 degree. For all magnitudes, the
average angle error is 0.22 degrees, and the median angle error
is 0.08 degrees. After magnitude 25, there were just a few indi-
vidual detections, which causes the median and mean errors to
be identical.

For shorter streaks, the angle error is larger than for long
streaks due to a better streak fitting for long streaks. In the error
plots that are plotted as a function of sky motion, there appears
to be a plateau at the very shortest length range, but this is again
due to the fact that there are very few or zero found streaks at
those points.

The fitted lengths of the StreakDet finds are also
quite accurate for bright streaks. For streaks brighter than
21 magnitudes, the average error in streak length is −0.6%, that
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is, the streaks found by StreakDet are slightly (at sub-pixel
level) shorter than the ground truth. The median error for magni-
tudes smaller than 21 is 0.04%, so that the lengths of the streaks
found are very slightly longer than the ground-truth streaks.
Again, the error and its variance start to increase for fainter
streaks due to less accurate streak fitting. The sign of the length
error as a function of magnitude changes between magnitudes
22.6 and 24, and again around magnitude 25. When going to
fainter streaks, the variance of the errors increase due to a less
accurate streak fitting, so the change of the error sign is likely
just an effect of randomness. This is especially true after magni-
tudes 24 and even more so after 25, where the number of found
streaks is very small and the streaks are very faint. The very
small number of detections for the faintest streaks causes the
median and mean errors to become identical in the plot.

For long streaks, StreakDet sometimes finds two shorter
line segments of the ground-truth streak instead of the entire
streak. In addition, some streaks fall partially outside of the
image, and only a part of them are visible on the CCD. This
causes the found length to be shorter than the ground-truth
length. Longer streaks are more likely to continue outside the
image. These effects combined are responsible for the median
and mean length errors turning negative for streaks longer than
approximately 60 pixels (40 arcsec h−1). For long streaks, the
median length error is negative at sub-pixel level, whereas the
mean length error approaches −10%. For short streaks, the
median and mean length errors are positive at sub-pixel level.

In other words, both angle and length errors increase for
faint streaks. For short streaks, angle errors are larger, but rel-
ative length errors are smaller. For the long streaks, the opposite
is true, so that angle errors are small, but relative length errors
are larger. A notable detail is that while the mean error can be
large, the corresponding median error is typically much smaller.
This means that most streak parameters defined by StreakDet
are quite close to the ground truth, and for a small number of
streaks, the parameters are off by a large margin. In addition to
the causes for larger errors discussed above, a general case for a
sizable error is that some streaks fall close to or on top of galax-
ies or other objects, which can interfere with the streak fitting.

The coordinate error is defined as the difference between
the ground-truth coordinates for the middle point of the streak
and the corresponding coordinates given by StreakDet. For
the brightest streaks, between magnitudes 20 and 21, the aver-
age coordinate error is 0.58 pixels, and the median coordinate
error is 0.10 pixels, corresponding to 58 and 10 milliarcseconds,
respectively. The coordinate error increases for both faint and
long streaks. For all magnitudes, the average coordinate error is
1.92 pixels (192 mas), and the median coordinate error is
0.19 pixels (19 mas).

The primary source of the coordinate error is the length error.
When StreakDet detects the length of the streak inaccurately,
the middle point of the streak is also detected inaccurately. When
taking only streaks whose length error is less than 0.1 pixels into
account (22% of all detections), the average coordinate error for
all magnitudes decreases to 0.15 pixels (15 mas), and the median
error decreases to 0.10 pixels (10 mas).

We tested StreakDet without astrometry and photometry
at this point, as it was originally programmed to use UCAC4,
and Gaia data are available for Euclid. Therefore, there are no
estimates for apparent magnitude errors.

5.3. Multi-streak analysis

Since the settings were optimized to maximize the detection per-
centage, when analyzing just the individual streaks, the number
of false positives is high, and there are approximately 30 false
positives for each true positive. Multi-streak analysis manages
to discard most of the false positives, while maintaining most of
the true positives. The multi-streak analysis results are shown in
Fig. 5 and in Tables 2 and 3. The completeness is defined here
as the fraction of multi-streaks found among the ground-truth
multi-streaks that have visible streaks in at least two dithers. In
other words, ground-truth objects that are visible in only one
dither are ignored. These objects correspond to approximately
9% of the simulated objects. If they were included, all the com-
pleteness values shown in the heat map would be approximately
9% lower.

The parameters of multi-streak analysis are the following,
with values we used in the analysis in the parentheses: mini-
mum number of streaks in a multi-streak (2), maximum length
difference between streaks (45%), maximum angle difference
between streaks (3◦), maximum angle difference between the
single streaks and the common multi-streak line (3◦), maximum
flux difference between streaks (29%), and maximum differ-
ence in PSF sigma values (44%). This set of parameters was
found to retain virtually all of the true positives, while decreas-
ing the number of false positives by three orders of magni-
tude to approximately 4% of all StreakDet finds. The false-
positive multi-streaks are typically caused by two individual
false-positive streaks that happen to be approximately along
the same line in two dithers and otherwise fulfill the filtering
parameters.

The number of false positives can be decreased further by
using stricter parameters, but the number of true positives starts
to decrease faster than the number of false positives below a 4%
false-positive level. The most straightforward way to achieve
virtually zero false positives is to require at least three linked
streaks instead of two. This appears to guarantee 100% purity,
but the downside is a fairly large drop in the number of true pos-
itives, from 55.66% to 44.36% completeness in a full test set
containing all tested streak lengths and magnitudes. The multi-
streak analysis is a separate post-processing step, so it can be
run multiple times with different settings, without the need to
run StreakDet again. This way, multiple SSO data sets can be
offered, for example, one with zero false positives but smaller
completeness, and another with a small number of false posi-
tives but higher completeness. Currently, the multi-streak anal-
ysis takes approximately one minute to run for one pointing,
144 CCDs. With more optimization, the running time can be fur-
ther reduced, if needed.

When comparing the top right and bottom right images in
Fig. 1, it seems that a substantial portion of the false positives are
results of the streaks caused by the CTI shadows of the removed
cosmic rays. As the OU-VIS data reduction pipeline consider-
ably reduces the CTI effects in the images, the number of false-
positive streaks should also decrease, increasing purity.

The fifth VIS exposure, which was not simulated in our
data, can also help increase purity and completeness. How-
ever, the detectability of SSOs in the additional VIS expo-
sure with StreakDet is limited to objects moving faster than
∼60 arcsec h−1 because the exposure time of the additional VIS
frame is only 116 s, instead of 565 s, resulting in much shorter
streaks.
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Fig. 5. Multi-streak detection percentage as functions of apparent magnitude and apparent motion. The values on both axes show the limits of
the bins. On average, there are 21 ground-truth multi-streaks per bin. The completeness shown is defined as the number of true-positive linked
multi-streaks divided by the number of ground-truth multi-streaks consisting of at least two linked streaks. In other words, ground-truth streaks
appearing in only one dither are ignored. If they were included, all the completeness values shown would be approximately 9% lower.

Table 2. Multi-streak analysis results, combined for all tested data sets.
Semi-hits refer to linked multi-streaks that contain both true and false-
positive streaks.

Type Number Percentage

Ground-truth multi-streaks 9737
StreakDet multi-streak finds 5682
Hits 5420 55.66%
Semi-hits 18 0.18%
Total hits 5438 55.85%
Duplicates 17 0.17%
Misses 4299 44.15%
False positives 227 4.00% of SD finds

Notes. The table includes all the data underlying Fig. 5, including all
the zero-bins, which explains the total completeness of only 55.66%.

6. Conclusions and future work

In the simulated Euclid data, StreakDet finds a streak in at
least one dither for 99.1% of SSOs brighter than 23 magni-
tudes, with streak lengths longer than 15 pixels (10 arcsec h−1),
and it finds 96.9% of all the individual streaks caused by these
objects. For streaks fainter than magnitude 23, the finding per-
centage starts to decrease and reaches zero at magnitude 25. This
is to be expected, given the limiting magnitudes of VIS. Still,

Table 3. Detailed detection percentages of multi-streak analysis. GT
refers to ground truth and SD refers to StreakDet.

GT multi-streaks with 4 parts 4009 41.17% of GTs
Of which StreakDet found 2285 57.00%

With 4 SD hits 1612 40.21%
With 3 SD hits 491 12.25%
With 2 SD hits 182 4.54%

GT multi-streaks with 3 parts 4828 49.58% of GTs
Of which StreakDet found 2692 55.76%

With 3 SD hits 2211 45.80%
With 2 SD hits 481 9.96%

GT multi-streaks with 2 parts 900 9.24% of GTs
Of which StreakDet found 443 49.22%

With 2 SD hits 443 49.22%

there appears to be some room for improvement in the detec-
tion percentage above magnitude 23 since StreakDet fails to
detect some faint streaks that are still visible to the naked eye,
and it finds some streaks of similar brightness, but not others.
For streaks shorter than 13 pixels (8 arcsec h−1), the detection
percentage declines rapidly, approaching zero at streaks lengths
below 9 pixels (6 arcsec h−1). The multi-streak analysis run on
the final StreakDet results worked well in retaining most of the
true positives, while removing most or, with stricter settings, all
of the false positives.
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Going forward, the areas with the greatest potential for
improving the overall detection ability of asteroids in Euclid data
are improving the segmentation phase of StreakDet, making it
more readily able to detect short and/or faint streaks. Improving
the detection percentage for faint streaks is especially impor-
tant, because most of the asteroids appearing in Euclid images
are close to the limiting magnitude. The simulated data used
in this work contained too few faint galaxies, compared to the
real sky. This could somewhat change the expected StreakDet
detection percentage for streaks above magnitude 24. However,
as StreakDet currently detects very few of the streaks that are
that faint, the effect on results should be small, and improving
the detection of faint streaks with realistic faint galaxy density
remains for future work in any case. If possible, it would also
be useful to optimize the StreakDet code so that is runs more
rapidly, because currently, it takes approximately one minute to
analyze one 4 k× 4 k image. Another option is to develop an
advanced deep learning model, such as a convolutional neural
network, that is capable of directly returning the coordinates of
the asteroids in the images. One possible option is to combine
these two approaches. From a practical point of view, it is proba-
bly necessary to collect at least some non-simulated Euclid train-
ing data for a machine-learning approach using a method such as
StreakDet. Another prospect is studying the analysis of aster-
oids in the NISP images, in terms of detection and measurement
of the spectral energy distributions.
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