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Abstract 
 

The projected future climate changes increase the need for models that are able to predict the 

climate effects on the surface energy budget. With the large model developments lately, the 

mismatch between the scales at which atmospheric and surface variables operate on are being 

stressed. While atmospheric variables operate on scales of several kilometres, near-surface 

temperatures are highly variable, particularly in alpine areas, with significant variations on the 

meter scale. The snow cover has profound implications for the thermal regime of the ground, 

and the strong winds prevalent in high altitude and arctic environments heavily redistribute 

the snow cover, causing a small-scale pattern of highly variable snow depths. There is a need 

for quantification and new techniques to represent this small-scale variation in permafrost and 

land surface models.  

Field observations show a variability of the mean annual ground surface temperatures within 

0.5 km2 of up to 5 °C, where spatial variation in maximum snow depth is found to be the main 

explaining variable. The distributions of snow in high-mountain environments are highly 

asymmetric, and combined with the non-linear insulating effect of snow this implies that the 

spatial average ground temperature in a 1 km² area cannot necessarily be determined based on 

the average snow cover for that area. Land surface or permafrost models employing a coarsely 

classified average snow depth will therefore not yield a realistic representation of ground 

temperatures. For arctic and high-latitude environments similar to those in Scandinavia and 

Svalbard, a simple representation of snow distributions clearly improves the model 

representation of the surface energy balance. 

We employ statistically derived snow distributions within 1 km² grid cells as input to the 

regional permafrost model CryoGRID1, in order to represent sub-grid variability of ground 

temperatures. This is shown to improve the representation of both the average and the total 

range of ground temperatures: The model results show that we reproduce observed sub-grid 

ground temperature variations of up to 6 °C, with 98% of borehole observations within the 

modelled temperature range. Based on this more faithful representation of ground 

temperatures, we find the total permafrost area of mainland Norway to be nearly twice as 

large as what is modelled without a sub-grid approach. 
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As an outcome of the improvements to the regional permafrost modelling in Norway 

presented in this thesis, we have produced a new and improved baseline map for permafrost 

on the entire Scandinavian Peninsula, updating the coarsely resolved baseline map in use until 

today. The new map is based on an implementation of the CryoGRID1 model, with a sub-grid 

snow distribution routine for non-vegetated areas. The model results are qualitatively 

evaluated in collaboration with the national permafrost researchers with experience within the 

area, and against available ground thermal observations, BTS-mappings and 

geomorphological maps showing the location of permafrost landforms. The evaluation of the 

results shows that the model is capable of representing the regional patterns of permafrost 

very well, and it also reproduces observed ground temperatures and lower limits of permafrost 

at a local scale.  

The statistical snow distributions derived for Norway are also implemented as tiles in a 

coupled atmosphere-land surface model. This increases the transition time from full snow 

cover to snow-free ground from a few days to more than two months at Finse, in accordance 

with field observations. The improved representation of the fractional snow cover reduces a 

cold temperature bias found in the reference simulation during the melting season, at both 

point scale and regional scale. As a result of the decreased albedo and increased skin 

temperatures during the melting season, heat and moisture fluxes are increased. These 

changes in energy and moisture fluxes result in increased precipitation in the mosaic approach 

during the melting season, which in the most affected sub-region increases the correlation 

between simulated and observed precipitation from 0.83 to 0.89.  

The field observations and modelling efforts presented in this thesis demonstrate that land 

surface models and permafrost models with grid resolutions of 1 km or coarser will introduce 

biases in the surface energy balance if they do not adequately represent the sub-grid variation 

of snow. For permafrost this implies that the distribution of permafrost will be biased, but also 

that the response to changes in the climate forcing will be incorrect if the full range of sub-

grid ground temperatures is not represented. Biased averages that do not include these small-

scale effects propagate back into the coupled atmosphere models. A statistical approach as 

presented in this thesis is not only cost effective; it requires relatively few input parameters, 

all which are normally available over larger regions. This study is clear evidence that the sub-

grid variability of snow depths should be accounted for in future model approaches targeting 

the ground thermal regime and permafrost distribution. 
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1 Introduction 
 

1.1 Motivation 

Permafrost is one of the key elements of the global cryosphere and the periglacial 

environments, occupying  approximately a quarter of the landmass of the Northern 

Hemisphere (Figure 1) (Zhang et al., 2000). Permafrost is defined as ground remaining at or 

below 0 °C for at least two consecutive years (French, 2007). The active layer is defined as 

the upper part of the ground experiencing seasonal thawing and freezing. Both the spatial 

extent of permafrost and the thickness of the active layer are thus solely defined by the 

thermal regime. Consequently, both are highly sensitive to changes in the surface energy 

budget. Because of the dampening of temperature amplitudes with depth, permafrost gives a 

filtered signal of the long-term changes in ground surface temperatures, and is therefore a 

useful climate indicator. It is also a controlling factor of the landscape evolution in both arctic 

and alpine regions on different spatial and temporal scales (Etzelmüller et al., 2003). 

A large number of studies have shown evidence of substantial global warming over the last 

decades, with the most pronounced increase in the high-latitude regions of the northern 

hemisphere. Here, temperatures have risen 0.6 °C per decade over the last 30 years (IPCC, 

2013). This has greatly affected the terrestrial cryosphere. Evidence of increasing ground 

temperatures is reported from many regions, including the Nordic area (Isaksen et al., 2001; 

Harris et al., 2003; Isaksen et al., 2008a; Christiansen et al., 2010). 
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Figure 1: Distribution of permafrost in the Northern Hemisphere according to (Brown et al., 
1997) with distribution of TSP borehole observations as a part of the GTN -P network 
indicated with red and green dots. 

General Circulation Models (GCMs) predict an accelerated warming trend towards the end of 

the 21st century, most likely with a global surface temperature increase exceeding 1.5°C 

relative to 1986-2005 (IPCC, 2014). This will lead to increases in permafrost temperatures, 

deepening of active layers, and complete degradation of permafrost will occur in some 

regions. By the end of the 21st century the near-surface permafrost extent is projected to 

decrease by between 37% (RCP2.6) and 81% along the Representative Concentration 

Pathways (RCP) 2.6 and 8.5 (IPCC, 2013). This may trigger climate feedback effects from 

local to global scale, and will highly affect ecosystems, infrastructure and communities in the 
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Arctic. Large amounts of greenhouse gasses (CO2, CH4, N2O) are prospected to be released 

into the atmosphere from thawing of organic-rich permafrost (Schuur et al., 2008; Elberling et 

al., 2010). Current permafrost areas are projected to become a net emitter of carbon over the 

21st century (IPCC, 2014), causing them to act as a positive feedback mechanism on the 

climate system. These processes are poorly represented in the GCMs (IPCC, 2013), and 

considerable effort is currently being made to better represent permafrost and its possible 

feedback mechanisms in future models. 

In mountain permafrost areas, studies indicate a temperature dependent stability in steep 

slopes and vertical rock faces (Gruber and Haeberli, 2007; Krautblatter et al., 2013). A high 

number of rock slides originating from rock walls with permafrost have been observed in the 

Alps during the last decades, with increasing intensity in warmer periods (Gruber et al., 

2004a; Noetzli et al., 2006). However, mountain permafrost change as a trigger mechanism 

for rock instability is not yet fully understood.  

Great advances have been made during the last decades towards better monitoring of ground 

temperatures and summer thaw in permafrost areas, with data collected in a Global Terrestrial 

Network for Permafrost (GTN-P, Figure 1). Because permafrost is an “invisible” 

phenomenon, spatial models of ground temperatures are required to be able to quantify the 

current distribution of permafrost on a global scale. Such models are crucial to be able to 

project the response of ground temperatures to a warming climate with the potential related 

feedbacks. Earth System Models (ESMs) operate on grids with a resolution of 50 to 300 km, 

which is far too coarse to adequately represent topography and land surface processes. 

Downscaling is therefore necessary to do any detailed impact assessment. Regional Climate 

models operate on finer spatial resolutions of down to 4 km, which improves the 

representation of atmosphere variables (e.g. Stendel et al., 2007). However, because of the 

extreme heterogeneity of the land surface compared to atmosphere variables, the energy 

exchange at the surface is still not sufficiently resolved at this resolution. This is particularly 

true for arctic and high alpine environments, where the topography and surface properties 

vary on the meter scale.  

The high computational cost of increasing the spatial resolution in existing land surface 

models necessitates evaluation of alternative techniques to represent the fine-scale variability 

at the land surface. Sufficient knowledge of each parameter’s contribution to the spatial 

variability of energy exchange between the ground allows for application of a statistical 
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representation of the crucial parameters in order to reproduce most of the observed variation. 

However, implementation of a statistical downscaling scheme in regional land surface models 

requires knowledge of the spatial behaviour of the selected parameters down to a fine scale 

over large areas. It is therefore a need for both detailed investigations of fine-scale processes, 

as well as acquisition of large spatially distributed datasets that allows for understanding of 

the regional behaviour. 

The seasonal snow cover exerts a major influence on the thermal regime of both the terrestrial 

cryosphere and glaciated areas, mainly because it acts as a very effective insulator during the 

cold season. The insulating effect of snow increases non-linearly with depth, and combined 

with the asymmetric distribution of snow normally found in mountain areas, large biases are 

potentially introduced in models by the averaging effect of coarsely resolved snow data. The 

high albedo of a snow covered surface compared to bare ground significantly influences the 

local surface energy balance. The timing of the onset and offset of the snow cover is therefore 

important both for weather forecasting and climate models. Snow cover is also a crucial part 

of the hydrological regime, particularly in Norway. 40 % of the Norwegian land area is 

situated above 600 m a.s.l. as large plateaus and u-shaped valleys, storing major parts of the 

runoff as seasonal snow (Erlandsen et al., 1997). In mountain regions snowmelt contributes 

with as much as 85 % of the annual runoff (Dingman, 2002). A precise representation of the 

distribution and properties of the seasonal snow cover in Norwegian mountain regions is 

therefore valuable not only for land surface modelling and weather forecasting, but also for 

flood forecasting and run-off prognoses in the hydro power industry, as well as snow 

avalanche forecasting (Kronholm et al., 2010). 

 

1.2 Objectives 

There is a large scale gap between the coarsely-resolved ESMs used to predict future climate 

changes and the finely-resolved land surface schemes required to evaluate both glacier mass 

balance, snow distribution and ground thermal conditions. In order to provide sound 

predictions of how the terrestrial cryosphere will respond to future climate changes, we need 

up- and downscaling procedures for surface processes. The NFR-funded CryoMet project 

addresses this problem, focusing on how snow processes influence the surface energy 

balance. As part of the CryoMet project, this thesis seeks to contribute to the downscaling 
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procedures of snow in mountain environments. The objectives are summarized by the 

following main goals: 

1) Quantify the variability of ground temperatures within an area corresponding to a 

typical grid-cell used in regional permafrost models and land surface schemes, as well 

as develop a better understanding of which surface parameters are the primary 

contributors to this variability.  

2) Develop downscaling schemes for representation of snow distribution in non-

vegetated high-mountain areas of Norway. 

3) Evaluate the effect of an integrated sub-grid distribution of snow in numerical 

permafrost models and land surface schemes. 

4) Provide a new permafrost map for Finland, Sweden and Norway. 

The goals are achieved through detailed field studies of critical parameters governing the 

atmosphere-ground interactions at three different high-alpine sites in Norway. These field 

observations are combined with reanalysis of a large set of available ground temperature data 

and snow depth surveys. Together, this forms the basis for detailed analysis, statistical 

downscaling, calibration of parameters and model evaluation. 

 

1.3 Outline 

This thesis is composed of two parts. PART 1 provides an overview of the presented research 

and yet unpublished results. A general background on the ground thermal regime and its 

controlling factors is given in Chapter 2, together with an overview of snow and permafrost 

monitoring and modelling. The geological and climatological settings of the study area and 

field sites are presented in Chapter 3. Chapter 4 provides a main overview of the 

methodologies applied in the research of the thesis, with detailed descriptions of the field and 

modelling approaches. Short summaries of each of the publications forming the basis of thesis 

are given in Chapter 5, together with unpublished additional material related to each of the 

publications. An overall discussion of the results and implications for the scientific 

community is provided in Chapter 6.  Conclusions and outlook are presented in Chapter 7 

and Chapter 8, respectively. A list of related journal and conference publications published 

during the PhD work, but not included in the thesis, is given in Chapter 10. 
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PART II consists of the five scientific papers forming the basis of this thesis. Papers I and II 

are peer-reviewed and published, Paper III is at the time of writing published as a discussion 

paper, while Paper IV and Paper V is submitted and in review. All papers are published or 

submitted to internationally recognized scientific journals. 
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2 Background 
 

2.1 Permafrost modelling 

The two main categories of mountain permafrost distribution models today are regionally 

calibrated empirical-statistical models and physically based process-oriented models 

(Riseborough et al., 2008; Harris et al., 2009). Empirical-statistical permafrost models relate 

documented permafrost occurrences to topo-climatic factors, such as elevation, slope and 

aspect, mean annual air temperature (MAAT) and solar radiation (Hoelzle, 1996; Etzelmüller 

et al., 2001; Wright et al., 2003; Heggem et al., 2005). These models have been criticized for 

being grey boxes with topo-climatic factors selected according to their relative influence on 

the total energy balance exchange (Harris et al., 2009). They also assume a steady-state 

condition and neglect effects of a three dimensional topography on heat fluxes in the ground. 

However, such models are easily applied, require only limited input parameters, and are 

relatively reliable if they are well calibrated locally or regionally. Process-based models give 

a more detailed and physical reconstruction of the energy fluxes between the atmosphere and 

the permafrost, treating all the factors of the surface energy budget explicitly. They therefore 

require large amounts of precise input data. They are particularly well suited for sensitivity 

studies with respect to interactions and feedbacks involved under climate-change scenarios 

(Harris et al., 2009).  

Process-based permafrost models can be categorized based on temporal, spatial and thermal 

criteria (Riseborough et al., 2008). Spatially, ground temperatures can be modelled in one 

dimension at a single point location, in two dimensions over transects, or geographically over 
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a larger area. The spatial resolution should vary with the scale of implementation, from 

continental to regional or local scale. The relative importance of climate, topography and 

ground conditions varies respectively (Harris et al., 2009). Spatial resolution should match the 

scale of variation in the area of implementation. Mountain permafrost is characterized by 

large variability and it has therefore been questioned whether a regional model can reproduce 

a permafrost distribution in mountainous areas (Harris et al., 2001b; Riseborough et al., 2008; 

Harris et al., 2009). 

Temporally, models can either define a steady-state permafrost condition (equilibrium 

models), or a transient evolution from an initial state to a current or future state (transient 

models). Simple thermal models can calculate the presence or absence of permafrost, active 

layer depth or annual averages of temperatures at the ground surface or top of the permafrost. 

These models are frequently based on empirical-statistical relations using transfer functions 

between air and ground temperatures. Numerical models may define longer term progression 

of a deep-ground temperature profile (transient modelling), and are more complex 

representations of the ground thermal regime (Riseborough et al., 2008).  

The last climate reports by IPCC have highlighted the impact of increasing ground 

temperatures caused by the coming century climate changes predicted by the GCMs. This has 

led to an increased focus on transient permafrost modelling, which has so far taken two main 

directions: (1) the so called post-processing method (Sazonova and Romanovsky, 2003; 

Nicolsky et al., 2007; Zhang et al., 2008) with a one-way coupling between the GCM and the 

permafrost model, and (2) a two-way coupled scheme where the permafrost model is 

integrated in the GCM, or in ESMs.  

In the post-processing approach, national, regional and global permafrost models of different 

levels of sophistication are forced with output from GCMs. The main problem with the post-

processing approach is that the feedback from the ground is not coupled back into the GCM. 

In addition, the coarse resolution of the GCMs does not represent the permafrost processes 

satisfactorily. This is improved by using downscaled regional climate models (RCMs) with 

higher resolutions, to force the permafrost model. The post-processing approach is often used 

to run equilibrium models, and the transient evolution of steady-state conditions can be 

reproduced. However, the model will not give any information about when the steady-state 

situation will occur because of the significant time lag between air temperatures and ground 
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temperatures. Even with these limitations, studies show satisfactory results using relatively 

simple equilibrium models (Sushama et al., 2006; Riseborough, 2007). 

The ESMs typically comprise fully coupled atmosphere, ocean, land, sea ice and often 

biogeochemical components. Examples of  ESMs with integrated permafrost models are the 

Community Land Model (CLM; Lawrence et al., 2011) and the Organizing Carbon and 

Hydrology in Dynamic Ecosystems (ORCHIDEE; Koven et al., 2011). The more 

sophisticated fully coupled ESMs give a more direct modelling of the permafrost dynamics. 

However, it has been problematic to obtain good results with this method, due to shallow soil 

columns, absence of an organic layer on the surface, errors in the climate model (e.g. 

Lawrence and Slater, 2005). In addition, as with the post-processing approach, the coarse 

resolution does not represent the permafrost processes satisfactorily. 

Since the Fourth Assessment Report, major efforts have been directed towards improving the 

representation of permafrost in such models. The fifth phase of the Coupled Model 

Intercomparison Project (CMIP5) compares and evaluates the performance of the permafrost 

models in a range of these ESMs against observations and theoretical expectations (Taylor et 

al., 2011). In this way the predicted fate of permafrost under scenarios with temperature 

increase is evaluated. The intercomparison of permafrost models has identified large 

variations in modelled mean soil temperatures (Koven et al., 2012). The disagreements can be 

traced to the representation of the surface offset, and in particular its mediation by snow in 

winter. There is also a wide variety in the amount of dampening of the mean and the 

amplitude of soil temperatures with depth. These are partly related to differences in the 

modelled soil physical properties and the coupling between soil temperature and hydrology, 

particularly for organic layers. Some models represent the organic content as a mixture of 

organic and mineral properties, instead of as separate units through the soil column (Koven et 

al., 2012).  
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2.2 The ground thermal regime 

The ground thermal regime is determined by the surface energy balance as an upper boundary 

condition, the geothermal heat flux as the lower boundary condition, and the thermal 

properties of the ground Figure 2. While the temporal variability of the geothermal heat flux 

is normally disregarded, the surface energy balance varies over different time scales 

corresponding to the annual and the daily cycles of solar radiation. The surface energy 

balance as a sum of sensible, latent and ground net heat fluxes (Figure 2) can be formulated as 

(e.g. Hartman, 1994):    

         (1) 

where Q denotes the energy balance of the uppermost surface layer. SWnet and LWnet are the 

net short and long wave radiation fluxes, SH and LH are the sensible and latent heat fluxes, 

GH is the energy exchange between the surface and the underlying ground, and Gmelt is the 

melting of snow/ice in the uppermost surface layer.  

 

 

Figure 2: The main components contributing to the surface energy ba lance. The figure is 
taken from the description of the Snowpack model (e.g. Bartelt and Lehning, 2002) on the 
web site https://models.slf.ch/docserver/snowpack/html/general.html.  
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The amount of heat transported in or out of the ground is governed by the surface energy 

budget and the thermal properties of the ground material. The properties include the thermal 

conductivity k (W m-1 K-1) determining the rate of heat transfer, and the volumetric heat 

capacity C (J m-3 K-1) controlling the magnitude of temperature change introduced by the heat 

transfer (Williams and Smith, 1989). The heat transfer equation under transient conditions 

forms the basis for all geothermal models, and can be expressed through the general one-

dimensional diffusion equation for heat in the form: 

            (2) 

The material is a porous media of different components such as organic matter, minerals and 

water, all having different values for k and C. When water contained in the material undergoes 

freezing and thawing, release and absorption of latent heat of fusion is the dominant factor in 

the heat flow (Williams and Smith, 1989). This is normally accounted for by subsuming its 

effect in the volumetric effective heat capacity parameter Ceff (Riseborough et al., 2008): 

          (3) 

where θu is the volumetric unfrozen water content of the subsurface material, T is the 

temperature of the ground (°C) and L is the volumetric latent heat of fusion (J m-3). The 

volumetric heat capacity is summed over each component of the ground, i (ice, solid earth 

material, water, etc.). x is the volume fraction of the component, ρ the density (kg m-3) and c 

the specific heat capacity (J kg-1).  

2.2.1 The surface offset 

Solar radiation is the main controlling factor of ground temperatures and permafrost 

distribution on a regional scale (e.g. Hoelzle, 1996; Etzelmüller et al., 2001; Gruber et al., 

2004a; Etzelmüller et al., 2007). However, the surface energy balance, reflected in the ground 

surface temperatures (GSTs), is not only controlled by the local climate: it is also modified by 

a range of site-specific topoclimatic variables such as vegetation, snow cover, soil moisture 

and topography. These variables serve as a buffer layer resulting in an offset between air 

temperatures and GSTs, called the surface offset. The combination of several variables, some 

being inter-correlated and some having high spatial heterogeneity, makes physical model 

representation of all parameters in the surface offset a highly challenging task. The controlling 

factors of the surface offset constitute a key topic of this thesis, discussed in detail in Section 

2.3. 
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For model purposes, where a detailed representation as described above is not possible due to 

computational restrictions or lack of detailed input data, empirical-based transfer functions (n-

factors) are used to link the temperatures at the ground surface to the air temperature. n-

factors are computed as ratios of annual accumulated freezing and thawing degree days 

between the ground surface (DDS) and the air (DDA): 

          (4) 

Freezing (FDD)  and thawing (TDD)  degree day indexes are integrated negative or positive 

daily temperatures, respectively (Klene et al., 2001):

 

TF is the freezing temperature of water (0°C), T is the daily mean temperature in the air or at 

the ground surface, ts is the duration of the thawing/freezing season. n-factors were originally 

used for engineering purposes (Lunardini, 1978), but have also shown to be applicable in 

modelling natural environments (Jorgenson and Kreig, 1988; Taylor, 1995; Klene et al., 2001; 

Juliussen and Humlum, 2007).  

A relation for the mean annual ground surface temperature (MAGST) can be derived from 

degree days in the air together with n-factors: 

          (6) 

where P is one year in days (365 days). 

 

2.2.2 The thermal offset 

The moving freezing front during winter season and thawing front during summer season are 

governed by the annual cycle in the surface energy budget. The ground down to maximum 

thaw depth, corresponding to the ground undergoing annual phase change in permafrost areas, 

is termed the active layer. The thermal offset ΔT is defined as the difference between TTOP 

and MAGST, where TTOP is defined as the mean annual temperature at the top of the 

permafrost or the bottom of the seasonal freezing layer (Goodrich, 1978; Burn and Smith, 

1988; Smith and Riseborough, 1996). Thermal conductivity of ice is approximately four times 

higher than water, and the thermal offset therefore highly depends on the moisture content of 

the subsurface materials. When water is present in the ground, the heat transfer out of frozen 
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ground in winter will exceed the heat transfer into the ground through the thawed active layer 

in summer. This implies progressively lower mean annual temperatures down towards the 

bottom of the active layer, and makes it possible to maintain permafrost also when the mean 

annual ground surface temperature is above 0 °C.  

The most common analytical equation for the moving phase change boundary in permafrost 

models is the Stefan approximation, widely used in field based studies of thaw depth (e.g. 

Nelson et al., 1997; Shiklomanov and Nelson, 2003; Heggem et al., 2006). The primary 

assumption of this approximation is that sensible heat is ignored, and all heat flow is used to 

exchange heat at the freezing or thawing front. When ignoring transient effects, the step 

change in temperature, i.e. |T – TF|t can be replaced by annual accumulated freezing or 

thawing degree days (see Eq. 5), and the Stefan solution can be written as: 

            (7) 

where Z is the depth of the thawing or freezing front and θw is the water content of the ground. 

DDgs is degree days at the ground surface, which is often used instead of a step change in 

temperature when the formula is applied for field use (Lunardini, 1981).  

In general, permafrost will exist when seasonal thaw does not thaw all of the frozen ground. 

Therefore, to determine the occurrence of permafrost from freezing and thawing indexes at 

the ground surface alone, a simplified version of Stefan solution is employed (Carlson, 1952): 

           (8) 

where kf  and kt are thermal conductivities of the ground in frozen and thawed state, 

respectively.  

Assuming a steady state situation over the one-dimensional heat diffusion equation 

Romanovsky and Osterkamp (1995) derived an analytical expression for the thermal offset 

based on a transformation of the Stefan thawing problem for the active layer and on the 

definition of thermal offset.: 

         (9) 



16 
 

This equation was previously stated by Kudryavtsev (1981), but without any derivation. By 

rearranging this formula and including n-factors for the surface offset, we get a solution for 

the mean annual temperature at the seasonal maximum depth of the freezing or thawing front. 

This solution is referred to as the TTOP-approach (Smith and Riseborough, 1996): 

     (10) 

where 

           (11) 

 

2.3 Controlling factors of the surface offset 

The large fine-scale variability in GST at the meter scale is a result of the high complexity in 

the buffer layer. The complexity of the buffer layer stems from (1) a high degree of spatial 

heterogeneity in several of the influencing variables, (2) a set of different effects from each 

variable, and (3) interaction between the variables. 

2.3.1 The vegetation cover 

The influence of vegetation on the ground temperatures is complex and related to several 

different processes. Trees affect the soil moisture and organic content, shade the ground from 

direct solar radiation, intercept snow, and act as snow fences accumulating wind blown snow. 

Depending on the forest species and canopy density, in combination with the amount of 

potential incoming solar radiation, the vegetation may decrease or increase the ground 

temperatures. Permafrost areas in the Swiss Alps and in Scandinavia are generally restricted 

to non-forested areas (Hoelzle, 1996; Isaksen et al., 2008a; Harris et al., 2009; Farbrot et al., 

2013), mainly because of the cooler summer seasons and high redistribution of snow. 

Consequently, the shading effect is less important, while accumulation of wind drifted snow 

in the vegetation insulates the ground. In Scandinavia, vegetation near the permafrost zone 

consists mainly of shrubs and mountain birch. This low vegetation acts as a very effective 

snow fence that can be buried entirely by snow during winter, additionally increasing the 

surface albedo. In more continental permafrost areas, such as in the Yukon Territory, Alaska 

(Dingman and Koutz, 1974) and Mongolia (Heggem et al., 2006), permafrost may occur 
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below tree stands, even when permafrost is not present in the surrounding terrain. This is 

attributed to the effect of trees shading the ground from the very high amount of solar 

radiation during summer season in more continental climates. The vegetation in these more 

low-land permafrost areas is dominated by larger tree species such as black and white spruce.  

2.3.2 Topography and related effects of aspect and slope 

On the macro-scale, topography influences the atmospheric conditions such as air 

temperatures and precipitation patterns, and therefore also the amount of precipitation falling 

as snow. The main effect of the local topography is the influence on the amount of potential 

incoming solar radiation in a single point location, related to the aspect and shading from 

surrounding topography. Indirectly, topography influences the drainage patterns and therefore 

the soil moisture, the distribution of vegetation, as well as the local variation in wind speed. 

The latter controls the erosion and accumulation related to wind drifting of snow. The 

variation in solar radiation is particularly important in mid-latitudes where the total amount of 

solar radiation is high. Topographic features such as mountain peaks and rock walls, three-

dimensional by nature, introduce three-dimensional thermal effects in the ground (Gruber et 

al., 2004b; Noetzli et al., 2007). 

2.3.3 The effects of a seasonal snow cover 

The seasonal snow cover is a decisive factor controlling the ground thermal regime and the 

surface energy budget, in particular in cold regions with a sparse vegetation cover (e.g. 

Goodrich, 1982; Isaksen et al., 2001; Zhang et al., 2001; Ishikawa, 2003; Luetschg et al., 

2004; Luetschg et al., 2008). Its most important property impacting the ground temperatures 

is its seasonality. In addition, its influence on ground temperatures is related to the 

combination of four main physical properties of snow: (1) the high surface albedo, (2) the 

high emissivity, (3) the low thermal conductivity, and (4) the latent heat of fusion. 

(1) The high surface albedo leads to a reduction in absorbed solar radiation, which again 

may cause a lowering of the temperature at the surface. In arctic regions where the 

incoming solar radiation during the snow covered season is low, this effect is less 

pronounced, but still observable. At more southerly latitudes the small scale pattern of 

snow during melt-season highly influences the near surface temperatures. 

(2) Emissivity of snow varies from 0.96 to 0.99 and it therefore acts nearly as a 

“blackbody” in thermal infrared wavelengths. This gives a possible increase in the 

efficiency in the longwave radiation exchange, which may decrease the ground surface 
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temperatures. However, it should be noted that in some cases the emissivity of the 

ground surface without a snow cover is almost as high, or even higher, as for snow.  

(3)  Dry snow mainly consists of air and ice crystals, resulting in an extremely low 

thermal conductivity ranging from close to 0.0 W m-1 K-1 for fresh to about 0.5 W m-1 

K-1 for very dense ripened snow (Figure 3, Sturm et al. (1997)). The low thermal 

conductivity makes the seasonal snow cover an effective insulator, and a sufficiently 

thick snow cover depending on the climate and snow properties, typically around 50 - 

80 cm in Norway and the Swiss Alps, nearly disconnects the ground surface 

temperatures from the cold air temperatures (Haeberli, 1973). This results in higher 

GSTs close to 0°C. The insulating effect of snow makes snow the dominating 

parameter modifying the energy exchange to the ground in high-mountain and arctic 

environments where the vegetation cover is sparse (e.g. Smith, 1975; Goodrich, 1982; 

Zhang, 2005; Farbrot et al., 2011; Morse et al., 2012). The snow cover therefore often 

determines the boundary between continuous and discontinuous permafrost in these 

environments (Smith and Riseborough, 2002). 

 

 

Figure 3: Relation between thermal conductivity and density of snow (from Sturm et al., 
1997). 

(4) The energy required to melt ice, the latent heat of fusion, is 334 J g-1. For snow and ice 

rich materials the energy required to thaw the material is by far larger than the energy 

required to increase or decrease its temperature. Snow melt is therefore an energy sink, 

and keeps the ground surface at 0 °C until the snow is entirely melted, even though the 

air temperatures are well above 0 °C. In areas with a thick snow cover and high air 
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temperatures during melt-season, this has a significant effect on the soil temperatures. 

(Harris et al., 2009). If the snow cover is highly redistributed with large variation in 

snow depths, the latent heat of fusion effect introduces large spatial variations in GST 

during the melt-season. 

The timing of the onset and offset of the snow cover influences its effect of temperature 

increase or decrease on the ground (Zhang, 2005; Luetschg et al., 2008). An early 

establishment of snow in the fall relative to when air temperatures are falling below 0 °C 

yields an insulating effect on the ground. Contrary, a late offset in spring results in a decrease 

in ground temperatures. However, a thin snow cover with high albedo during fall is likely to 

have a cooling contribution since the insulating effect is less than the reduction in absorbed 

energy due to reflection. A thick snow cover has a great impact on soil temperatures, as it 

insulates from the cold air temperatures. This effect increases with colder winter 

environments. However, a thicker snow cover will also imply a longer duration of snow 

covered season, sometimes into late spring and summer. If the snow cover lasts long enough, 

the albedo and latent heat effects exceed the isolating effect during winter, and the total effect 

of the thick snow cover will be a cooling of the ground (Zhang, 2005).  

 

2.4 Snow distribution in alpine areas 

2.4.1 Spatial variation of snow 

The spatial variation of snow depths is a result of several mechanisms operating on different 

scales in different environments. At large scales of hundred meters to several kilometers 

orographic effects on the precipitating clouds result in large variations in precipitation and 

snow depth (e.g. Førland et al., 1997; Anders et al., 2007; Schuler et al., 2008; Jarosch et al., 

2012; Mott et al., 2014). Depending on the storm type and the size and shape of the surface 

topography, precipitation amounts can be enhanced either on the windward side, the leeward 

side or at the ridge top (Houze, 2012; Mott et al., 2014). At more local scales (< 1 km) the 

variation in snow cover thickness is mainly driven by the local wind field, influence by local 

topography and vegetation. 

At high altitudes and in arctic areas, strong winds in combination with open terrain heavily 

redistributes the snow, yielding significant variability in snow depth over distances from tens 

of centimetres to hundreds of meters (Sturm et al., 1995; Bruland et al., 2001; Liston et al., 
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2007). Here, high elevations and exposed terrain, often in combination with a relatively long 

season of drier snow conditions, lead to a high frequency of blowing snow and accumulation 

in lee of terrain features, topographic depressions and vegetation (Pomeroy and Gray, 1995; 

Liston and Sturm, 1998). Secondly, drifting snow leads to significant sublimation of wind-

borne particles and locally loss of snow of up to 10 % (Liston and Sturm, 1998; Liston and 

Sturm, 2004; Groot Zwaaftink et al., 2011; Bernhardt et al., 2012). However, averaged over 

the catchment scale the loss is probably only a 2-3 % (Groot Zwaaftink et al., 2011; Bernhardt 

et al., 2012).   

The impact of vegetation on snow depth variability in vegetated regions is important where 

the snow depths are less than the vegetation height. Here, snow distribution mechanisms 

operate on the scale from tens to hundreds of meters (Liston, 2004). In these areas canopy-

intercepted snow leads to mass loss by sublimation, but also tree wells around the tree trunk, 

with radiuses up to 5 meters (Sturm, 1992). These accumulation variations depend on leaf 

area, canopy density, and forest species (e.g. Moeser et al., 2015).  

During melt season spatially variable factors controlling the surface energy budget can lead to 

spatially variable melt rates and a further change in the variability of snow depths (Liston, 

1999; Mott et al., 2011; Egli et al., 2012). The governing factor is the incoming solar 

radiation, spatially variable with aspect and shading from surrounding topography and 

vegetation. This effect is particularly important for high-mountain areas at more southerly 

latitudes. Additionally, vegetation and surrounding topography contribute by emitting long 

wave radiation (e.g. Pomeroy et al., 2003; Pomeroy et al., 2009), and local advection can 

produce enhanced snow melt at the edges of snow patches (Liston, 1995).  

2.4.2 Snow distribution modelling 

To model the local wind drifting of snow, models with different levels of physical 

sophistication, number of input parameters, and computational cost can be applied. The 

models can be classified into 1D point models, 2D, and fully spatial distributed 3D models. 

Temporally, models can be classified in models simulating individual storm-events and 

models simulating the entire snow season. For the purpose of an improved representation of 

the surface-energy balance, a snow simulation for the entire snow season is normally required.  

During the past decades there has been a great advance in the development of snow 

distribution models that physically describe saltation and suspension as the main mechanisms 

for moving snow (e.g. Pomeroy et al., 1998; Essery et al., 1999; Liston et al., 2007; Lehning 
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and Fierz, 2008). The models vary in complexity; however, the development tends to go 

towards more realistic representations of the physical processes. The earlier models tried to 

capture the first-order physics, while still being able to simulate spatial snow distribution over 

the entire snow season (Pomeroy et al., 1997; Liston and Sturm, 1998; Essery et al., 1999; 

Jaedicke et al., 2000; Durand et al., 2005). To manage this, the complexity of the snow 

transport was partly reduced to empirical and analytical relationships between topographical 

parameters, wind speed and transport rates. Winstral and Marks (2002) and Winstral et al. 

(2002) developed terrain-based parameters to characterize the effects of wind on snow 

redistribution in complex terrain, without any physical representation of  the snow pack.  All 

these models are able to simulate observed snow cover patterns, but the magnitude is often 

deficient (Liston and Hiemstra, 2008). This might be due to shortcomings in the model 

physics, errors in the meteorological forcing data due to e.g. mismatch in resolution, near 

surface wind fields (Bernhardt et al., 2009) or gauge undercatch in windy environments 

(Liston and Sturm, 2004), or also errors in the boundary conditions due to relatively low-

resolution topography and vegetation data (Liston and Sturm, 1998; Liston et al., 2007). 

Lately, more complex models have been developed to solve 3D wind-fields by applying 

atmospheric models over high-resolution grids (Gauer, 2001; Liston et al., 2007; Lehning and 

Fierz, 2008; Bernhardt et al., 2009; Mott and Lehning, 2010). The scales required for 

representing the driving mechanisms of snow transport are debated, but in complex terrain, 

such as in alpine mountain areas, it is suggested that the small scale redistribution by saltation 

and suspension are not captured even by horizontal resolutions as fine as 25 m (Lehning and 

Fierz, 2008; Raderschall et al., 2008). High spatial resolution in combination with a complex 

3D-representation of the physical processes ultimately results in considerable computational 

cost for simulations over even small sub-catchment areas. The increased model complexity 

therefore results in temporal and spatial restrictions. The size of the area of interest, the time 

span of simulations required for the purpose, the availability of input parameters, as well as 

the spatial resolution and quality of surface characteristics must be considered to select an 

appropriate model.  
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2.5 Permafrost monitoring and mapping 

Monitoring of thermal profiles of ground temperatures in permafrost is a sensitive method for 

detecting long-term changes in the surface energy balance over annual to century time scales. 

The low conductivity in the ground filters the high frequency climate signals in the 

atmosphere, and preserves only the long term signals. Long term observations of the thermal 

regime in boreholes are therefore necessary to understand the changes on the ground regime 

in a warming climate, and to validate models. The second important variable to monitor in 

order to analyze changes in permafrost is the active layer thickness. Changes in the active 

layer thickness could be expected as a response to changes in the surface climate, particularly 

in summer. It may have significant temporal and spatial effects on the carbon balance of the 

tundra (Romanovsky and Osterkamp, 1995; Schuur et al., 2008), terrain stability and thus also 

human infrastructure in cold regions (Nelson et al., 2002), and natural hazards and landscape 

processes in general (Harris et al., 2001a). 

The Global Terrestrial Network for Permafrost (GTN P) was developed in the 1990s, and is 

the primary international program concerned with monitoring permafrost parameters (Burgess 

et al., 2000). It was established with the aim of obtaining a comprehensive view of the spatial 

structure, trends and variability of changes in the active layer thickness and permafrost 

temperature. Two global monitoring programs are established to coordinate observations of 

these two key variables: the Thermal State of Permafrost (TSP) and the Circumpolar-Active-

Layer-Monitoring (CALM) program. CALM was initiated already in 1991 (Nelson et al., 

2004). It was among the international permafrost community’s first large-scale efforts to 

construct a coordinated monitoring program capable of producing data sets suitable for 

evaluating the effects of climate change. The goal of the program is to measure inter-annual to 

-decadal variations in the active layer thickness, near-surface temperature and surface 

movement over local to global geographic scales using standardized protocols. During the 

International Polar Year (2007-09) major steps in monitoring of ground temperatures were 

taken through the TSP program (Romanovsky et al., 2010b). New networks of boreholes 

instrumented with data loggers were established world wide, such as in the Nordic countries 

(Christiansen et al., 2010), Canada and Alaska (Smith et al., 2010), central Asia (Zhao et al., 

2010), Russia (Romanovsky et al., 2010a), and in Antarctica (Vieira et al., 2010).  

In Scandinavia, occurrences of permafrost in mountains were described already in the 

beginning of the 20th Century (Reusch, 1902). However, the research on frozen ground was 
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restricted to mires and palsas up to the late 1980s. During the 1960s and 1970s there were 

several studies on landform features as indicators for permafrost, including ice cored moraines 

(Østrem, 1964), rock glaciers, and non-sorted polygons (Rapp and Annersten, 1970; Rapp and 

Clark, 1971; Rapp, 1982). Still, the majority of the studies were restricted to palsas both in 

Norway (Sollid and Sørbel, 1974; Åhman, 1977; Sollid and Sørbel, 1998), Sweden (Rapp, 

1982) and Finland (Seppälä, 1986; Seppälä, 1997). A new detailed inventory of rock glaciers 

and ice cored moraines from field observations, previous maps and aerial images was 

published in 2010 by Lilleøren and Etzelmüller (2011). 

Already in the 1950s, frozen ground was found at a depth of 70 meters in a well drilled in 

bedrock in northern Sweden (Ekman, 1957). Observations of frozen bedrock were in the same 

period reported from construction work in northern Finland and Sweden (Ekman, 1957; 

Åhman, 1977). However, widespread research and mapping of mountain permafrost did not 

occur until the 1980s, when geophysical methods were introduced in permafrost research. 

Extensive permafrost was measured down to 50-100 m depths in bedrock in northern Sweden 

and Finland (King, 1982; King and Seppälä, 1987). Mountain permafrost limits based on 

geophysical, seismic and geothermal investigations, together with large surveys of the basal 

temperature of snow (BTS), were drawn for northern Sweden (King, 1982), southern and 

northern Norway (King, 1983), as well as for Finnish Lappland (King and Seppälä, 1987). 

These findings were supported by soil temperature measurements (Jeckel, 1988). The large 

collection of field investigations spread all over the Scandinavian Peninsula formed the basis 

of the first mapping of high mountain areas as sporadic, discontinuous and continuous 

permafrost zones (King and Åkerman, 1993).  

During the period 1997-2000 the EU-initiated project PACE (Permafrost and Climate in 

Europe) established several deep boreholes and measurement sites for near-surface energy 

exchange monitoring. The aim was to improve mapping and modelling of permafrost in 

European high-mountain areas. Three deep boreholes (>100 m) were drilled in the Nordic 

area at Janssonhaugen (Svalbard), Tarfalaryggen (Sweden) and Juvvasshøe (Norway) 

(Isaksen et al., 2001). These boreholes provided valuable insight in the thermal regime of high 

mountains, and found lower ground temperatures and deeper permafrost in the high mountain 

areas than earlier expected. As part of the TSP program several new boreholes were 

established in bedrock in the mountain areas of northern Norway in 2005-2008 (Sollid et al., 

2003; Isaksen et al., 2008b). The NFR (Norwegian Research Council) funded CRYOLINK 

project established a monitoring network for mountain permafrost and seasonal frost in 
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southern Norway in 2008 (Farbrot et al., 2011). In total, more than 25 boreholes were drilled 

during these campaigns, covering areas from the maritime west coast to more eastern inland 

areas. In parallel with the development of the Nordic borehole networks, a Swiss Permafrost 

Monitoring Network (PERMOS) were established in the year 2000. Today the PERMOS 

network includes 14 temperature sites where near-surface temperatures, borehole 

temperatures, and ERT are measured, and 14 Kinematics Sites, where terrestrial surveys and 

photogrammetric analyses are performed and/or air photos are taken regularly.  

In addition to the borehole campaigns, large efforts have been made to map lower limits of 

permafrost through BTS-surveys, ground surface temperature measurements and DC 

resistivity tomography data (Ødegård et al., 1992; Ødegård et al., 1996; Isaksen et al., 2002; 

Heggem et al., 2003; Hauck et al., 2004; Heggem et al., 2005; Farbrot et al., 2008; Isaksen et 

al., 2008a; Juliussen and Humlum, 2008; Ødegaard et al., 2008).  

Empirical-statistical models for permafrost have been implemented for central eastern 

Norway  (Heggem et al., 2005; Juliussen and Humlum, 2007), southern Norway (Etzelmüller 

et al., 1998) and the Nordic countries (Etzelmüller et al., 2008). Despite the large monitoring 

efforts during the last decades, the Circum-Arctic permafrost and ground ice map (Brown et 

al., 1997) still represents the state of the art of permafrost mapping of the Nordic (Figure 1). 
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3 Setting 
 

3.1 The Scandinavian Peninsula 

Norway, Sweden and northern Finland form the Scandinavian Peninsula. The geology of the 

peninsula consists of a stable large crust of very old metamorphic rock (c. 2500-3100 Ma old). 

The Scandinavian Caledonides, also called the Scandes, stretches through most of Norway 

and adjacent parts of Sweden, forming the highest mountains of Scandinavia with peaks up to 

2469 m a.s.l. (Galdhøpiggen, Norway). The mountain chain formed during the Caledonian 

orogeny c. 400 Ma ago when slices of older basement were thrust several 100 km eastwards 

over the edge of the Fennoscandian Shield. During the opening of the Atlantic Ocean in 

Tertiary, the margin of Scandinavia was tilted, with highest land heave in the west (see 

summary by Gabrielsen et al. (2010)).  

The present topography of Scandinavia is a result of subsequent modulation by multiple 

glaciations the last 3 Ma, while the sediment cover over the bedrock is mostly related to the 

last one or two major glaciations. Pre-existing mountain river systems in the west were 

linearly carved by the glaciers, producing the present fjord landscape. Remains of paleic 

surfaces were preserved both between the fjord systems and towards the east, indicating cold-

based and non-erosive conditions during at least the latter glaciations. In some areas, local 

glaciations have dominated over longer time periods, leaving alpine relief forms.  

The sediment cover in Scandinavia is governed by the architecture and deglaciation pattern of 

the Pleistocene ice sheets. Only c. 43 % of the land area is today covered by till. These 
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deposits are unevenly distributed, with increasing coverage and thickness of tills towards the 

east. In high mountain areas, bedrock and only thin covers of till or regolith dominate, while 

valleys are often filled with glaciofluvial and fluvial sediments. Over certain elevation limits, 

depending on latitude and distance from coast, mountain slopes and plateaus are covered by 

coarse block fields. These block fields can be several meters thick, with coarse boulders 

overlying finer sediments. During the Holocene, a climate shift from the warm climate under 

the Holocene Optimum (5–9 ky BP) towards cooler and wetter conditions in the second half 

of Holocene favoured the accumulation of organic material in wetlands. This material covers 

wide areas in central and especially northern Scandinavia. Both the block fields and the 

organic material play crucial roles for the thermal regime and distribution of permafrost in the 

area.  

The present climate of the Scandinavian Peninsula is highly variable; with MAAT ranging 

from below -5 °C in the highest parts of the Scandes (> 2000 m) up to 9 °C along the coast. In 

the northernmost areas MAATs are often below 0 °C almost all the way down to sea level. The 

Scandes represents a significant orographic barrier for the prevailing westerly winds from the 

Atlantic Ocean, creating a strong east-west gradient in the annual precipitation pattern. The 

west coast features a maritime and wet climate with sites of annual precipitation amounts 

higher than 3000 mm, while the driest areas to the east of the mountains receive less than 300 

mm during a year. This gradient is also present in the maximum snow depths, ranging up to 6 

meters in the mountains west of the water divide, while normally up to only 2 meters to the 

east. More than 40 % of the landmass in Norway is large plateaus and u-shaped valleys 

located above 600 m a.s.l., storing major parts of the potential run-off as seasonal snow. As 

much as 25 % of the area is located above the alpine treeline at elevations higher than 1000 m 

a.s.l. These areas are highly exposed to strong westerly winds from the Atlantic Ocean, 

resulting in a heavy redistribution of the snow cover.  

The majority of the permafrost in both Norway and Sweden is found in mountainous settings. 

However, in the northern parts of Scandinavia, much of the permafrost is located in mires, 

often producing palsa landforms signifying sporadic permafrost distribution. These are 

widespread north of approximately 68 °N both in Norway, Finland and Sweden, and are 

found at elevations from sea level and up to 1000 meters a.sl, but normally just above the 

local treeline. Single palsas are also found at Dovrefjell and in Femundsmarka in southern 

Norway. These are located above 1000 m a.s.l. (Sollid and Sørbel, 1998), but most of them 

have shown clear signs of degradation during the last decade (Hofgaard and Wilmann, 2011). 
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The southernmost observation of permafrost in Scandinavia is reported from Gaustatoppen in 

southern Norway (59.9 °N), with frozen bedrock down to 1500 m a.s.l. (Etzelmüller et al., 

2003). In central southern Norway lower limits of permafrost are found to decrease from 1650 

m a.s.l. in western Jotunheimen (Etzelmüller et al., 2003) to 1450 m a.s.l. in the eastern parts 

and at Dovrefjell (Isaksen et al., 2002; Farbrot et al., 2011). At entirely snow free sites local 

permafrost occurrences are found down to 1350 m a.s.l. at Dovrefjell (Sollid et al., 2003). The 

easternmost parts of southern Norway feature a more continental climate, resulting in lower 

limits of permafrost (LLP) down to 1000 m a.s.l. (Heggem et al., 2005). In northern Norway, 

there is a similar gradient of decreasing LLP with the increasingly continental climate further 

from the coast. In coastal areas permafrost exists above c. 1250 m a.s.l., while in Kilpisjärvi 

and Abisko, located on the more eastern side of the Scandes, permafrost exists down to c. 800 

– 850 m a.s.l. (Ridefelt et al., 2008). In inner parts of Finnmark permafrost is widespread 

down 400 m a.s.l. (Farbrot et al., 2013). 

 

3.2 Field sites 

The main study sites are located along a latitudinal transect from southern Norway to 

Svalbard; Finse (60.2°N), Juvflye (61.3°N), and Ny-Ålesund (78.6°N). The locations 

represent different permafrost environments ranging from sporadic to continuous permafrost 

coverage, from very high and wind exposed mountain permafrost to low maritime arctic 

permafrost, and from highly rugged to slightly undulating high Arctic landscape.  

3.2.1 Finse 

Finse (1222 m asl) is located in the upper part of a valley at the northern margin of the 

Hardangervidda mountain plateau. The valley bottom lies at an altitude of 1200m a.s.l., and 

consists of the Precambrian basement rock, which was eroded down to a peneplain at the end 

of the Precambrian times. From above 1350 meters a.s.l. the basements rocks are overlain by 

phyllite originating from Cambrium-Silur. The bedrock is also partly covered by weathering 

materials and block fields Figure 4. The surrounding mountains, with Hallingskarvet to the 

north and Hardangerjökulen plateau glacier (ca. 73km2; Andreassen and Winsvold (2012)) in 

the south, reach altitudes above 1800 m a.s.l. Located within the highest mountain area 

between Oslo and Bergen, Finse is climatically situated in the transition zone between the 

maritime western coast and the more continental eastern parts of southern Norway. It belongs 

to the low alpine zone, and is about 250 meters above tree line. Summer temperatures 
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normally reach above 20 °C, while in winter temperatures can be below -30 °C. The MAAT 

for 1960-1990 was -2.2 °C, with average annual precipitation of 990 mm for the same period. 

More than half of the precipitation usually comes as snow, with snow accumulation normally 

starting in late October, and lasting until June. Prevailing wind direction is from the west, and 

due to strong winds during winter season, there is a high spatial variability of snow depths. 

The general lower limit of permafrost in this area is estimated to 1550 m a.s.l. (Etzelmüller et 

al., 2003). However, DC-resistivity soundings at 1450 m a.s.l. (Etzelmüller et al., 1998) and 

observations of cold ice (<0 °C) at the glacier front of Midtdalsbreen (1400 m a.s.l.) indicate 

permafrost at snow-free sites a lower elevations (Lilleøren et al., 2013).  

The 1x1 km field site (subset in upper right corner in Figure 4) is located just to the west of 

Vesle Hansbunut, 3.5 km southeast of Finse railway station. The field area lies around 100 m 

higher than the valley bottom, and features a rough and undulating topography. The 

vegetation cover is sparse, and the surface is dominated by coarse moraine deposits, block 

fields and bedrock. Due to the elevated location in the valley and the surface material, the 

water content in the ground is relatively low. 

 

Figure 4: Map of the Finse field site, marked with the black rectangle, located 1.5 km 
southeast of the Finse train station. The three weather stations are marked with red dots , and 
the GST-loggers with black dots. The snow surveys are conducted along transects of the 
grids indicated in the subset (upper right corner).  
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3.2.2 Juvflye 

Juvflye (1400-1850 m a.s.l.) is a 4 km2 mountain plateau in Jotunheimen, surrounding the 

west and northwestern side of Galdhøpiggen (Figure 5). The mountain massif consists of 

gabbro and gneisses from the Caledonian nappe, partly with thick moraine deposits covering 

the bedrock. The terrain is open with sparse vegetation, mainly consisting of lichens and 

mosses.  

The area is on the divide between eastern and western climates, and featuring very strong 

winds, on average exceeding 10 m/s in the snow accumulation season. The MAAT for the 

normal period is -2.8 °C, with annual precipitation amounts around 1000 mm. The 

precipitation normally falls as snow from October, and melt in most of the area in early July. 

The top of the plateau is within the continuous permafrost zone, and a 129 m deep borehole at 

Juvvasshøe (1850 m a.s.l.) indicates 300 m deep permafrost (Isaksen et al., 2001). Based on 

BTS-surveys, DC-resistivity measurements and boreholes, the lower limit of permafrost is 

estimated to be around 1460 m a.s.l. in the area (Isaksen et al., 2002; Farbrot et al., 2011). The 

ALT at the top plateau is from 1 to 1.5 meters, while the thickness increases up to 8 meters at 

1460 m a.s.l. 

 

Figure 5: The Galdhøpiggen massif with the Juvvasshøe field area marked with a black 
rectangle. Boreholes with permafrost and seasonal frost are indicated with blue and green 
dots, respectively. 
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The field site (1374-1497 m a.s.l.) is located in a 15° steep slope facing northwest, 400 m 

below Juvvasshøe (upper right in Figure 5). The location is chosen to cross the lower limit of 

permafrost, and coincides with an already established transect of 150 points having 14 years 

of recorded BTS, maximum snow depths and DC resistivity profiles (Isaksen et al., 2011). 

 

3.2.3 Ny-Ålesund 

Ny-Ålesund (20 m a.s.l.) is located at the Brøgger peninsula at the west coast of Spitsbergen, 

Svalbard, featuring a maritime climate with cool summers and relatively mild winters. The 

Ny-Ålesund field site is located 2 km southwest of Ny-Ålesund, half way between the fjord 

and the terminus of the nearest glacier, Brøggerbreen (Figure 6).  

 

 

Figure 6: Ny-Ålesund field area. The location of the automatic digital camera is indicated 
with a camera symbol. The location of the field site corresponds to the location of GST -
loggers. 
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The topography is gentle and ranges from 10 to 40 m a.s.l. MAAT for the period 1961-1990 is 

-6 °C, and mean annual precipitation is around 500 mm. The precipitation is falling mostly as 

snow between September and May. The snow normally last until late June, resulting in length 

of snow seasons from 215 to 315 days (Winther et al., 2002). The average snow depth in the 

terrain is around 60 cm, with variations from 0 to 300 cm due to wind drift (Bruland et al., 

2001). Wind speeds are generally relatively gentle with prevailing wind direction from the 

southeast along Kongsfjorden. The area is within the continuous permafrost zone. The active 

layer in a borehole located near the village is 1.8 meters, and ground temperatures at a depth 

of 9 meters is -2.3 °C (Christiansen et al., 2010). The field site in Ny-Ålesund is located in 

near Bayelva river (indicated with the black dots), and is later referred to as “Bayelva” field 

site. A full surface energy balance station operated by the Alfred Wegner Institute (AWI) is 

located in the field area. 
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4 Data acquisition and 

methods 
 

4.1 Field measurements 

4.1.1 Fine-scale variability of ground temperatures 

 

Arrays of 33 to 105 loggers were distributed to capture the sub-grid variation of GST within 

1x1 km areas at each of the three field sites. In Ny-Ålesund the loggers were randomly 

distributed over a 500x500m area (Figure 6). The loggers at Juvvasshøe were installed with 

20 m spacing over a 500 m long transect going down slope (Figure 5). At Finse 26 loggers 

where randomly distributed in a 500x500 m area, while 20 were installed with 20 m spacing 

over a 500 m transect going east – west (Figure 4). The loggers were installed approximately 

two cm below the ground surface to avoid direct sunlight during the snow free season 

(examples in Figure 7).  

Two types of temperature loggers where used to measure ground surface temperatures; 

HOBO Water Temperature Pro v2 Data Logger (U22-001), having a measurement accuracy 

of ±0.21 °C, and iButton temperature data loggers (DS1920) from Maxim Integrated 

measuring with a temperature resolution of 0.0625 °C and an accuracy of ±0.5 °C. The 

waterproof HOBO loggers where used for the 24 randomly distributed logger sites at Finse, 
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and a 4 particularly wet sites in Ny-Ålesund. iButtons were used for the remaining ground 

surface measurements sites. To avoid animals disturbing the loggers, they were only marked 

with a small wooden stick (Figure 7, c and d). In Ny-Ålesund rocks were placed in a triangle 

around the logger site (Figure 7, b). Photos taken of all logger sites in addition to GPS 

coordinates simplified the revisit of the logger sites. High precision differential GPS with 10 

cm accuracy was used to record the locations at Juvvasshøe and Finse (Fig. 8 and Fig. 9), 

while a hand held GPS with 2 to 5 meter accuracy was used in Ny-Ålesund.  

 

Figure 7: Example of GST-logger locations at Finse (a), Ny-Ålesund (b) and at Juvvasshøe 
(c and d). 

Measurement periods and total number of loggers are summarized in Table 1. The loss of data 

loggers each season ranged from 3 % in Ny-Ålesund, up to as much as 30 % at Juvvasshøe. 

14 % of the data loss resulted from loggers that were not found, while 86 % was caused by 

defect data loggers. The defect data loggers were exclusively iButtons, experiencing water 

infiltration into the logger when freezing in. To protect the iButtons from water damage they 

were either packed in zip-lock plastic bags wrapped in tape, or sealed with shrink tube. The 

loggers in Juvvasshøe were neither sealed nor packed in plastic bags, resulting in a high 

a) b) 

c) d) 
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percentage of defect loggers. In Ny-Ålesund most of the loggers were sealed with shrink tube, 

and only loggers at drier sites were wrapped in plastic. This turned out to dramatically reduce 

the damage. None of the iButtons in shrink tubes failed, and it is therefore suggested to use 

this for all loggers in the future.  

Data is collected over the period 17.11.2011 – 21.09.2015 with slightly varying measurement 

periods at the three sites (see Table 1). Mean annual averages are derived for hydrological 

years. However, due to depleted batteries and memory restrictions, some of the loggers lack 

data for the end of the observation period. These periods are always in the end of summer 

season when all loggers are snow free and the spatial variation is low. Daily temperature data 

is here interpolated based on the daily temperature ratio between the logger and the mean 

value of all the loggers during snow free seasons. To obtain data for full hydrological years, 

air temperatures were used as substitutes where ground temperatures were missing.  

Table 1: Overview of the collection of ground surface temperature (GST) data at Finse, 
Juvvasshøe and Ny-Ålesund. 

Site  Measurement period No. loggers No. dead loggers Temporal resolution 

Ny-Ålesund 15.08.2012 – 12.09.2013 105 3 iButtons: 4 hours 

 12.09.2013 – 09.09.2014 104 9  

Juvvasshøe 27.07.2012 – 14.07.2013 33 9 iButtons: 4 hours 

 14.07.2013 – 08.06.2014 33 10  

Finse 17.11.2011 – 21.09.2012 24 0 Hobo: 2 hours 

 21.09.2012 – 30.09.2013 46 5 Hobo + iButtons 

 30.09.2013 – 30.09.2014 46 4 Hobo + iButtons 

 30.09.2014 – 21.09.2015 46 4 Hobo + iButtons 

 

Snow depths were measured manually with a probe at the approximate time of snow 

maximum at each data logger (Fig. 9). Several surface parameters, including maximum snow 

depth (SD), surface cover, relative wetness, potential incoming solar radiation (IR), aspect, 

slope, and curvature, are described for each data logger site. Surface cover is classified in the 

following four classes: organic material, moraine material, block field and bedrock. Relative 

wetness is qualitatively classified in wet, medium and dry at one time during the summer. The 

timing was chosen to not follow directly after a rain event. IR, aspect, slope and curvature are 
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derived from digital terrain models (DTMs) with horizontal resolutions of 4 meter at Finse 

and 10 meter at Juvvasshøe and in Ny-Ålesund. IR was calculated for 1st July using an 

integrated ArcGIS 10 tool, which is based on methods from the hemispherical view shed 

algorithm developed by Fu and Rich (2002) and Rich et al. (1994). 

 

Figure 8: Set up of the base station for the differential GPS used for snow surveys at 
Juvvasshøe. The mountain Mytingsfjellet, with the Kjelen cirque and the Juvfonna ice patch 
are seen in the background. Photo: Ketil Isaksen.  

 

4.1.2 Snow surveys using Ground Penetrating Radar and differential GPS 

Snow surveys using ground penetrating radar (GPR) were carried out at snow maximum at 

the three field sites over several seasons; Finse (2012-2014), Juvvasshøe (2009, 2012-2013) 

and Ny-Ålesund (2013). This method was preferred over terrestrial laser scanning because of 

the flat undulating terrain, making it difficult to get an overview of the entire field area. This 

method is also relatively inexpensive.  

The surveys were conducted by pulling a GPR behind a snowmobile along transect in a 

predefined grid (Fig. 8). The GPR directs high frequent electromagnetic (EM) pulses into the 

ground, and arrival times of reflected pulses from the subsurface are recorded. Knowing the 
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velocity of the EM signal in the observed medium between the antenna and the reflecting 

surface (the wave speed; m ns-1), the two-way travel time (ns) can be converted into distance 

(m). The very large contrast in EM properties of the snow and the underlying material makes 

the ground surface a strong reflector. The GPR is therefore an effective and widely used 

method of determining the bottom of the snow layer (Winther et al., 1998; Bruland et al., 

2001; Bruland et al., 2004; Marchand and Killingtveit, 2005).  

 

Figure 9: GPR snow survey with the Radar antenna on a sled behind the snowmobile 
(background), and annual repeated snow survey with differential GPS (foreground). Photo: 
Ketil Isaksen. 

A GPR system (RAMAC, Malå GeoScience) with a shielded antenna measuring at the 

frequency of 800 MHz was used to obtain the best resolution of snow depths, assuming snow 

depths from 0 to 10 meters. A GPS-receiver simultaneously recorded the position together 

with the GPR. The snowmobile was driven at speeds between 5 and 10 m/s, and radar traces 

were acquired at time intervals of 0.25 s. Filtering of the GPR-data along with extraction of 

the ground surface reflection was performed using the Reflex software. Bulk snow density of 

the snow pack was measured at several sites in the area of each GPR survey. The snow packs 

were at sub-zero temperatures at all surveys. The permittivity and thus the wave speed of the 

radar signal in dry snow was derived from bulk snow density by an empirical relation (Kovacs 
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et al., 1995). Manual probe measurements taken along the radar tracks served as validation 

data for the processed radar data.  

The snow surveys in Ny-Ålesund and Finse are sampled along predefined grids of 1x1 km, 

with 250 m grid spacing. Additionally, a smaller grid of 250 x 250 m with grid spacing 50 m 

was sampled at the centre of the grid at Finse (Figure 4). Because of the steep topography at 

Juvvasshøe, the tracks were sampled along the terrain gradient instead of a grid. The snow 

surveys cover from 11 to 28 km, and consist of 8000 to 60 000 processed data points 

(Appendix A1). For further studies, these are averaged for each 1 m2 and 10 m2.  Grid cells 

containing less than three samples were excluded. 

Errors in the determination of snow depths mainly arise from lateral variability of snow 

densities, inaccuracy in the extraction of the surface reflection, and modification of the snow 

pack in the path behind the snowmobile. The largest variability of snow densities was found 

at Finse, with densities of 334 ± 40 kg m-3, giving wave speeds of 234 ± 6 m μs-1 and an 

uncertainty of ± 2 cm for snow depths of 1 m. These errors are however minor compared to 

those possibly introduced by inaccurate extraction of surface reflections, introducing errors of 

10-15 cm. The snowmobile will also modify the snow pack with approximately 3 to 20 cm, 

depending on the snow density and driving speed.  

In the GPR data at Juvflye and Finse snow depths below 10 cm are most likely 

underrepresented. The main reasons are (1) lower accuracy of the extraction of radar 

reflections for shallow snow packs because of very noisy signal caused by strong vibrations in 

the GPR antenna, and (2) underrepresentation of bare blown areas because of snowmobile 

driving restrictions over bare ground. The underrepresentation is likely to be largest at 

Juvflye, where large entirely bare blown areas are not covered by the GPR. Additionally, 

because of the steep terrain, the snowmobile had to be driven at a higher speed, introducing 

more noise in the data. The gentle topography in Ny-Ålesund facilitated slow driving over a 

regular grid, resulting in little noise and a good representation of the area. 

During the winter season 2015, differential GPS was used to measure snow depths along the 

tracks in the predefined grids, instead of a GPR. A GPS antenna was mounted on a sled pulled 

by skiers, logging precise (x,y,z)-position at time intervals of 1 s, resulting in an average 

sample spacing of 1 meter. Simultaneously a GPS-antenna at a survey control station point in 

the centre of the field area recorded satellite data used for post-processing of the GPS 

coordinates. This allowed for calculation of high-accuracy positions of ± 5 cm. Snow depths 
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were derived from the difference between observed elevation at the top of the snow pack and 

a high resolution (ground resolution of 50 cm) DTM. The DTM was derived using stereo 

photogrammetry from a drone flight 22nd Sept 2015. From an average height of 120 m, the 

drone recorded 800 images with an average ground resolution of 4 cm. 9 ground control 

points and four 1 km transects were measured with differential GPS the same day as the drone 

campaign, and served as validation data. The root mean square error (RMSE) between the 

DTM and the validation points were below 10 cm. 

4.1.3 Snow covered fraction from digital camera images and GST-loggers 

Over repeated seasons, an automated digital camera was installed at Scheteligfjellet (78 

55.5’’N, 11 44.3’’E) at an altitude of 566 m a.s.l., pointing down to the Bayelva basin to 

monitor the snow melt in the study area (Figure 10). At the end of the snow accumulation 

season the camera was mounted on a small tripod in some protruding bedrock, and then 

removed in the end of summer. Powered by a solar panel, it has operated with varying success 

during the melting seasons of 2012 – 2014. 30 distributed ground control points (GCPs) were 

collected to orthorectify and georeference the camera images (Figure 11, upper). 

 

Figure 10: Camera location at Scheteligfjellet, with view over the settlement of Ny -Ålesund 
and the field area in Bayelva. 



40 
 

Images were orthorectified iteratively in MATLAB using the same relation between image 

pixels and the corresponding GCPs for repeated images. Shifts in the camera position during 

the operational season were marginal in 2012, but a slight shift occurred at June 6th 2013. Two 

sets of image pixels were therefore used for the 2012 data series. The projection parameters 

for the orthorectification are derived from an iterated best fit, where only the position of the 

camera and the GCPs with corresponding image pixel coordinates are known. The fitted 

projection parameters include rotation vector (x,y,z), focal length of the camera, principal 

point location, distortion coefficients (radial and tangential) and the skew coefficient between 

x and y pixel. The projection was computed using the Camera Calibration Toolbox for 

MATLAB (Bouguet, 2013).  

A method to automatically classify snow covered pixels was derived in MATLAB. Only 

images with good visibility were used, being approximately one per day during the melt 

season. Because of different light in the images, the threshold of the pixel intensities in the 

red, green and blue (R,G,B) bands separating snow from barren ground is not constant 

between images. K-means clustering is therefore used to derive two clusters from the data 

arrays of the RGB bands in every image. The cluster with the higher centre intensity is snow, 

while the lower is barren ground. In order to always obtain large contrast in the image, a black 

border was kept around the image. This kept the cluster centre of the barren ground class low 

enough to avoid inclusion of snow in shadowed areas. In images with very little snow and 

large contrasts in the colours of the ground surface, typically at the end of the melt season, 

both clusters happen to centre in barren ground intensities. To avoid misclassification, a 

threshold was set if the maximum blue band intensity for the two cluster centres was below 

210, and the difference between them was less than 80. In these cases a threshold of 600 for 

the sum of R, G and B intensities was applied. The results were visually controlled after 

classification. The snow covered fraction (SCF) for the study area in Bayelva during melt 

season was computed as fraction of pixels classified as snow covered within the study area, 

masked out from the images (Figure 11, blue line in the lower image).  

The presence of a snow cover at each of the ground GST-loggers was determined based on 

the dampening of observed diurnal temperature variation at the ground surface compared to in 

the air. This method is previously used to determine the height of the snow cover from 

vertical arrays of temperature loggers (Lewkowicz, 2008; Hipp, 2012). Snow cover was 

determined as present if all of the following three conditions were met: 
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1. Average daily GST below 0.5°C 

2. The normalized difference index for variation in air temperatures and GST >  0.4°C 

The SCF for each day was simply determined as the fraction of GST-loggers classified as 

snow covered. The resulting SCF-curve derived from the GST-loggers is very similar to the 

SCF-curve derived from the digital camera images, even though the SCF-curve from GST-

loggers does not manage to reproduce snow falls in late melt season. The representativeness 

of the SCF-curve is highly depending on the density and representativeness of loggers.  

4.1.4 Weather observations from three weather stations at Finse 

A crucial part in snow drift modelling is the interpolation of wind speed and direction, as well 

as calculations of snow surface threshold friction velocity. Three HOBO weather stations 

were installed in the field area at Finse in the beginning of the observation period in 2011 to 

measure the effect of the local topography in exposed and sheltered locations. The two 

westernmost stations (Thomas and Erika) are HOBO micro stations measuring air 

temperature, humidity, wind speed, gust, and wind direction. These are located at the upwind 

(Thomas) and at the lee (Erika) side of the hill in the field area with respect to the dominant 

westerly to north westerly wind direction (Figure 4). The third station (Bernd) is located 30 

meters down from the summit of Vetle Hansbunuten at a location exposed at all dominant 

wind directions, and serves as a reference station of the main wind directions in the valley. 

The station measures incoming and outgoing short wave radiation in addition to the 

parameters at the two other stations. All stations perform measurements every 4 minutes, 

while they log the average of observations with 1 hour temporal intervals.  

Ground surface temperature loggers and vertical arrays of iButtons temperature loggers were 

also installed at the stations. The vertical temperature arrays were used to derive daily snow 

depths, based on the dampening of observed diurnal temperature variation at each of the 

temperature loggers compared to in the air. The two stations on each side of the hill are 

normally buried by snow, even with a station height of 3.5 meters (Thomas) and 4 meters 

(Erika). The ground surface below the reference station is normally bare blown during the 

entire winter, and the snow depth is therefore not measured here.  
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Figure 11: Example of digital camera image used for classification of snow covered area 
with distribution of ground control points (upper). An example of an orthorectified image 
with corresponding image control points is shown in the lower image. The area used for the 
snow covered area analysis is indicated with the blue line.  
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4.2 Statistical representation of fine-scale variability of snow over 

regional areas 

4.2.1 The Winstral terrain-based parameter 

The terrain-based parameter (Winstral et al., 2002; Winstral and Marks, 2002) quantifies a 

grid cell’s extent of shelter or exposure (Sx) by determining the slope between the source cell 

and the cell of greatest upward slope in terrain upwind from the source cell. The upwind 

terrain is defined as a sector towards the prevailing wind direction d constrained by the 

maximum search distance (dmax = 100 m) and the search window (A) with a chosen width of 

30°. The cell of the maximum upward slope is identified for each directional vector, and each 

of the vectors are separated by inc = 5°. Sx for the given source cell is finally calculated as the 

average of the maximum upward slope gradient of all seven directional vectors, giving the 

degree of exposure or shelter in the range -1 to 1, where negative values indicate exposure.   

     (12) 

where (xi, yi) are the coordinates of the cell of interest, and (xv, yv) are the set of all cell 

coordinates located along the search vector defined by (xi, yi), d (the prevailing wind 

direction), A (azimuth of the search direction) and dmax (maximum search distance).  

4.2.2 Coefficient of variation for snow based on terrain and wind 

To estimate a realistic degree of exposure based on the observed wind pattern at a local site, 

Sx was computed on a 10 meter resolution DTM for each of the eight prevailing wind 

directions d = [0°, 45°, 90°, 135°, 180°, 225°, 270°, 315°]. The resulting 8 maps of Sx were 

weighted based on the wind fraction (wfd). The wind fraction (wfd) is a weighting factor to 

account for different exposure due to variations in wind direction over one season, and is 

calculated as the fraction of wind observations from a window ±22.5° around  a given wind 

direction d over the accumulation season. The accumulation season is here chosen as January 

to March, where wind speeds below a threshold of 7 m/s are excluded, as an average limit for 

wind speeds resulting in major wind drifting of dry snow (Li and Pomeroy, 1997; Lehning 

and Fierz, 2008). 

A combination of the Sx parameter and regression analysis is used to produce a model for the 

coefficient of variation of maximum snow depths (CVsd) within 1 x 1 km (Figure 12). The 

coefficient of variation of exposure degrees (CVSx) within each 1x1 km grid cell is computed 
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by aggregating the Sx map from 10 meter to 1 km resolution by applying the following 

formula: 

         (13) 

Sx values below the 2.5th and above 97.5th percentiles of the Sx distributions are excluded, 

giving Sx ≈ [-0.2, 0.2]. Multiple regressions with CVSx, elevation above treeline (z) and 

maximum snow depth (μ) as predictors were performed to obtain the best model for CVsd. 

Ideally, wind speeds should be included as predictor, but because available wind data does not 

reproduce the local variations in wind speeds over land sufficiently, elevation was used.  
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Figure 12: Schematic overview of the statistical snow distribution model.  
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4.3 Regional equilibrium modelling in Norway and Scandinavia 

4.3.1 Implementation of the TTOP- approach 

Many different attempts with varying degrees of sophistication have been made to model the 

climate – permafrost relationship. The TTOP-model (Smith and Riseborough, 1996) is an 

equilibrium model of the climate-permafrost relationship treating the atmosphere-ground 

temperature regime as a three layer system, consisting of (1) air temperature, (2) ground 

surface temperature and (3) temperature at the top of permafrost/base of seasonally frozen 

ground (TTOP). The model was first designed and implemented on continental scale to 

evaluate the conditions controlling the limits and continuity of the permafrost in the Canadian 

Arctic (Smith and Riseborough, 2002). Later it has been implemented at regional scale (1 

km2) in several areas (e.g. Wright et al., 2003; Juliussen and Humlum, 2007; Lewkowicz et 

al., 2012; Gisnås et al., 2013; Westermann et al., 2015b), and show good agreement with 

available information on permafrost distribution. 

4.3.2 n-factor parameterization 

Empirical-based transfer functions (n-factors) are used to link the temperatures at the ground 

surface to the air temperature. n-factors are computed as ratios of annual accumulated 

freezing and thawing degree days between the ground surface and the air (see Sect. 2.2.1 for 

details).  

The impact of vegetation on the summer surface offset is parameterized by empirical nT-

factors. The factor is also indirectly related the snow cover by accounting for the shorter 

season of thawing degree days at the ground surface in areas with a thick snow cover. nT 

normally varies between 0.8 and 1.2 depending on the type of surface cover and subsurface 

material properties (Jorgenson and Kreig, 1988; Taylor, 1995; Klene et al., 2001; Karunaratne 

and Burn, 2004). Observed nT in Norwegian mountain areas are close to unity, mainly 

because they are exposed to much wind during summer season. The surface boundary layer is 

therefore well mixed, resulting in small differences between air and ground surface 

temperatures. This is not valid for steep rock walls, where the effect of solar radiation 

dominates. 

nF parameterizes the winter surface offset, and is related to the insulating effect and thereby 

the thickness of the snow cover. The connection between air and ground surface temperatures 

is highly variable during the winter season, and nF ranges from as low as 0.15 up to unity 
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depending on the thickness, density and thermal conductivity of the snow cover (Jorgenson 

and Kreig, 1988; Taylor, 1995; Klene et al., 2001; Karunaratne and Burn, 2004). In addition, 

nF-factors vary with the water content in the active layer because of the release of latent heat 

during freezing.  

n-factors are specified for the following four land cover classes; (1) forest, (2) shrubs, (3) 

open non-vegetated areas (4) mires and (5) blockfields. Large ensembles of field observations 

are used to parameterize n-factors for each of the classes. The parameterization of n-factors in 

open areas is based on data from 17 stations measuring daily air- and ground temperatures and 

daily snow depth (Farbrot et al., 2011), and the arrays of GST-loggers at Finse and 

Juvvasshøe. For this land cover class the n-factors are related to maximum snow depth. The 

parameterization of the remaining surface classes is based on data from more than 300 ground 

surface temperature data loggers distributed all over Norway. These are connected to gridded 

air temperature data. For the forest and shrub classes the fine-scale variation of ground 

temperatures is less heterogeneous than in high mountain environments, and this method is 

therefore valid. Site specific temperature measurements in forests, shrubs and mire areas in 

Norway are sparse and air/ground temperature studies carried out in Canada (Taylor, 1995; 

Karunaratne and Burn, 2004) and Alaska (Jorgenson and Kreig, 1988; Klene et al., 2001) are 

therefore used as supplements to determine n-factors for these surface cover classes.  

4.3.3 Thermal conductivities in the active layer 

The thermal conductivity ratios (rk) are parameterized from a combination of petrophysical 

data provided by the Geological Survey of Norway (Olesen et al., 2010), sediment property 

data provided by University of Alaska, Fairbanks (GIPL), and from the literature (Williams 

and Smith, 1989). Bulk thermal conductivity (k) can be calculated in different ways, but is 

here calculated as the geometric mean of k in each soil constituent (i) raised to the power of 

the respective volume fraction (x), where n is the number of soil constituents:  

  (14) 

The geometric mean has no physical basis, but is widely used to calculate thermal 

conductivity for mixed soils, and is considered valid for saturated soils (Johansen, 1975). 

Subsurface material properties influencing the rk-factor are also examined in Riseborough 

(2004), both with empirical and theoretical thermal conductivity models. The study concluded 

that the geometric mean gives the overall best estimate of bulk conductivity in mixtures with a 
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wide range of porosities; however, the uncertainty in conductivity estimates of unsaturated 

soils is greater at lower soil moisture contents. The TTOP-model assumes a constant rk, and 

does not include the effect of unfrozen water. Mineral soils range in rk from 0.6 to 0.9, 

depending on the water content. The greatest range in rk values is found in organic soils 

varying from 0.3 in saturated soils to near 1.0 for dry organic soil (Smith and Riseborough, 

2002). rk for bedrock is close to 1.0, and therefore bedrock has negligible thermal offset. The 

parameterization used in this thesis is presented in Paper I. 

4.3.4 CryoGRID1 for Norway 

CryoGRID1 is an implementation of the TTOP-model for Norway at a grid resolution of 

1km2.  The model is forced with operationally gridded daily air temperature (Tveito and 

Førland, 1999; Mohr and Tveito, 2008) and snow depth data (Saloranta, 2012) from the 

period 1957-2014 provided by the Norwegian Meteorological Institute and the Norwegian 

Water and Energy Directorate (www.senorge.no), hereafter SeNorge. 24-hour mean 

temperatures at a height of 2 meters and accumulated precipitation are de-trended and 

interpolated. Snow data is produced from gridded air temperatures and precipitation data 

applying a simple snow model accounting for accumulation, compaction and melt.  

The n-factors for the five land cover classes are assigned to the corresponding classes in the 

Norwegian CORINE Land Cover (CLC) map. CLC is a seamless European land cover vector 

database, initiated by the European Environment Agency (EEA), where changes in land cover 

and use are mapped from satellite images. The Norwegian Forest and Landscape Institute are 

responsible for the production of the Norwegian part of the map, and deviates from the EEA 

standards by also including existing data sources such as the AR5- and N50-maps for land 

cover. Three versions are released over the respective time series; 1990-2000 in CLC2000 

(Heggem and Strand, 2010). The parameterization of rk for each soil class is assigned to the 

sediment maps provided by the Geological Survey of Norway (Thoresen, 1991). As a 

supplement to the sediment and vegetation maps, a blockfield map for Norway classified from 

Landsat satellite images is used (Gisnås, 2011). 

4.3.5 Implementation of CryoGRID1 for Fennoscandia  

A TTOP-implementation for the Nordic countries; Finland, Sweden and Norway, is made on 

the basis of CryoGRID1. A Nordic Gridded Climate Data set (NGCD), produced by met.no,  

is used as forcing data. The dataset is based on stations observations from all three countries, 

and is available for the period 1981-2010. Snow depth data is produced by the same SeNorge 
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snow model v.1.1.1. n-factors are assigned to CLC2012 (Aune-Lundberg and Strand, 2010). 

The n-factor parameterization for open non-vegetated areas is kept as in CryoGRID1, while 

for the other land surface classes it is adjusted slightly based on additional datasets from 

Sweden and Finland. Sediment and bedrock data is provided by the Geological Survey of 

Finland, the Geological Survey of Sweden and the Geological Survey of Norway. All three 

datasets are unified into one classification, following the one for rk in CryoGRID1. The 

parameterization of rk is kept as in CryoGRID1, except for mires where additional data are 

used from Abisko in Sweden (Sannel et al., 2015). 
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5 Results 
 

The main results of the thesis are provided in this chapter. Brief summaries of the main results 

from the publications are given, together with additional unpublished material related to the 

publications.  

 

5.1 Permafrost distribution in Norway estimated by a spatial numerical 

model (Paper I). 

In this paper we present the CryoGRID1-model for permafrost, an implementation of the 

TTOP-model (Smith and Riseborough, 1996), employed over the entire Norwegian mainland 

at 1x1 km resolution. The model accounts for the spatial distribution of air temperatures, 

maximum snow depth, vegetation and thermal properties of the ground material. Field 

measurements of the surface offset in relation to different surface characteristics are used for 

parameterization, and large datasets on ground properties are collected to derive ground 

thermal conductivities. These datasets have served as a basis for several later model attempts 

for permafrost in Norway.  

The model manages to reproduce the large scale patterns of permafrost in Norway, observed 

lower limits of permafrost and the east-west gradient in lower limit of permafrost. The results 

show good agreement with ground and ground surface temperatures, as well as BTS-surveys 

and regional inventories of rock glaciers and palsas. According to the model, 6.1-6.4 % of the 

Norwegian mainland is underlain by permafrost in an equilibrium situation with the 1981-
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2010 climate. One of the main issues with the model is representation of snow in mountain 

areas. The model results are too warm compared to borehole observations. This is mainly 

because of too much snow in the model run compared to the bare blown situations at the 

borehole sites. The bare blown situation at the exposed borehole sites is representative for 

large parts of the mountain areas in Scandinavia, which are often exposed to strong winds and 

undergo heavy redistribution of snow. Snow depths above an elevation of 1000 m a.s.l. were 

therefore reduced with 30%.  

 

5.2 Fine-scale variability of ground surface temperatures and related 

surface variables 

In this section we present the entire data series (2011-2015 at Finse and 2012- 2014 at 

Juvvasshøe and Ny-Ålesund) from the arrays of GST-loggers distributed within footprints of 

0.5 km2 at the three field sites (Figure 4 - Figure 6). The effect of the surface variables 

described in Sect. 4.1.1, are quantified using stepwise regression analysis for the measured 

summer and winter surface offsets at the logger sites. 

5.2.1 Ground surface temperature variations 

Variations in MAGST of up to 5 °C were observed within the footprints, with similar 

variations observed at the low relief site in Ny-Ålesund as in the high-alpine sites at Finse and 

Juvvasshøe (Table 2). Even with the minor snow depth variations measured in Ny-Ålesund, 

reflected in the low coefficient of variation (CV), there are large variations in MAGST. The 

spatial variation is mainly introduced during the snow covered season, lasting from December 

to March/April (Figure 13). In early spring, when the snow pack is ripened, the variation is 

lower, while large variations are observed during the time of melt-out (June/July). The 

variation in monthly GST is very low during the snow free season.  

The annual pattern of spatial variation is similar over the four years of observations at Finse 

(Figure 14). The variation in monthly mean temperatures during the snow free season is in the 

order of 2 °C or less, with larger variation from December to March. During January and 

February the spatial variation is in the order of 4-5 °C for all years, with the largest variation 

in 2012/2013 (Figure 15). This year was, with respect to both air and ground surface 

temperatures, colder than the other years of observations at all field sites. Consequently, the 

variation in the insulating effect of the snow cover increases, and the variations in GST were 
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larger than the other years. In the following hydrological year (2013/2014), none of the 

loggers at Juvvasshøe and Finse featured MAGST below 0 °C (Table 2). Large inter-annual 

variations are observed in the duration and timing of the melt season (Figure 14), occurring 

during June and July in 2012 and 2015, June in 2013 and 2014. This corresponds to the 

timing of when the fraction of snow covered loggers decrease from approximately 0.5 to 0.2. 

However, even with the long and late timing of the snow melt at Finse in 2012 and 2015 the 

spatial variation in MAGST these years is lower than what is observed in 2012/2013 with a 

comparably short snow melt. 

 

Table 2: MAAT and average MAGST are calculated among all loggers at each of the field 
areas. Snow depths are measured manually with a probe at the logger sites at the time of 
maximum snow depth. Coefficients of variation (CV) are calculated for each of the manual 
snow depth surveys.  

 

 Year MAAT MAGST Snow depth 
  Mean Mean Minimum Maximum % < 0°C Mean CV 

Finse 11/12 -0.7 1.0 -0.4 2.5 12 % 1.2 0.9 

 12/13 -2.2 0.8 -1.9 2.7 30 % 1.2 1.0 

 13/14 0.17 2.0 0.5 3.6 0 % 1.3 0.9 

 14/15 -0.17 1.1 -0.1 2.5 8 % 1.3 0.9 

Juvvasshøe 12/13 -2.8 -0.3 -1.5 1.2 76 % 0.6 1.1 

 13/14 -0.9 1.2 0.3 2.2 0 % 0.9 0.9 

Ny-Ålesund 12/13 -4.1 -2.0 -5.1 -0.1 100 % 0.7 0.5 

 13/14 -3.5 -0.2 -3.3 0.9 47 % 1.4 0.2 
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Figure 13: Spatial variation in monthly mean ground surface temperatures (GSTs) at the 
three field sites. 

 

 

 
Figure 14: Inter-annual comparison of variation in monthly mean ground surface 
temperatures (GSTs) at Finse. 
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Figure 15: The spread of ground surface temperatures (GSTs) (grey shading) compared to 
air temperatures at Finse. 

 

5.2.2 Controlling factors on the surface offset 

Maximum snow depths and ground surface temperatures were measured at the GST-logger 

sites over two years at Juvvasshøe and in Ny-Ålesund, and over four years at Finse. nT and nF 

are calculated for each hydrological year, and the correlation to maximum snow depth and 

several surface parameters is evaluated. The surface parameters, described in Section 4.1.1, 

include surface type or material, relative wetness, incoming solar radiation, aspect, slope and 

curvature (Table 3). The distribution of data for each variable at Finse is shown in Figure 16.  

 

Table 3: Surface parameters of the ground surface temperature (GST)-logger locations, 
accounted for in the multiple regression analysis.  

Variable Data type Classification/range 
Maximum snow depth (SD) Continuous 0 m – 4 m 
Potential Incoming Solar Radiation (IR) Continuous 1.8e+03 - 5.5e+03 
Surface material (Material) Nominal 1 Organic, 2 Moraine, 3 Blocks, 4 Bedrock 
Relative ground moisture (Wetness) Ordinal 1 Dry, 2 Medium, 3 Wet 
Slope  Continuous 0° – 45° 
Aspect Continuous 0° – 360° 
Curvature Continuous -8 – 12 (upwardly convex > 0, concave < 0) 
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The contribution of each surface parameter to the spatial variation of nT and nF is evaluated 

by applying stepwise linear regression analysis. The MATLAB function stepwiselm.m is 

applied to add or remove predictors using both backward and forward stepwise regression, in 

order to obtain the best fit to a linear model. The steps in the regression are determined under 

the criteria of the p-value for an F-test of the change in the sum of squared error by adding or 

removing the term. An exponential correlation between maximum snow depth (SD) and nF is 

found, also shown in Paper I. The natural logarithm of SD, ln(SD), is therefore used as 

predictor in the regression analysis for nF, while SD is used for nT.  

 

 

Figure 16: The distribution of the data for each of the surface variables at the Finse field 
site. The surface material are classified in to the classes 1. Blocky, 2. Moraine, 3. Organic, 
and 4. Bedrock.  
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The model statistics for each added predictor in the models for nF and nT at Finse are shown 

as graphs in Figure 17 a) and b). The coefficient of determination (R2) is relatively high and 

the RMSE low at the first step for both nF and nT, when only SD is added. In both models the 

second and third variables to be included are incoming solar radiation and surface material. 

However, the model improvements with these steps are marginal, in particular for nF, with 16 

% increase in R2 and a reduction from 0.15 to 0.12 for RMSE. For nT the increase in R2 is 20 

%. This is also reflected in the p-values, indicating that snow has a much higher significance 

for the variation in surface offset than the other variables, both in summer and winter.  

 

 

 

Figure 17: The graph shows coefficient of determination (R2) and root mean square error 
(RMSE) for each step in the linear regression models for nF (a) and nT (b) for the Finse 
field site. The p-value of each predictor added to the model is given below. The last two 
steps of the model for nF and the last step of the model for nT (Table 4) is excluded due to 
over-fitting of the model (relatively high p-values and marginal model improvements).  

ln(SD) IR Material Wetness 
R² 0,73 0,79 0,82 0,85 
RMSE 0,15 0,13 0,12 0,12 
p-value 3,4E-41 1,2E-08 1,7E-05 4,0E-05 
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The results of the regression analysis for all three sites are presented in Table 4. Maximum 

snow depth is the first explaining variable in the regression models for both nT and nF at all 

three field sites, with RMSE of 0.15 or less in all models. The reductions in RMSE from this 

value to the final models are 0.04 or less. ln(SD) explains around 70 % (R2 > 0.68) of the 

variation in the winter offset (represented as nF) at both Finse and in Ny-Ålesund. (p-values 

<< 0.001). For the summer offset (represented as nT) SD explains between 50 % and 63 % of 

the spatial variation. The high correlation to SD shows that the effect of the variation in length 

of the summer season due to late snow melt overruns the variation in solar radiation during 

the snow free season. This indicates that the timing of melt-out is mainly controlled by the 

variation in maximum snow depths, and to lesser degree the variation in solar radiation. When 

comparing the timing of melt out to SD and IR at all the sites, we find much higher 

correlations with SD (R2 = 0.25) and ln(SD) (R2 = 0.4), than with IR (R2 < 0.1). 

The second predictor at Finse and Juvvasshøe is IR for both the summer and winter offsets. At 

the high-latitude site in Ny-Ålesund, slope and soil moisture are more significant. Here, the 

midnight sun results in nearly even amounts of incoming solar radiation from all directions 

during summer, while there is no effect of solar radiation during the polar night. Both in Finse 

and in Ny-Ålesund SD is the first variable and has high significance (p-values << 0.001) 

compared to the later variables, with minor model improvements after the first step. The 

generally higher p-values at Juvvasshøe results from the low number of observations, and 

here the difference is also less pronounced between the variables.  
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Table 4: Statistics for the stepwise multiple regression analysis to fit a linear model for nT and nF at 
the three field sites. Each column represents one step in the model, with the added predictor 
indicated at the header.  

 

 

 

Fi
ns

e 

nF
 

Added ln(SD) IR Material Moisture Curvature Slope 

R2 0,73 0,79 0,82 0,85 0,85 0,86 

RMSE 0,15 0,13 0,12 0,12 0,11 0,11 

p-value 3,4E-41 1,2E-08 1,7E-05 4,0E-05 1,2E-02 2,8E-02 

nT
 

Added SD IR Material Slope 

R2 0,52 0,59 0,65 0,67 

RMSE 0,14 0,13 0,12 0,12 

p-value 1,8E-23 2,1E-05 2,6E-05 1,4E-02 

Ju
vv

as
sh

øe
 

nF
 

Added ln(SD) IR Aspect 

R2 0,46 0,61 0,66 

RMSE 0,15 0,13 0,12 

p-value 2,1E-07 1,2E-04 4,3E-02 

nT
 

Added SD IR Moisture Material 

R2 0,57 0,67 0,73 0,78 

RMSE 0,13 0,11 0,10 0,10 

p-value 1,9E-09 7,6E-04 2,0E-02 3,3E-02 

N
y-

Ål
es
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nF
 

Added ln(SD) Slope Moisture Aspect 

R2 0,68 0,72 0,75 0,76 

RMSE 0,15 0,14 0,13 0,13 

p-value 1,1E-44 1,9E-06 4,9E-04 1,4E-02 

nT
 

Added SD Moisture Slope 

R2 0,63 0,67 0,68 

RMSE 0,09 0,09 0,08 

p-value 1,9E-40 1,4E-05 4,7E-03 
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5.3 A statistical approach to represent small-scale variability of 

permafrost temperatures due to snow cover (Paper II). 

In this paper we present observations and analysis from arrays of 35 to 100 GST-loggers 

distributed within footprints of 0.5 km2 at the three field sites Finse, Juvvasshøe and Ny-

Ålesund. Variations in MAGST over the hydrological year 2012/2013 of up to 5 °C were 

observed within the footprints, with the largest variation in the arctic field site, Ny-Ålesund. 

The variation stems mainly from the winter season, and most of the variation can be explained 

by variation in maximum snow depth. This highlights the important impact of snow 

distribution on the fine-scale variation of ground temperatures in these environments. 

At each of the field sites the CryoGRID1 model is run with distributions of snow depth 

measured within a 1x1 km area around the logger sites. The resulting modelled distribution of 

MAGST manages to reproduce most of the observed variations. If the spatial distribution of 

snow depths is known, a statistical representation of the spatial variability of ground surface 

temperatures is feasible, even in a simple permafrost model. The study exemplifies the 

necessity of representing the sub-grid variability of ground temperatures in larger-scale model 

approaches. 

 

5.4 Spatial and temporal variability of snow distribution in a high alpine 

catchment 

The four years of manual snow depth measurements in the more than 200 snow survey points 

at Juvvasshøe and Finse show similar relative distributions of snow for all of the years (Figure 

18). The main winter wind direction over the years of observation varies between to distinct 

patterns, particular at Juvvasshøe (). At Finse, where the wind direction is highly controlled 

by the direction of the valley, the main wind direction is most years from northwest, while in 

2014 it was from southeast, the direct opposite direction. Still, the relative distribution 

between the survey points is nearly constant, with the largest inter-annual variations found in 

the outer parts of drift zones. Here, the snow depth is highly dependent on the size of the drift, 

as in point 125 – 150 at Juvvasshøe (Figure 18). This regular inter-annual pattern indicates 

that snow distributions within 1 km distances highly depend on the topography and the 

general degree of wind exposure at the location.  
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Figure 18: Snow depths at the logger sites (numbered on the x-axis) at Juvvasshøe (upper) 
and Finse (lower), measured manually with a probe at snow maximum over repeated years. 
 

 

Figure 19: Distribution of wind directions in the snow accumulation season (here 1st 
December - 1st April). The observations are from the met-stations at Juvvasshøe and Finse. 
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The GPR-surveys of snow depths, conducted over four consecutive years at the 1 km2 grid at 

Finse, show similar snow distributions for all years (Figure 20). The range of the distributions 

increases during the accumulation season from December to March, and there are gradually 

less snow free areas as the accumulation season progresses. In 2015 there is little change in 

the overall distribution from March to the end of May, even though substantial changes were 

observed at point locations. The CV is relatively similar with values from 0.68 to 0.78 for all 

snow surveys, except the February and March surveys in 2012 where it reaches a value of 1.0. 

At Juvvasshøe snow depths in several 1 km2 grid cells over a large terrain gradient have been 

measured with GPR, but with a coarser sampling than at Finse. Statistics for the GPR snow 

surveys in March 2012 and 2013 at Juvvasshøe are included in Appendix A1, together with 

the data from Finse and Ny-Ålesund. For both years the CV is highest at the highest 

elevations, while lower values of CV are found down towards the treeline. The correlation to 

elevation is explained by the higher wind exposure towards the top plateau. The inter-annual 

variation in CV is larger than at Finse, in particular for the higher elevations (Area 1 to 4 at 

Juvvasshøe). Here, the inter-annual variation in CV is up to 0.3, found when comparing 2012 

and 2013. These two years have significantly different wind directions, with main wind 

direction from the west in 2012, while a large amount of the wind is from south in 2013. 

When comparing the sheltering index (Sx) calculated from the Winstral terrain parameter, the 

change in wind direction appears as a significant change in the sheltering of the area. Because 

of the field location at one side of a large massif, a major change in wind directions seems to 

affect the amount of redistribution significantly. These findings suggest that the main wind 

direction and general wind exposure should be accounted for in addition to the terrain. 

At the Finse field site, two met-stations (Thomas and Erika) are located 500 m apart on 

opposing sides of a 30 meter high hill (Figure 4). The locations are chosen to be in direct lee 

or exposure of the two main wind directions from northwest and southeast. Wind observations 

at the two stations show differences in average hourly wind speeds of up to 15 m/s (Figure 

21). Such large differences in the fine-scale wind speeds must be reproduced in order to 

model the correct snow redistribution with a physical model. This has shown to be a 

challenging task, and Snowtran-3D (Liston and Sturm, 1998) managed only to represent ¼ of 

the observed variation in wind speeds at Finse (Litherland, 2013).  
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Figure 20: Measured distributions of snow depths at Finse. Coefficient of variation (CV) is 
given for all surveys. The snow depths are based on data from ground penetrating radar 
(GPR)-surveys, resampled to 1 meter resolution. 
 

 

Figure 21: Differences in wind speed (black line) at the Thomas (exposed to westerly winds) 
and Erika (exposed to easterly winds) met-stations are related to wind directions (blue line). 
Positive values indicate stronger wind at the Thomas station, and negative more wind at the 
Erika station. The grey shading indicates the range of wind directions from west, and the 
green wind directions from east.  
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5.5 Sub-grid variation of snow in a regional permafrost model (Paper III) 

In this paper we employ statistically derived snow distributions within 1 km² grid cells as 

input to a regional permafrost model in order to represent sub-grid variability of ground 

temperatures. Snow distributions are derived from a terrain-parameterization accounting for 

the winter wind directions. 100 model realizations with different snow depths for each grid 

cell enable a representation of the distribution of sub-grid ground temperatures. This allows 

for an estimate of the permafrost percentage, in addition to the average ground temperature 

within each grid cell. The model evaluation shows significant improvements of both the 

average and the total range of ground temperatures, compared to a model run without a sub-

grid variability. Observed sub-grid ground temperature variations of up to 5 °C are 

reproduced, and 98% of the borehole observations are within the modelled temperature range.  

Based on this more faithful representation of ground temperatures, we find the total 

permafrost area of mainland Norway to be nearly twice as large as what is modelled without a 

sub-grid approach. Here, we evaluate the model sensitivity to a climate forcing with 

increasing temperatures, with and without a sub-grid approach. Temperature anomalies are 

calculated as +100 TDD and +83 FDD for each 0.5 °C temperature increase, based on 

Lilleøren et al. (2012), and only open, non-vegetated areas are considered. The modelled 

permafrost area is six times as larger with the sub-grid approach, compared to the same model 

without a sub-grid representation. 1.5 % of the mainland will still be underlain by permafrost 

with a 1 °C temperature increase, while in the baseline model all permafrost areas will 

degrade with the same increase.. 
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Figure 22: The figure shows the percentage of the Norwegian land area underlain by  
permafrost in equilibrium with warmer climates, modelled with (red line) and without 
(black line) a sub-grid representation of snow.  
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5.6 Snow covered fraction derived from repeated digital camera images 

and ground surface temperature loggers  

Hourly images over the Bayelva area were taken by an automatic digital camera installed at 

Scheteligfjellet over the melt-seasons in 2012 - 2014. Images having good visibility to the 

ground are available for most days during the melt-season of 2012. As much as 400 images 

are orthorectified and classified. In 2013, the front of the camera box was covered by snow 

during parts of the season, in addition to several days with a low cloud cover. This resulted in 

only 93 images of good quality this year; however, most of the melt period is covered. In 

2014 technical problems with the camera during the main part of the snow melt resulted in a 

large gap in the data series. The entire collection of good-quality images, both in raw format 

and orthorectified, are published in Westermann et al. (2015a). 

The classification routine correctly separated snow covered from snow free ground for most 

images, also in shadowed areas (Figure 23). An ice surface happened to appear early in the 

melt season in areas where a thick ice layer was present below the snow layer, such as in the 

river Bayelva. These areas are classified as snow free. A heavy rain-on-snow event in the 

early winter of 2012 resulted in a thick ice layer of up to 30 cm on the ground in large parts of 

the field area. However, this did not significantly influence the melt-out pattern.  

 

Figure 23: Left: Orthorectified images of the study area in June 2012, with the distribution 
of GST-loggers (yellow dots) and the Bayelva surface-energy balance station (red dot). 
Right: Classification of snow (white)/snow free (black)  ground, with the area used for the 
snow covered fraction curves (blue line). 
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The snow covered fractions (SCF) from the analysed images (dots in Figure 24, upper) are 

compared to SCF-curves estimated from the GST-loggers (lines in Figure 24, upper). In 2013 

representative data series from both methods are available through the entire melt-season. The 

correlations between logger- and camera- derived SCF-curves are good. At one occasion in 

2013 the camera images show an increase in SCF of almost 0.2 in the middle of the melt-

season, before again decreasing. This corresponds to a snow fall the 14th of June 2013, where 

the fresh snow was quickly melted by rain the next day. This event is not represented by the 

GST-loggers, because a short snow fall during summer will not insulate the ground, and also 

not release enough latent heat to significantly dampen the daily temperature variation and 

amplitude at the ground surface compared to the air temperatures. 

The SCF-curves indicate a melt season duration of approximately one month for 2012 and 

2013. The timing, corresponding to the entire month of June, is similar for these two years. In 

2014 the melt season started approximately one month later, and lasted for only 2 to 3 weeks. 

The shorter melt season is a result of the later timing causing a more positive radiation 

balance due to the higher solar angle and 24-hours of sunlight. 

Based on the good correlation between SCF-curves derived from camera observations and 

GST-loggers in Bayelva, the GST-logger method is also applied for the GST-data at Finse 

(Figure 24, lower). These SCF-curves serve as validation data for sub-grid snow distributions 

implemented in the WRF model (Paper IV). The GST-loggers at Finse are located in a 500 m 

x 500 m area at the hilltop east of Vetle Hansbunuten, an exposed area with high 

redistribution of snow and large bare blown areas. Several of the loggers are therefore snow 

free most of the winter season, and the SCF-curves start below 0.9. The melt seasons in 2012 

to 2014 started in mid- to late May, while in 2015, a cold spring with fresh snow in the 

beginning of June resulted in a delayed melt-season. The melt seasons in 2013 and 2014 were 

similar, with durations of nearly two months and snow free ground during the first week of 

July. In 2012 and 2015 there was still snow in the end of August, and the melt seasons lasted 

for more than 2.5 months. 
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Figure 24: Snow covered fraction (SCF) over the melt seasons in 2012 - 2014 in Bayelva, 
and for 2012-2015 at the Finse field site. Snow covered fractions derived from digital 
camera images are shown as dots, while snow covered fractions derived from ground 
surface temperature (GST)-logger arrays are plotted as continuous lines of data. 
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5.7 A tiling approach to represent sub-grid snow variability in coupled 

land-surface – atmosphere models (Paper IV). 

In this paper we implement and test the effect of a sub-grid representation of snow variation 

in a coupled atmosphere – land surface model (LSM). For this study we use the Weather 

Research and Forecasting (WRF) model with the Noah LSM, applied to the mountain regions 

of southern Norway, where the statistical snow distributions derived for Norway in Paper III 

are used to scale solid precipitation in ten sub-grid tiles. In this way we obtain a consistent, 

explicit representation of the variation in snow depths on sub-grid scales. By simulating 

individual soil properties for each tile, this approach also accounts for a number of secondary 

effects of an uneven snow distribution.  

At the Finse field site, the transition time from full snow cover to snow-free ground increases 

from a few days with the default snow covered fraction (SCF) representation, to more than 

two months with the tiling approach. This agrees with the SCF derived from the surface 

temperature loggers (Figure 24, lower). The improved representation of sub-grid snow 

variation reduces the temperature bias at local noon by 4 °C during the first half of July, and 

improves the representation of the phase of the diurnal temperature cycle. On a regional scale, 

the mosaic snow approach removes the bimodal temperature bias observed in June, July and 

August, related to the binary SCF in the reference simulation. The lower albedo and higher 

skin temperatures during melt season increase the surface energy fluxes on local and regional 

scales. These changes in energy and moisture fluxes result in increased precipitation in the 

mosaic approach during the melting season. In the most affected sub-region the correlation 

between simulated and observed precipitation increases from 0.83 to 0.89. 

Some of these improvements could have been achieved by implementation of a better SCF 

scheme combined with separate surface energy balance calculation for snow covered and 

snow free ground. There are, however, additional physical processes related to sub-grid snow 

variations that are naturally accounted for with sub-grid tiling. In addition, the current sub-

grid tiling approach can account for the hysteresis effect while treating accumulation season 

and melting season in a consistent way. This approach can therefore be seen as the most 

flexible and physically consistent approach to account for sub-grid snow variations, although 

at the expense of increased computation time.    
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5.8 A new permafrost map for the Scandinavian Peninsula (Paper V). 

The main goal of this paper is to provide a new accepted baseline for permafrost distribution 

in Scandinavia. We present a new permafrost map based on an implementation of the 

CryoGRID1 model at 1 km2. The model is forced by a recently developed dataset of gridded 

daily air temperature and precipitation for Norway, Sweden and Finland. For non-vegetated 

areas the sub-grid scheme for snow, presented in Paper II and Paper III, is implemented, 

allowing for a more detailed representation of the permafrost boundaries. It is parameterized 

and evaluated with the use of all available field measurements, and thoroughly validated by a 

large collaborating permafrost research community in Scandinavia.  

The new map provides a higher level of detail and stronger confidence in the model results 

than previous permafrost maps for this area. Compared to the more generalized “International 

Permafrost Association Circum-Arctic Map of Permafrost and Ground Ice Conditions” by 

(Brown et al., 1997), which has served as a reference map until now, it provides a similar, but 

more detailed picture of the distribution of mountain and lowland permafrost. Modelled 

average ground temperature in the grid cells is within ±2 °C of the observed ground 

temperatures in 25 boreholes, and all borehole temperatures are within the range of the 

modelled ground temperatures for the corresponding grid cell. The map is accepted by the 

local permafrost experts, and will serve as a validation for future global scale permafrost 

model attempts. 
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6 General discussion 
Quantification of the sub-grid variability of ground temperatures is crucial in order to 

understand and improve the bias in permafrost models and land surface schemes. Based on 

detailed field observations, this thesis aims to quantify the spatial variation of the surface 

energy balance, here represented by ground surface temperatures, and the related surface 

variables, with main focus on snow distribution (Paper II). The measured spatial variation in 

mean annual ground surface temperatures (MAGST) over 1 km2 areas, a typical size of a grid 

cell in regional permafrost and land surface models, is up to 5 °C in three different high-

altitude to arctic environments in Norway. The findings presented here show that significant 

variation occurs also over much smaller scales and in more low relief environments than 

previously shown. The extensive amount of observation data over small areas collected in this 

study allows for a proper statistical analysis of the distribution of ground surface 

temperatures. Snow distribution is found to be the main explaining variable for the spatial 

variation in the surface offset, both in summer and winter, while it is to a lesser degree 

influenced by the variation in potential incoming solar radiation or ground materials. This 

holds for all field sites and over repeated seasons, and demonstrates that even in the low relief 

arctic site in Ny-Ålesund, featuring less variation in snow depths, the impact from the snow 

on ground temperatures is as large as or larger than at the high mountain sites. 

The large variation in ground temperatures in high mountain areas is previously emphasized 

by several studies (e.g. Gruber and Hoelzle, 2001; Isaksen et al., 2002; Etzelmüller et al., 

2007; Gubler et al., 2011), reporting of variations in MAGST of up to 6 °C  within elevation 

bands of 200 m – 300 m. There is only a small correlation with elevation, and surface 
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material, vegetation, terrain parameters and snow cover are addressed as the explaining 

variables. Based on systematic observations of ground temperatures over a 16 km2 are in the 

Swiss Alps, Gubler et al. (2011) concluded that the variation in MAGST can be explained by 

the topographic variables elevation, slope, aspect and ground cover type. In this work we aim 

to quantify the variation over areas of a typical grid-cell in the regional models. The field 

areas have relatively small internal elevation differences (< 100 m), and the entire variation in 

MAGST is related to other topographic variables than elevation. The findings suggest that 

most of the fine-scale variation in MAGST, in environments similar to the alpine sites in 

southern Norway and the arctic site in Svalbard, can be explained by variation in maximum 

snow depths alone.  

Furthermore, the field data supports the established knowledge that the insulating effect of the 

snow cover is non-linear and highly sensitive to variations in snow depths below 1 meter. The 

observed distributions of snow in mountain environments are highly asymmetric, and follow a 

lognormal to a gamma distribution (Paper II and III). Consequently, the measured average 

MAGST within a 1x1 km area differs significantly from the MAGST expected at a site with the 

average snow depth. Additionally, we find the timing of melt-out at our field sites to be 

controlled mainly by the variation of maximum snow depth, and less by the variation in 

incoming solar radiation. While variation in snow depths exceeding 1 to 2 meters does not 

introduce large variation in the surface offset during winter, it highly influences the length of 

the thawing season at the ground surface. At very snow rich sites the cooling effect of a 

shorter summer season may exceed the insulating effect of the snow cover. It is therefore 

important to represent the full range of snow depths in order to precisely model the gradual 

depletion of the snow cover and thus the correct variation in the surface energy balance. In 

Paper II we demonstrate that the fine-scale variation in MAGST can be reproduced in a simple 

permafrost model by only accounting for the variation in maximum snow depths.   

 

6.1 Statistical representation of fine-scale snow variation 

The highly variable pattern of snow depths at the high-mountain field sites was found to 

repeat each winter season. The inter-annual variation in relative snow distribution at the 

logger sites was minor, even though the variation in total amount of snow was significant. The 

coefficient of variation for snow depths within 1 km2 areas exhibited relatively low inter-

annual variation, except for in some areas sheltered by larger mountains (Paper III). Here, 
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changes in the prevailing winter wind direction may shelter the entire area, and influence the 

snow distribution.  

A range of different model approaches attempting to represent local snow drift patterns have 

previously been developed, lately at a high level of physical complexity. In order to model 

redistribution of snow using a physical representation, the wind pattern must be reproduced at 

sufficiently high resolution. We find that the observed variations in wind speed and resulting 

snow depths at Finse are difficult to reproduce using the available physical snow drift models, 

even with extensive site specific calibration. The required amount of input parameters, the 

computational cost, as well as the need for site specific calibration, cause distributed physical 

snow models to be unsuitable for representing sub-grid variation in regional models.  

We show that statistical representations of snow distributions are able to reproduce the 

observed snow distribution over regional scales. Based on a fine-resolution terrain 

parameterization together with main wind directions, maximum snow depth and elevation, we 

derive snow distributions at 1 km2 for all of the non-forested parts of mainland Norway. A 

statistical scheme has the disadvantage of not representing the physical properties of the snow 

pack, and it might therefore not reproduce the changes in snow pattern with a changing 

climate. However, when calibrated with spatially large, but detailed, datasets of the critical 

parameters this type of approach might reproduce the current situation just as well, or even 

better, than a physical model without appropriate quality or resolution of the required input 

parameters. We find that our statistical representation of snow distributions is able to 

reproduce observed coefficients of variation with a precision of c. ±0.1. Because of few input 

parameters and the low computational cost, statistical representations of snow are suitable for 

implementation in land surface schemes and large-scale permafrost models. 

 

6.2 The effect of a sub-grid representation of snow in regional permafrost 

models and land-surface schemes 

The implementation of a statistical representation of snow distribution in a regional 

permafrost model shows large improvements in correlation of modelled and observed ground 

temperatures (Paper III). The improved representation shows a doubling of the permafrost 

area compared to the same model without a sub-grid representation of snow. The total 

modelled permafrost area classified as sporadic, discontinuous or continuous is significantly 
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larger than what is modelled as permafrost in the binary representation of permafrost in the 

model without a snow distribution. However, the area of continuous permafrost is 

significantly smaller, and the lowest sub-grid mean annual ground temperatures are several 

degrees colder than what is modelled without a sub-grid approach. Consequently, the latter 

will respond with a more rapid decrease in permafrost area compared to the sub-grid 

approach, which still indicates sporadic permafrost in the high mountain areas of Norway in 

equilibrium with a climate 2 °C warmer than the current climate.  

We also show that a coupled atmosphere – land surface model benefits from the addition of a 

sub-grid representation of snow (Paper IV). The implementation of statistical snow 

distributions as sub-grid tiles significantly prolongs the duration of the melt-season, in 

accordance with observations. This influences the albedo, the net flux of long-wave radiation 

and the evapotranspiration. As a result, the modelled near surface temperatures in mountain 

areas during the melt season are significantly improved. Because of the changes in 

evapotranspiration, feedbacks are also seen on the larger scale precipitation pattern.    

 

6.3 A new baseline map for permafrost in Scandinavia 

The implementation of a sub-grid snow distribution in the CryoGRID 1 model for 

Scandinavia results in a model capable of representing the regional patterns of permafrost 

(Paper V). It manages to reproduce both observed ground temperatures and lower limits of 

permafrost at a local scale. This demonstrates that simple equilibrium model approaches can 

be accurate if the quality of the input data is good and the parameterization is based on a large 

ensemble of field investigations collected from large parts of the modelling domain. However, 

such model approaches can only reproduce the ground temperatures in equilibrium with the 

climate forcing. With a parameterization derived from field observations in the current 

climate, only the current climate can be modelled sufficiently. In order to make climate 

change analysis, a transient representation of the climate system and the ground thermal 

regime is required. The new permafrost map for Scandinavia will serve as a validation dataset 

for such model approaches, as it is thoroughly validated and accepted as the baseline map by 

the permafrost community in Scandinavia.  
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6.4 Bridging terrestrial and atmosphere models  

The field observations and modelling efforts presented in this thesis demonstrate that land 

surface models and permafrost models with grid resolutions of 1 km2 or coarser will introduce 

biases in the surface energy balance if they do not adequately represent the sub-grid variation 

of snow. For permafrost models, not only the total distribution of permafrost will be biased, 

but also the response to changes in the climate forcing will be incorrect if the full range of 

sub-grid ground temperatures is not represented. In land surface schemes not including the 

effects of the fine-scale variation of snow explicitly, the averages of the net surface fluxes will 

be biased. In a coupled model this will propagate back into the atmosphere model, and as 

shown in Paper IV this may introduce significant biases in the entire system.  

The future climate changes projected by the General Circulation Models have resulted in a 

high interest in land surface models that are able to model the effect of the projected future 

climate on the surface energy budget. The projected future, but also the already observed, 

increase in temperatures, is highest in arctic and high-altitude areas. In these areas, changes in 

the surface energy budget, which is highly controlled by the seasonal or perennial snow cover, 

will have a large impact on the terrestrial cryosphere. Permafrost, being a key element in the 

terrestrial cryosphere, is projected by the IPCC to become a net emitter of carbon over the 

next century as a response to the warming of the climate and thus changes in the surface 

energy balance. Permafrost areas will therefore act as a positive feedback mechanism on the 

climate system.  

Together with estimates of potential release of carbon from the ground, these projections rely 

on estimated permafrost degradation in response to the climate change. The estimates are 

derived from ESMs, run at ground resolutions normally much coarser than 1 km2, or from 

permafrost models forced with output from the GCMs. As a result of the increased focus on 

model representations of the surface energy balance, much attention has lately been drawn 

towards the mismatch between the scales at which atmospheric and surface variables operate. 

There is an urgent need for increased knowledge of how the fine-scale processes can be 

sufficiently represented in regional models, and their effect on the larger scale climate. 

Techniques for up and downscaling of processes between the atmosphere and the land 

surface, as presented in this thesis, are therefore highly relevant in the context of the current 

major research questions.   
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6.5 Outlook 

The work presented in this thesis shows that the inclusion of sub-grid snow distributions 

clearly improves the model representation of the surface energy balance in arctic and high-

latitude environments similar to those in Scandinavia and Svalbard. Furthermore, we have 

presented a computationally cost effective statistical approach combining a simple terrain 

parameterization with a few key input parameters, all which are normally available over 

larger regions. This approach, shown to significantly improve the model results, is simple 

enough to be implemented in regional models. Based on the findings in this work, it is 

suggested that the sub-grid variability of snow should be explicitly represented in future land 

surface and permafrost models.  

The field investigations show that the inter-annual variations in snow distribution are 

relatively low, even with different wind patterns over the winter. The main controlling factor 

is the variation in exposures over the terrain, and in high mountain areas the extensive wind 

drift allows for a significant smoothing of the snow surface filling up depressions in the 

terrain every winter. However, the degree of redistribution varies between winters with the 

amount of strong wind events, and the terrain depressions might not be filled up in all areas. 

Further development of the snow distribution routine should therefore include high resolution 

gridded wind data if available.  

There is an ongoing development of remote sensing techniques to record snow properties 

from space. One example of such a product is the fractional snow cover at 500 m resolutions 

from MODIS. When compared to field observations at Finse and Svalbard the data quality 

was found to be too poor with many outliers during the melt-season. However, the beginning 

and end of the snow season could be extracted. Future work should aim to derive sub-grid 

snow distributions from similar satellite data.   

The field investigations in this thesis are focused on high-mountain and arctic environments. 

However, similar investigations in other environments, i.e. tundra and mire areas, are crucial 

to improve representation of permafrost distribution and response to climate changes for these 

areas. In permafrost areas at more southerly latitudes the solar radiation and other surface 

variables might be more important for the surface energy balance. Here, a similar statistical 

downscaling approach could additionally include these variables. 
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7 Conclusions 
The main achievements and conclusions of the research and discussions in this thesis are 

summarized in the following: 

 Measured spatial variation in mean annual ground surface temperatures within 0.5 km2 

footprints ranges from 2.5 °C to 5 °C at three field sites in high-mountain and arctic 

environments in Norway and Svalbard. The fine-scale variability is introduced during 

the snow covered season and the melt-out in spring, and is highly correlated to 

maximum snow depths. The variation in incoming solar radiation and surface 

materials has minor influence.  

 Observed snow distribution at distances below 1 km in exposed mountain areas is 

highly related to topography. The coefficient of variation (CV) of maximum snow 

depths could be represented with a precision of ±0.1 using a terrain parameterization 

accounting for winter wind directions and average maximum snow depth. 

 The implementation of statistical snow distributions at a sub-grid level in a regional 

permafrost model with 1 km2 resolution doubles the modelled permafrost area, 

compared to a baseline run of the same model. In the sub-grid approach the entire 

range of ground temperatures within each grid cell is represented, allowing for a 

gradual transition from permafrost areas to no-permafrost areas. The full range of sub-

grid temperatures must be represented in order to model the correct response of 

ground temperature and potential permafrost degradation to a changing climate. 

 Using sub-grid snow distributions to break grid cells into tiles of varying snow depth 

in a coupled atmosphere – land-surface scheme yields significant improvements to the 

representation of the transition time from full snow cover to snow-free ground. The 
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improved representation of sub-grid snow variation reduces a cold bias found in the 

reference simulation, increases the surface energy fluxes on local and regional scales, 

and has an appreciable effect on simulated regional precipitation.  

 The work presented in this thesis demonstrates that a representation of sub-grid snow 

distributions is crucial to obtain a precise representation of the surface energy balance. 

The use of statistical snow distributions has shown to be a robust and cost effective 

way to include the non-linear effects of the snow cover, both in regional permafrost 

models and in coupled atmosphere – land-surface schemes. 
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A1 Snow distribution observations 

 

Location (utm33) Elevation 1 meter average 10 meter average 

Date East North Mean Range N SD CS CV N SD CS CV 

Finse 

17.12.2011 92000 6739000 1283 115 14542 1.00 1.67 0.80 830 1.02 1.64 0.75 

30.01.2012 92000 6739000 1272 123 25601 0.70 1.17 0.73 1686 1.76 1.25 0.73 

27.02.2012 92000 6739000 1267 122 16341 1.69 1.88 1.04 932 1.74 1.76 0.99 

22.03.2012 92000 6739000 1276 125 36201 2.00 1.52 0.91 1968 2.05 1.47 0.88 

12.12.2013 92000 6739000 1257 111 4220 1.11 2.25 0.80 408 1.09 2.33 0.71 

22.01.2013 92000 6739000 1278 124 17200 1.42 1.26 0.72 1400 1.52 1.35 0.67 

25.02.2013 92000 6739000 1273 122 20856 1.60 1.60 0.72 1766 1.72 1.33 0.66 

20.03.2013 92000 6739000 1272 126 16844 1.63 1.16 0.70 1616 1.71 1.05 0.71 

23.04.2014 92000 6739000 1257 127 4080 1.94 1.02 0.71 563 1.72 0.89 0.72 

21.02.2015 92000 6739000 1282 120 11522 2.00 1.10 0.79 765 2.05 1.11 0.76 

25.03.2015 92000 6739000 1283 129 15352 2.10 1.10 0.77 1046 2.07 1.04 0.76 

05.05.2015 92000 6739000 1293 117 23606 2.19 1.05 0.73 1443 2.32 0.98 0.74 

Juvvasshøe 

03.05.2009 

  

    

   

  

    Area 1 150000 6856000 1568 186 1126 0.87 1.75 0.73 193 0.87 1.77 0.74 

Area 3 151000 6857000 1742 176 883 0.45 3.65 0.92 147 0.45 3.29 0.86 

Area 5 151000 6858000 1711 135 820 1.47 1.22 0.69 134 1.36 1.43 0.69 

Area 6 151000 6859000 1377 718 1533 0.73 1.26 0.61 252 0.69 1.60 0.56 

29.03.2012 

  

    

   

  

    Area 1 150000 6856000 1731 164 2565 1.16 1.12 0.70 282 1.17 0.97 0.68 

Area 2 150000 6857000 1620 172 926 1.71 0.80 0.61 138 1.76 0.88 0.60 

Area 3 151000 6857000 1500 188 361 1.68 0.85 0.67 123 1.65 0.88 0.66 

Area 4 150000 6858000 1552 116 2870 1.43 0.94 0.68 162 1.42 0.95 0.66 

Area 5 151000 6858000 1379 207 4722 1.18 1.56 0.71 420 1.31 1.84 0.78 

Area 6 151000 6859000 1317 216 1685 0.75 0.64 0.55 157 0.83 0.64 0.54 

15.03.2013 

  

    

   

  

    Area 1 150000 6856000 1724 145 1151 1.31 1.66 0.88 173 1.32 1.70 0.89 

Area 2 150000 6857000 1589 101 1074 1.05 1.35 0.91 153 0.96 1.48 0.90 

Area 3 151000 6857000 1502 152 803 1.19 0.53 0.61 129 1.14 0.69 0.64 

Area 4 150000 6858000 1522 114 1091 1.28 1.77 0.82 217 1.28 1.73 0.85 

Area 5 151000 6858000 1412 166 2779 0.78 1.16 0.66 440 0.73 1.30 0.66 

Area 6 151000 6859000 1310 60 595 0.87 0.99 0.57 73 0.93 0.87 0.54 

Ny-Ålesund: Bayelva 

23.04.2013 432000 8763000 23 32 23329 0.53 2.30 0.63 3291 0.53 2.29 0.60 

Ny-Ålesund: Kvadehuksletta 

24.04.2013 424000 8766000 34 47 14666 0.32 2.46 0.91 2493 0.32 2.49 0.89 

 


