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ABSTRACT 

The purpose of this paper is to construct Brownian motion on 

a reasonably general class of self-similar fractals. To this end, 

I introduce an axiomatically defined class of ,.nested fractals .. , 

which satisfy certain symmetry and connectivity conditions, and 

which also are (in the physicists' terminology) finitely ramified. 

On each one of these nested fractals, a Brownian motion is con­

structed and shown to be a strong Markov prOcess with continuous 

paths. If the Laplacian 6 on the fractal is defined as the 

infinitesimal generator of the Brownian motion, and n( a) denotes 

the number of eigenvalues of -6 less than a, I prove that 

( ) d•logv/log~ 
n a ~ a as a~~. 

where d is the Hausdorff dimension of the fractal, and v and 

~ are two parameters describing its self-similarity structure. In 

general, logv/log~*l/2 and hence Weyl's conjecture can only hold 

for fractals in a modified form. 
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I. Introduction 

In the last few years there has been an increased interest 

among mathematicians for fractals and fractal media. Much of the 

motivation comes from physics: as physicists unearth ever more 

convincing examples of fractal structure in nature, more and more 

mathematicians are persuaded that the theory of fractals is not a 

collection of exotic and useless counterexamples, but a promising 

and exciting tool for describing and understanding important 

physical phenomena. Nobody could have argued this case more 

vividly and flamboyantly that Benoit r.iandelbrot in the various 

editions of his books [25], [26], [27]. 

One of many ways in which physicists run into fractals is by 

observing substances with a noninteger dimension (in a sense I 

shall describe in the next chapter). Natural mathematical models 

for such substances are the sets of noninteger Hausdorff dimension 

that have been known to mathematicians for more than half a 

century. But these sets in themselves do not give us much infor­

mation about the important physical properties of fractal media 

such as charge distribution, heat transfer~ wave propagation, and 

quantum effects. In fact, since the Laplace operator is the 

crucial ingredient in the equations governing all these phenomena 

(the potential equation, the heat equation, the wave equation, and 

the SchrOdinger equation), one might argue that a reasonable model 

for fractal media necessarily includes a description of the 

associated Laplacians (assuming, of course, that a fractal has a 

"natural" Laplace operator more or less the same way a Riemannian 

manifold has a "natural" Laplace-Beltrami operator). 

Now there is an obvious obstacle to constructing Laplacians 

on fractals: Laplacians are differential operators and fractals do 
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not have a differentiable structure - they are the classical 

examples of nondifferentiable objects. For the probabilist there 

is an easy way to circumvent this problem~ to him or her the 

Laplacian is just the infinitesimal generator of Brownian motion, 

and to describe Brownian motion one does not need a differentiable 

structure. 

This observation will be my point of departure in the 

present paper. Starting with an axiomatically defined subclass of 

Hutchinson's [18] self-similar fractals, I'll show that each one 

of these "nested fractals" (as I call them) supports a Brownian 

motion in a natural way (- for all I know, it may actually support 

more than one Brownian motion~ this is one of the big open 

questions in the theory). The infinitesimal generator of such a 

process will be a self-adjoint operator on L 2 (E,m) (where E is the 

fractal and m is the invariant measure on E), and I'll refer to 

these operators as Laplacians on fractals. They turn out to have 

some rather unexpected properties~ e.g., if 

n(a) =the number of eigenvalues of - 6 less than a, 

it's natural to conjecture (see e.g. [ 6 ], [7]) that Weyl' s 

classical law for the asymptotic distribution of eigenvalues will 

generalize to 

n( a) 
d/2 

~ a as a + m 

where d is the Hausdorff dimension of the fractal, but this 

turns out to be false. Instead, there is an asymptotic expression 

( 1 • 1 ) n( a) ~ 
d •log v/ log A a as a + m, 

where v and A are two parameters describing the fractal. This 

result is not quite as surprising as it may seem at first glance~ 

it's a consequence of the simple observation that in the fractal 

case the relationship between the time increment 6t and the space 
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1/2 
increment 6x of Brownian motion is not the customary 6x - 6t 

logv/logA. 
but 6x- 6t . For the Sierpinski gasket {see Example II.1), 

formula (1 .1) has already been proved by Barlow and Perkins [s], 

and without formal proof (but with various heuristic arguments) it 

has been known in the physics literature for some time (see [30]). 

The paper is organized as follows: In the next chapter, I 

discuss informally the relationship between the physical and the 

mathematical approach to fractals. You may find this an unduly 
' 

long piece of expository writing for what is basically a research 

paper, but to my mind it serves two important purposes: it 

explains the physical relevance of fractals and Hausdorff dimen-

sion (which is not always easy to understand from the literature), 

and it provides the reader with the necessary examples to better 

appreciate the axiomatic theory I develop later in the paper. In 

the same expository style, I use Chapter III to describe the fun­

damental ideas of the paper on a simple but typical example: again 

I hope that this informal introduction will help the reader to see 

through the abstract machinery needed for the general case. The 

systematic development of the theory begins in Chapter IV where I 

define axiomatically the class of "nested ,fractals" that I'm going 

to work with. The most important and also the most restrictive of 

my postulates is the Nesting Axiom which- in the physicists' 

terminology- says that a nested fractal is "finitely ramified". 

After the axioms have been introduced, the rest of Chapter IV is 

devoted to a systematic account of their basic consequences. 

Brownian motion on a nested fractal will be constructed as 

the limit of a sequence of random walks, and to avoid difficult 

combinatorial problems, it's important to choose the transition 

probabilities of these random walks as cleverly as possible. In 

Chapter V, I explain how this can be done with an appeal to Lef-

schetz's fixed point theorem. If Brownian motion is to be obtained 
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as a limit of random walks B , I need to know how to rescale 
n 

time as n goes to infinity, and using the Perron-Frobenius theory 

of positive matrices, this question is dealt with in Chapter VI. 

In Chapter VII, I can finally construct Brownian motions on nested 

fractals and show that they are Feller-Dynkin processes with con­

tinuous paths. As already said, I originally choose the transition 

probabilities of my random walks with extreme care, but in Chapter 

VIII l prove an invariance principle which shows that all this 

care is not really necessary~ under certain conditions we always 

get the same limit process no matter which transition probabili-

ties we start with. In Chapter IX, I define Laplacians on fractals 

as infinitesimal generators of Brownian motions~ show that they 

are self-adjoint operators~ and derive formula (1 .1) for the asym­

ptotic distribution of their eigenvalues. The tenth and last 

chapter contains a list of open problems and a few remarks. 

I should perhaps say a few words about one rather untraditi-

anal aspect of my presentation - the use of nonstandard analysis. 

Before I scare anybody away, let me say that it doesn't play a 

very central part in this paper~ with the exception of a guest 

appearance in the proof of Lemma VI.4, it doesn't enter the scene 

until the beginning of Chapter 7, and by then all the main ideas 

have been presented, and what remains is to run the technical 

machinery. Since the technical machinery of nonstandard analysis 

is ideally suited for the problems at hand, I have decided to use 

it rather than, say, the theory of weak convergence. The readers 

who want to come along can find introductions to nonstandard 

probability theory in [1] and [33], and the readers who instead 

want to rephrase the results in terms of their own favorite 

technique, will, I'm convinced, not find this very difficult 

(- the crash course in nonstandard analysis provided by the ten 

first pages of [23] may be helpful). 
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Let me finally say a few words about the relationship 

between the present paper and other contributions to the litera-

f~r~, poth the physical and the mathematical. In both fields the 

attention concentrates almost exclusively on Brownian motion on 

the Sierpinski gasket. A good introduction to the physical theory 

is Rammal and Toulouse [30]; other papers of interest are [3], 

[17], [29]. On the mathematical side, the papers by Kusuoka [21 ], 

Goldstein [16], and Barlow and Perkins [5] all contain rigorous 

constructions of Brownian motion on the Sierpinski gasket. The 

first two of these papers were known to me when I started to write 

the present paper, the last one only appeared when I was almost 

finished (but I did know about the main results through private 

communication). In a certain sense, the present paper is comple­

mentary to the previous ones as it concentrates mainly on problems 

that do not exist for the Sierpinski gasket, but there are over-

laps, of course, especially with Barlow's and Perkins' work; both 

they and I estimate the modulus of continuity for the Brownian 

sample path and find the asymptotic distribution of eigenvalues 

for the Laplacian (in either case they do it better than I do, but 

only for the Sierpinski gasket). It's interesting to note that 

when we attack the same problem, we usually do it by completely 

different methods, and thus the papers are complementary also in 

this respect. The only place where I have actually used ideas from 

Barlow's and Perkins' paper is in estimating the Green functions 

in Chapter IX, but I acknowledge their priority to any result the 

two papers have in common. All the contributions mentioned so far 

are basically of a probabilistic nature, but a more potential 

theoretic approach to the same bundle of problems is presented in 

the recent paper by Metz [28]. 
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An exception to the rule that everybody works with the 

Sierpinski gasket, is the recent paper by Barlow and Bass [4] on 

Brownian motion on the Sierpinski carpet (see Example IV.6). As 

far as I knowt this is the only mathematical construction of a 

Brownian motion on a (nontrivial) fractal which is not covered by 

the theory in the present paper. The Sierpinski carpet does not 

satisfy the most restrictive of my axioms (the Nesting Axiom), and 

requires a totally different approach than the one used in this 

paper. A good understanding of Brownian motion on the Sierpinski 

carpet would mean a great step forward toward a general theory for 

diffusions on fractals, but Barlow's and Bass' paper indicates 

that we are here faced by very deep and difficult problems. At 

this point, let me just mention my own earlier and very sketchy 

contribution [24], which isn't worth much as it stands today, but 

which contains ideas I hope some day will become useful. 

I would also like to mention three interesting papers on 

different, but related subjects7 one is Kesten's paper (20] on 

random walks on percolation clusters (see also [30] for the physi­

cal background), the other two are the papers by Brossard and 

Carmona [8] and Lapidus and Fleckinger-Pelle [22] on the asymp­

totic distribution of eigenvalues for the Laplacian on domains 

with fractal boundary. 

Acknowledgements: I'm grateful to Martin Barlow, Ed Perkins and 

Volker Metz for their generosity in sharing their results with me 

before they were published. I would also like to thank Sergio 

Albeverio, Ward Henson and Nils ¢vrelid for helpful conversations 

and useful references to the literature. Finally, many thanks to 

Tove Lieberg who typed the paper with skill and efficiency. 
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II. Fractals in physics and mathematics. 

As I mentioned in the Introduction, one way physicists run 

into fractals is by observing objects with a noninteger dimension. 

To understand what this means, let us assume that we are given a 

three-dimensional, homogeneous solid, and that we measure the mass 

of that part of the solid that is inside a cubic box of side ~ 

for different values of ~. What we find is, of course, that the 

mass M(l) is proportional to ~ 3 • If we do the same experiment 

with a two-dimensional or a one-dimensional object (still using 

three-dimensional boxes), we find that M(~) is roughly propor­

tional to ~ 2 in the first case and to ~ in the second case. In 

all three cases we recover the dimension d as the exponent of 

~; we have 

M(~) ~ c~d 

or, taking logarithms, 

log M(~) ~ d log ~ + c• 

(I'm using ~ to mean "approximately equal" in an informal sense). 

The last formula suggests how an intelligent creature with no 

intuitive sense of dimension could try to measure the dimension of 

various objects by carrying out the experiment above and plotting 

the results in a double-logarithmic coordinate system as shown in 

Figure 1. 

log 

log(~) 
Figure 1 
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The slope of the best fitting, straight line through the data is 

then the experimental value for the dimension. 

Experiments of this kind are much more than mere thought 

experiments; physicists have actually carried them out for a wide 

variety of different objects. If the object has an irregular 

boundary and contains holes of all sizes, they often find a 

sharply defined experimental value d which is not an integer, 

and hence they conclude that the object is fractal in the sense 

that it has a noninteger dimension. Examples are gases or liquids 

injected in porous media (e.g. oil or water in rock), aggregations 

of particles and colloids, and surfaces of turbulent clouds, just 

to mention a few. The recent book by Feder [13] contains a 

detailed description of these phenomena and many more, and is 

warmly recommended to anybody who wants to understand the role of 

fractal media in solid state physics. As will be seen from Feder's 

book, the experiment outlined above is only one of many actually 

used by physicists to measure dimension; the other ones are based 

on similar, intuitive scaling properties of sets of different 

dimensionality. 

One must, of course, be a little careful in interpreting the 

results of such experiments; it's obvious, for instance, that the 

linear relationship between log M(i) and log i in the experi­

ment above will break down when i becomes too small (the size of 

an atom, if not before). But there is nothing new in this; if we 

carry out the experiment for a real, physical surface, the rela­

tionship M(i) - i 2 will only hold as long as i is much larger 

than the thickness of the surface: we can only treat a surface as 
a two-dimensional object as long as we stick to the proper physi­

cal scale, and the same principle applies to fractal media. 
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Let us now compare these physical examples of fractal 

behavior to the fractals created by mathematicians. The first 

example is the wellknown Sierpinski gasket. 

11.1 Example. We begin with the isosceles triangle T 0 in Figure 

2a). 

a) 

Figure 2 

Removing the black triangle in the middle of Figure 2b), we are 

left with three triangles similar to but smaller than the original 

one. Repeating the procedure with each one of these triangles, we 

get the nine triangles in Figure 2c). Again we repeat the 

procedure with each one of these triangles, and so on to infinity. 

The limit set T is the Sierpinski gasket. 

Let us try to estimate the dimension of T by means of the 

physicists• method described above. We return for a moment to 

Figure 2b), but imagine that the construction has been carried 

through to the end so that each of the three white regions is full 

of triangular holes of all sizes. In an intuitive sense each one 

of these white triangles has size one third of the whole set, 

while the length of its side is one half of the original side. 
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Hence 

1 1 
M(·-) = ·- M(1) 

2 3 

(where M(a:) -in our obvibus, intuitive sense- measures the 

"size" or "mass" of a triangular region with side a:). Repeating 

the argument, we see that 

for all positive integers n. This shows that 

M(A) = CAlog 3/log 2 

at least when A is of the form 1/2n, indicating strongly that T 

has dimension log 3/log 2. And indeed, it's not hard to prove by 

strict mathematical means (using, e.g., a theorem by Hutchinson (18] 

which I will state as Theorem IV.4) that the Hausdorff dimension 

of T is exactly log 3/log 2. 

What this example shows is that at least some of the frac-

tals constructed by mathematicians have scaling properties similar 

to those physicists find in nature, and that their physical "scal­

ing dimension" often agrees with the mathematical notion of Haus­

dorff dimension. To give a little more substance to this claim, 

I'll sketch quickly two more examples of the same kind. The first 

is the Koch-curve which in many respects is simpler than the Sier­

pinski gasket, although it's construction is slightly more compli-

cated in the sense that it is not only a question of cutting away 

unwanted bits and pieces from the original figure, but of actually 

changing the contour of the domain. 

11.2 Example. Beginning with the line segment of length 1 in 

Figure 3a), I first replace it by the four line segments of length 

1/3 in Figure 3b), and then I replace each one of these by four 
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segments of length ~/9 as in Figure 3c), etc. The limit set is 

the Koch-curve. 

a) b) c) 

Figure 3 

Estimating the dimension heuristically as in the previous 

example, I get 

indicating that H( .t) 
log 4/log 3 d 

- .t an d=log 4/log 3. Again it 

is easy to use Hutchinson•s general result to check that the Haus-

dorff dimension of the Koch-curve is indeed log 4/log 3. 

I claimed above that one of the reasons why physicists got 

interested in fractals was because they measure sets with nonin-

teger dimensions. The next example shows that even sets with an 

integer dimension may have all the features we usually associate 

with fractals. 

II.3 Example. (Nested cubes) We begin with the cube of side .t in 
\ 

Figure 4a), and replace it by the nine cubes of side .t/3 in 

Figure 4b), etc. Estimating the dimension as before, we get 

= 1 M(.t), 
9n 
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which yields 

M( .R.) - .R. 
log 9/log 3 

and d = log 9/ log 3 = 2 1 

a) 

b) 

Figure 4 

Also in this case the heuristic calculation is easily verified~ 

the limit set of nested cubes is indeed two-dimensional. In 

addition to showing that fractal sets may very well have an 

integer dimension, this example also indicates that knowing the 

Hausdorff dimension doesn't tell us all that much about the set~ 

the plane and the fractal in this example both have dimension 2, 

but they are obviously.quite different in many other respects. 

I 

I 
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The limit sets in the three examples above all belong to the 

class of "nested fractals" which I will introduce in Chapter IV, 

and it may be worthwhile at this point to take a brief look at 

what they have in common. In each case an original geometric 

figure is replaced by a finite number of similar but smaller 

copies, and this procedure is then iterated an infinite number of 

times. To a large extent the construction can be described in 

terms of two parameters, the volume scaling factor ~ and the 

linear scaling factor v. The volume scaling factor ~ is just 

the number of copies the original figure is replaced by at the 

first stage of the construction, while the linear scaling factor v 

measures how many times larger the diameter of the original figure 

is than the diameter of each one of the copies. In the three 

examples above we have ~=3, v=2 for the Sierpinski gasket; ~=4, 

v=3 for the Koch-curve; and ~=9, v=3 for the nested cubes. Note 

that in each case the Hausdorff dimension is 

d = log ~ 
log v 

and, in fact, the general theorem by Hutchinson [18] which I have 

been referring to repeatedly, says that this will always be the 

case provided the copies (of all generations) are kept from 

overlapping too much (see Theorem IV.4). 



- 14 -

III. Brownian motion on a snowflake. 

In this chapter, I'll try to explain the basic ideas of the 

paper on an example which is sufficiently typical to exhibit all 

the conceptual difficulties of the general theory, but which at 

the same time is so simple geometrically that I can avoid most of 

the abstract machinery needed for the axiomatic approach. The 

example I have in mind is the snowflake fractal S obtained by the 

procedure illustrated irt Figure 5. 

a) b) 

Figure 5 

Starting with the regular hexagon s 0 in a), I replace it by the 

seven smaller hexagons in b), etc. The figure I have at stage n 

of the construction is called S , and S itself is just the 
n 

limit of s as n goes to infinity. In the terminology of the 
n 

last chapter, the volume scaling factor ~ is 7, and the linear 

scaling factor v is 3. As usual, one can show that the Hausdorff 

dimension of S is given by 

d = log ~ 
log v 

= log 7 
log 3 
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I shall construct a Brownian motion B on S as the limit 

of random walks on S as n tends to infinity. Assume that 
n 

Figure 6 shows a few of the 7n hexagons of side 3-n making up 

Figure 6 

s . 
n 

Two distinct vertices are called neighbors if they belong to the 

same one of these minimal hexagons. A walk on 

sequence v 1 , v 2 , •.• , vp of vertices such that 

S is just a 
n 

v. and 
1 

are 

always (distinct) neighbors. The dotted path in Figure 6 connects 

consecutive elements in a walk on S . 
n 

To obtain a probability measure on the set of all possible 

walks, it's natural to assign a transition probability to each 

individual transition. I shall do this in the following way. 

Assume that we are in state 0 in Figure 7. 

2 1 

3 

Figure 7 
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We first flip a fair coin to see which one of the hexagons Hl 

and H2 we want to go to next, and if Hl comes up, we go to state 

i with probability p. 0 I want these basic probabilities p 1 , 0 0 , 

1 

p 5 to be the same for all hexagons, and I also want them to be 

invariant under the obvious symmetries; hence p 1=p5 and p =p 0 

2 4 

For technical reasons that I will return to in a moment, I also 

want them to decrease with distance; i.e. p 3 (p2 (p1 . Hence to 

specify a random walk on Sn, all I need is to choose a triple 

(p1 ,p2 ,p3 ) from the set 

~= {(p1,p2,p3) : pl)p2)p3)0 and 2p1+2p2+p3=1} 

The problem is that if I just choose any element from ~ 

and try to trace the paths of the resulting process on S , I 
n 

shall soon find myself in all kinds of combinatorial difficulties. 

And even if I could solve these difficulties for the relatively 

simple example I'm studying here, it's hard to believe that the 

solution would generalize in a natural way to the axiomatic set-

ting I'm really interested in. Thus instead of working with 

general elements from~, I'll choose very carefully one that 

minimizes the combinatorial problems. 

Here's how I'll do it: In Figure 8 we're back to s 1 • 

Notice that I have labelled the vertices of (what used to be) s 0 

in exactly the same way as I labelled the vertices in Figure 7. We 

now choose transition probabilit~es (p 1 ,p2 ,p 3 ) Ejp, start the 

corresponding random walk on s 1 in 0, and let it run until it 

hits one of states 1, 2, 3, 4 or 5, then stop. 
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2 1 

3 0 

4 5 Figure 8 

Let P. be the probability that it stops at site i. As we shall 
~ 

and sends 'J) into~ . Thus by the Lefschetz Fixed Point Theorem 

we can always choose the transition probabilities to be a fixed 

point for this map. 

To see the advantage of such a choice of transition 

probabilities, consider the induced random walks Bn and BN on 

Sn and SN, respectively, for N>n. If we only observe how BN 

hits points in S , the fixed point property ensures us that the 
n 

two processes are indistinguishable~ the same sequence of points 

is hit by the two processes with the same probability. Notice that 

in this argument I'm tacitly using an important property of the 

snowflake fractal~ namely, that if BN starts inside a hexagon in 

S , it can only leave that hexagon by passing through one of its 
n 

vertices. An abstract formulation of this property will be one of 

the main axioms for "nested fractals" i~ the next section. Since 

is just a refinement of B to a more finegrained lattice, 
n 

it's fairly obvious that the sequence {B } must have a limit as 
n 

n goes to infinity. But to prove this, we must first understand 
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how to rescale time in the following sense: Assume that B 
n 

typically uses time tn to traverse one of the hexagons in Sn, 

and that BN uses tN to traverse a hexagon in SN. If the two 

processes are to be indistinguishable when we also take time into 

account, we need to know the proper ratio between t 
N 

and t ; 
n 

surely, tN must be smaller than tn, but by how much? I'll 

return to this question in a moment, but first I want to comment 

briefly on what has already been done. 

Since I used the Lefschetz Fixed Point Theorem to choose my 

transition probabilities, a natural question is whether the map 

(p 1 , P2 , P3 ) + (p1 , p2 , p3 ) has a unique fixed point. This 

question is all the more important as it's clear that different 

fixed points must necessarily lead to different processes. 

Unfortunately, I don't know the answer. All I can say is that if 

I had not introduced the condition p 1)p 2)p3 , there would clearly 

had been more than one fixed point; in addition to the one(s) 

found by applying Lefschetz's theorem to the domain ~, we would 

also have had the fixed point p 1=p2=0, p 3=1. The process induced 

by the last point is clearly degenerate in the sense that it 

doesn't span the whole fractal but only runs along diagonals, and 

the motivation for introducing the condition p 1)p2 )p3 is to rule 

out degenerate processes of this kind. But still the possibility 

remains that some fractals may have more than one natural Brownian 

motion induced by different fixed points. 

It's time to turn to the time scaling problem. I'll approach 

it in a slightly unconventional manner by introducing what I'll 

call transition times. Let us go back to Figure 7, assume that we 

are in state 0 and has decided to move to state i. The 

transition from 0 to i will take a certain amount of time 
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which I shall assume is governed by a random variable 

expectation t .. 
l. 

As usual, I shall assume that the 

T. with 
l. 

T. Is 
l. 

are 

invariant under the obvious symmetries~ e.g. will T1 and T5 

have the same distribution. I shall also assume that as I move 

along a path, the T 's 
i 

of the different steps will be indepen-

dent. Hence all I need to specify are the distributions of the 

three transition times T1 , T2 , T3 . 

Having chosen transition times T1 , T2 , T3 , I go back to 

Figure 8. As before, I start a random walk in state 0 and let it 

run until it hits one of the states 1,2,3,4 or 5, the only dif-

ference being that I now let each step tak.e the time assigned to 

-it by my chosen transition times. For each i=1,2,3,4 or 5, letT. 

be the distribution of the lifetime of the random walk given that 

it ends up in state i. Hence if t. is the expectation of T., t. 
l. l. l. 

is just the average time a particle which passes from 0 to i 

without hitting any of the other sites 1,2,3,4 or 5, spends on 

this journey. 

l. 

Now the philosophy is the same as with the transition proba-

bilities~ I want to choose the T. Is 
l. 

such that the relationship 

between the T. Is and the T. 's becomes as simple as possible. 
l. l. 

-It's clearly absurd to hope for T ,=T. I put perhaps it's possible 
l. l. 

to make T. and AT. have the same distribution for some A>1? 
l. l. 

This is indeed the case, and it's not even very hard to prove. The 

idea is as follows: 

-First observe that the expectations t. of the 
l. 

T 's 
i 

only 

depend on the expectations t. of the T.'s. In fact, the map 
l. l. 
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matrix has only positive elements. By Perron-Frobenius theory 

there is a largest, positive eigenvalue A corresponding to an 

eigenvector (t 1 , t 2 , t 3 ) with positive components. If we give 

the space ~ of all distributions (T 1 , T2 , T 3 } with expectation 

- -
t 1 , t 2 , t 3 a suitable norm, the map sending (T 1 , T2 , T3 ) to 

(A- 1 T1 , A- 1 T2 , A- 1 T3 ) becomes a contraction, and hence has a 

- - -
unique fixed point (T 1 , T2 , T 3 ). 

Of course, the eigenvector (t 1 , t 2 , t 3 ) and the 

corresponding fixed point (T 1 , T2 , T3 ) is only determined up to 

a positive factor, and to fix the scale once and for all, I'll 

- - -
assume that 2p1t 1+2p 2t 2+p 3t 3=1, i.e. the average time it takes to 

go from one point in s 0 to another one is always one. 

The eigenvalue A will be called the time scalins factor: 

it's one of the important parameters of the theory on a par with 

the volume scaling factor ~ and the linear scaling factor v 

introduced earlier. 
A 

I can now define a modified version B : Q x ~ + S of the 
n + n 

random walk B on S as follows: We begin by choosing fixed n n 

points (p 1 , p 2 , p3 } and (T 1 , T2 , T3 ) as above. Once this has 

been done, the process is best explained informally by going back 

to Figure 7. Assume that the process has just arrived in state 0. 

To see where to go next, first flip a coin to decide which of the 

hexagons or to choose (if 0 only belongs to one hexagon, 

we can obviously skip this step}. If H1 is chosen, pick a state 
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i=l,2,3,4 or 5 randomly according to the distribution (p 1 , p 2 , p3 ) 

(recall that by symmetry p 4=p 2 and p5=p 1 ). Having decided 

which state i to go to, we must now wait for a random time before 

we are actually allowed to move there. The waiting time is distri-

buted as -n -A T., 
l. 

and once it's over, we jump immediately to 

state i, and then repeat the procedure. 
1\ 1\ 

Let us compare B to B for N>n. As long as we only 
N n 

consider how these processes hit points in s , they are clearly 
n 

indistinguishable not only with respect to which points are hit 

and in which order, but also with re'spect to the time when the 

hitting takes place. Thus it is intuitively obvious that the 

{B/\ } sequence must have a limit 
n 

B as n tends to infinity, 

and this can be established formally in a number of different ways 

(the theory of weak convergence certainly comes to mind). I prefer 

to use nonstandard analysis and simply define B to be the 
1\ 

standard part of BN for an infinitely large, nonstandard integer 

N. 

As I'll prove later, B is a strong Markov process with 

continuous paths. {Note, by the way, that the approximants 
1\ 
B 

n 

are not usually Markov as information about how long the process 

has been waiting at a site, may give some indication of where it's 

likely to go next. As n goes to infinity, the waiting times get 
1\ I 

shorter, and B becomes "more and more Markov"). Another 
n 

property that is intuitively clear from definition is that the 

process 

{ w, t) + vB { w, ! ) 
A 

is essentially a copy of B~ "essentially" meaning that we have to 

be a little careful where we start the process and what we do with 
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it when it hits the boundaries of the fractal. This scaling 

property should be compared to the well-known scaling property of 

ordinary Brownian motion b which says that 

is a copy of b. If we write v as we see that the 

difference between the two laws is that the exponent ~ in the 

classical case has been replaced by logv/log'A in the fractal 

case. Another way of considering the same phenomenon is by 
1\ 

observing that the random walk B on S has space-increments 
n n 

of order of magnitude ~x=v-n and time-increments of size 
-n 

~t='A • 

Hence ~x=~tlog v/log 'A replaces the classical relation ~x=~t~. 

As I mentioned in the Introduction, a third place where this 

phenomenon occurs is in connection with Weyl's formula 

n( a) - as a + co, 

for the asymptotic distribution of eigenvalues of the Laplacian~ 

also in this case the classical ~ is replaced by the fractal 

logv/log'A making the formula come out as 

n( a) 
d •log v/log'A 

- a . as a + co 

(throughout the paper I shall write f(t) - g(t) to denote that 

f and g diverge at the same rate~ i.e., there are constants C 

and K such that Cf(t) ( g(t) ( Kf(t) for all t). 

Let me try to give a heuristic argument for this result 

(it's basically the same argument which in Chapter IX will be 

expanded into a full proof). For each N E IN and x ESN, let 

be the probability that 
1\ 
B (t)=x 

N 

and define a trace-function TrN by 

TrN(t}= E qt (x,x). 
xESN N 

given that ~ (0) =x, 
N 



If n<N, SN consists of 
n 

1.1. 
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scaled copies of S : call them 
N-n 

sl 
N-n, ••• , 

n 
sll 

N-n 
When is restricted to one of these copies 

S~-n , it looks exactly like 
1\ 
B 

N-n 
except that time has been 

rescaled by a factor An and space by a factor -n v If t is 

small, only a few particles will have time to pass from one copy 

si to another 
N-n 

j 
SN. I -n 

and hence 

n n 
"' 1.1. TrN-n (A t). 

Let {Tt} be the Markov semi-group governing the Brownian 

motion on s. 

and TrN-n(t) 

If we fix n and let N go to infinity, TrN(t) 

t 
both converge to trace(T ), and hence the formula 

above ought to turn into 

n 
trace(Tt) "' l.l.n trace(TA t), 

with better approximation the smaller t ~ets. The obvious 

solution to the functional equation 

f( t) = IJ.n f( Ant) for all nE N 

is f( t) = -log 1.1./logA 
t I and it's easy to see that all other 

(nontrivial) solutions diverge at the same rate when t ~ 0. Hence 

t 
trace(T ) ought to diverge as when t ~ o. By 

Tauberian theory, this means that 

n( a) _ a log~J./logA = a d•logv/logA, as a + (I) 

(recall that d = log 1.1./log v). 

Even for a heuristic explanation, this argument may seem 

rather dubious, but by replacing the "approximate equal" sign "' 

by the appropriate inequalities, it will be possible to turn it 

into a rigorous proof. 
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A natural question a·t this point is whether it could 

actually be the case that logv/logA is always equal to 1/2~ i.e. 
2 

A=v . The answer is "no" as simple calculations show; e.g., v=2 

and A=5 for the Sierpinski gasket. In fact, the normal situation 

is that logv/logA is strictly less than 1/2. 

I'll end my informal description of Brownian motion on the 

snowflake fractal S here. As I have already said, the purpose of 

this chapter has been to give the reader an intuitive understan­

ding of the quite simple, basic ideas of the paper. When I now 

dive into the more technical aspects of the general theory, my 

hope is that this intuitive understanding will make it possible to 

maintain a sense of purpose and direction. I'll do my best to 

fulfil this hope by referring back to this chapter whenever I find 

it appropriate. 
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IV. Nested fractals. 

Nested fractals form a subclass of the family of self­

similar sets introduced by Hutchinson [18]. In this chapter, I'll 

first give a brief review of those parts of Hutchinson's work that 

are particularly relevant to this paper (in fact, all I shall need 

can also be found in Section 8.3 of Falconer's book [11 ]), and 

then I'll introduce the axioms for nested fractals and draw a few 

simple consequences. 

Let v be a real number. A 

~:Rk+ Rk of the form 

v-similitude in Rk is simply a 

map 

-1 
~(x) = v U(x) + a, 

is a unitary, linear map and 
k . 

aE R l.S a 

constant. Given a finite family ~={~ 1 , •• ,~~} of v-similitudes 

and a set 
k 

AC R, define 

~ 
~(A) =.U 1 ~.(A), ].= ]. 

n 
and let ~ (A)=~ 0 ••• o~(A) be the result of applying this 

operation n times. Hutchinson proved that ~ has a fixed point 

in the following sense: 

IV.1 Theorem. Assume that v>1. Then there is a unique compact 

set 
k 

EC R such that 
n 

E=~(E). Moreover, if 
k 

AC R is any compact 

set, the iterates ~ (A) converge to E in the Hausdorff metric. 

To understand the relevance of this result, let us go back 

to the snowflake fractal in the previous section. If we let 

~,, .. ,~7 be affine maps sending the hexagon in Figure Sa) to each 
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one of the smaller hexagons in Figure Sb), it's easy to check that 

the only fixed point of the system ~={~ 1 , .• ,~7 } is the snowflake 

fractal s. Completely analogous remarks apply to the three exam-

ples in Chapter II. Hence systems of similitudes seem to be the 

perfect tools for studying the kind of fractals we are interested 

in. 

IV.2 Definition. A self-similar fractal with volume scaling factor 

~ and linear scaling factor v is a pair (~,E) consisting of a 

system ~={~1 , .. ,~~} of v-similitudes and its unique fixed 

point E. 

I shall usually abuse terminology by just referring to the 

"self-similar fractal E"; strictly speaking this is nonsense as 

the same fixed-point E can be obtained from different systems ~ 

with different scaling factors, but whenever I use this turn of 

phrase, I shall assume that I have one particular system in mind. 

In Chapt~r II, I announced that the Hausdorff dimension of • 

self-similar fractal would be log~/logv provided the scaled 

copies ~ 1 (E), .. ,~~(E) do not come too close to overlap. Here's a 

convenient technical formulation of this condition: 

IV.3 Open set condition. A system ~={~1 , .. ,~~} of v-similitudes 

satisfies the open set condition if there is a non-empty, 

bounded, open set V such that 

~ 
~ ( V) =. U1 ~. ( V) CV, 

1= 1 

with the union disjoint. 

Of our examples in the two previous sections, the Sierpinski 

gasket, the nested cubes, and the snowflake fractal obviously 

c;_""-"i~-fv thP onen c;pt ("'nndit:ion~ in each case we can iust take V 
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to be the interior of the original triangle, cube, or hexagon. The 

Koch-curve is slightly more complicated, but Figure 9b) shows that 

we can take V equal to the interior of the triangle in Figure 

9a). 

a) 

... 
..... 

b) 

, ... , ........ .. 

Figure 9 

IV.4 Theorem. (Hutchinson [18]) If a self-similar fractal E with 

volume scaling factor ~ and linear scaling factor v is gene~ 

rated by a system ~ satisfying the open set condition, then E 

has Hausdorff dimension 

d= .!2s.l: . 
logv 

This is the result I have been referring to repeatedly above 

and which justifies my estimations of the Hausdorff dimensions in 

Chapters II and III. Let me point out that in his paper, 

Hutchinson proves stronger versions both of this theorem and of 

Theorem IV.1 as he allows the similitudes ~1 I • • I ~ ~ to have 

different scaling factors v1 , •• v~~ in this generality, the 

dimension d is no longer explicitly given, but is determined as 

the unique solution to the equation 

-d 
v. = 1 • 

1 

I have not tried to incorporate the case of different scaling 

factors in this paper as I find the theory sufficiently 

complicated as it is, but such an extension is certainly a natural 

project for future research. 
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In the last section, I described Brownian motion on the 

snowflake fractal as the limit of random walks on certain graphs 

S as n tended to infinity. The graphs S were constructed by 
n n 

an iterative procedure where at each step a basic configuration 

S 0 was replaced by a finite number of scaled copies of itself. In 

the general theory, the role of S 0 will be played by a finite set 

F (corresponding to the vertices of the hexagon in Figure Sa)), 

and the s 1 s will be obtained as n ~(F). According to the last 

part of Theorem IV.1, the iterates ~n(F) will always converge to 

E, and thus it may seem irrelevant which finite set F we choose 

to start with. On second thoughts, however, it becomes clear that 

it•s advantageous to let each element in F be a fixed point for 

one of the maps ~1 , •• ,~~ as we shall then have ~(F)~~n(F) 

when m>n, and 

m 
E = m~ ~ (F), 

where the bar denotes topological closure. It turns out that not 

all fixed points are equally essential. 

IV.S Definition. A point xE Rk is fixed point for the system 

~={~ , •• ,~ } if ~. (x)=x for at least one i. The set of all 
1 ~ l. 

fixed points is denoted by F 0 • An element xEF 0 is an essential 

fixed point if there are two distinct numbers i and j, 

1 (i,j(~, and an element yEFo such that 

<V.(x) = ~.(y). 
l. J 

The set of all essential fixed points is denoted by F. 

Note that since ~1 , .. ,~~ are contractions, the system ~ 

has ~ (not necessarily distinct) fixed points. 
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Essential fixed points are important because they tell us 

how the different parts of the fractal are put together; inessen-

tial fixed points serve no such purpose. To see this difference 

more clearly, let us go back for a moment to the snowflake fractal 

in the last chapter. This fractal can be obtained from a system 

~={~ , .. ,~ } where each ~. consists of a scaling by the factor 
1 7 1 

1/3 followed by a translation. The fixed points of this system are 

the six vertices of the original hexagon plus its center (recall 

Figure 5). The vertices are essential fixed points as they are 

mapped to points where second generation hexagons meet, while the 

center is an inessential fixed point as all its images lie safely 

couched inside smaller hexagons. As we saw in the last chapter, 

the vertices played a crucial part in the description of the 

random walk on S , but the center was never mentioned. An even 
n 

more striking illustration of the need to distinguish between 

essential and inessential fixed points is provided by the two 

essential and the two inessential fixed points of the Koch-curve; 

the readers are invited to work out this example for themselves. 

Assume now that ~={~1 , .. ,~~} is a system of v-similitudes 

(v>1); let E be the induced self-similar fractal, and let F 

be the set of essential fixed points. For any set 
k 

AC R I 

write A(n) for ~n(A), and if i 1 , .• ,in is a sequence of 

integers between and ~. define 

·~. (A) 
1 

n 

I shall 

An element in Rk is ann-point if it belongs to F(n), and a set 

of the form is called an n-cell. The n-complex 

associated with the n-cell F. . is 
11, .. ,1n 

(I apologize for the unimaginative terminology and hope that 

associations from algebraic topology will not create problems). 
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In the snowflake example, an n.;..point is a vertex in S : an n-cell 
n 

is the set of vertices.of one of the minimal hexagons making up 

S : and the associated n-complex is just the part of the fractal 
n 

that lies inside this hexagon. Note, however, that in general the 

relationship between an n-cell and the associated n-complex is 

more complicated than the simple containment relation suggested by 

the last phrase (take a look at the Koch-curve for an example): 

the best that can be said in untechnical language is, perhaps, 

that the n-complex is the part of the fractal that "descends" from 

the n-cell. 

We have now reached the stage where we can begin to take a 

look at the axioms for nested fractals. The first axiom rules out 

disconnected structures such as the Cantor-set. 

Axiom 1. Connectivity: Any two 1-cells C and C' are connected 

by a sequence c1 , .• ,en of 1-cells in the sense that C=C I 
1 

C'=C I 
n 

and C. 
1 

and c. 1 1+ 
have a point in common for all i. 

In the discussion of the snowflake fractal in the last 

chapter, the symmetry of the construction played an essential 

role. The second axiom will guarantee that nested fractals have 

the required symmetry, but before I state it, it is convenient to 

introduce some notation. If X and 

H = {z E IRk: lz-x I= lz-y I} x,y 

y are points in 
k 

R I 

be the hyperplane midway between them, and let U be 
x,y 

reflection in H 
x,y 

let 
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Axiom 2. Symmetry: If x,yEF, then U maps n-cells to 
x,y 

n-cells. Any n-cell which contains elements on both sides of 

is mapped to itself. 

H 
x,y 

When we studied the snowflake fractal in the last chapter, 

we made crucial use of the fact that a random walk on S could 
N 

only leave a hexagon in s (n<N) 
n 

by passing through one of its 

vertices. Our third and last axiom will be an abstract formulation 

of this principle. 

Axiom 3. Nesting: If i 1 , .. ,in and j 1 , .. ,jn are distinct 

sequences of integers between and f.l.• then 

In the physics literature, fractals satisfying a condition 

of this kind are often called "finitely ramified". The Nesting 

Axiom is the most important but also the most restrictive of our 

axioms: it excludes many fractals one feels should be part of a 

general theory. One example is the Sierpi~ski carpet: 

IV.6 Example: The construction is shown in Figure 10: the square 

in part a) is replaced by the 8 white squares in part b) etc. 

a) b) 

Figure 10 
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By pointing at a vertex which belongs to E1 nE 2 but not to 

F1 nF2 , the arrow in part c) shows that the Nesting Axiom is not 

satisfied. Nevertheless, Barlow and Bass [4] have constructed a 

Brownian motion on the Sierpinski carpet~ to my knowledge, this is 

the only construction so far of a Brownian motion on a fractal 

which does not satisfy the axioms of this paper. 

IV.7 Definition. A nested £ractal is a self-similar fractal E 

derived from a system 'Jf;:; { ~ I 0 0 I ~ } 

1 !.1 
of v-similitudes which in 

addition to Axioms 1,2 and 3 satisfies the open set condition, and 

has at least two essential fixed points. 

It is easy to check that all the examples in Chapter II and 

III are nested fractals in this sense. 

The remainder of this section will be used to derive a few 

useful consequences from the axioms above. As often is the case 

with axiomatic theories, this will be a little pedantic and not 

always very exciting. The reader may want to skip the proofs at 

the first reading. 

Let us begin by taking a look at a few simple consequences 

of the Symmetry Axiom. Define a symmetry to be a 1-similitude 

which maps n-cells to n-cells for all n. The first lemma tells us 

that we have all the symmetries we shall need. 

IV.8 Lemma. Assume that x,y;X 1 Y1 EF and that I x-y I= I x I -y I I . 
Then there is a symmetry U such that x=U(x 1 ) and y=U(y 1 ). 

Proof: Let X II =U (X I ) • yyl If x 11 =x, we can simply let U=U . yyl 



- 33 -

If x" =t=x, note that lx-y I= lx"-y I, and hence 

invariant. Thus U=U o U 
xx" YY 1 

does the job. 

If we let 

6 0 =min { I x-y I : x, y EF, x =t=y } , 

u 
xx" 

leaves y 

then the shortest distance between two elements in the same n-cell 

is 
-n 

6 =v 60 • Two distinct points in E are n-neighbors if they 
n 

are n-points belonging to the same n-cell: they are nearest 

n-neighbors if in addition the distance between them is 6 • An 
n 

n-walk is a sequence of n-points s 1 , •• ,sp such that si and 

si+1 are n-neighbors for all i<p: it is a strict n-walk if two 

consecutive elements always are nearest n-neighbors. Note that any 

point x in F must have a nearest 0-neighbor: this is just 

because if y,zEF and ly-z l=6o, then U ( z) EF x,y and 

lx-U (z) 1=6 0 • It follows that any n-point has a nearest x,y 

n-neighbor. In fact, something much stronger holds: 

IV.9 Lemma. Two elements x,yEF are always connected by a strict 

0-walk. 

Proof: Assume not, and choose x and y to be the closest ele-

ments that can not be connected by a strict 0-walk. Let z be. one 

of X1 S nearest neighbors. Clearly, lz-yl~ lx-yj: if not there 

would be a strict walk connecting z and y, and this would 

immediately extend to one connecting x and y. Let x 1 =U ( x), 
zy 

then lx 1 -yj=6 0 • Also, since lz-yl~lx-yl, it follows by simple 

geometry that lx-X 1 I< jx-y I (see Figure 11). But then x and x 1 

are connected by a strict 0-walk which extends to one connecting 

x and y. 
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H z,y 

This result can be refined to: 

y 

Figure 11 

IV.10 Lemma. If x,y and z are three distinct elements in F, 

there is a strict 0-walk which connects x and y and avoids z. 

Proof: It's convenient to begin by introducing the following 

terminology. If x and y are elements of F, let the path­

distance between x and y be the number of elements in the 

shortest strict 0-walk connecting x and y. 

Assume now that the lemma is false, and among all triples 

x,y,z for which it fails, choose one for which the path-distance 

between x and y is as large as possible. Note that if u*Y, 

then there must be a path which connects x and u and avoids 

y; if not, the path-distance between x 

larger than the path-distance between x 

and 

and 

u would be strictly 

y, and at the same 

time the lemma would fail for the triple x,u,y - hence 

contradicting the choice of x,y,z. 
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We are now ready for the main argument. Let S 1 • • 1 S be 
1 p 

the shortest strict 0-walk connecting x and y. By assumption 

z=s for (exactly) one k<p. For all i, let s:=u (s. ); then 
k 1 y,z 1 

si, .. ,s~ is a strict 0-walk connecting X I =U (X) 
y,z 

and y. 

Since X 1 *Y' there is by the argument above a strict 0-walk 

t 1 , •. ,tr which connects x and X 1 and avoids y. If t 1, .. ,tr 

does not contain z, then t 1 1 • • It r- 1 I 
I I 

S 1 1 • • I Sk is the walk we 

are looking for. On the other hand, if t.=z 
J 

for some j<r, then 

t, t 1 , •. ,t. is a walk which connects X 1 and z and avoids 
r r- J 

y. Hence the image of this walk under u y,z is a strict 0-walk 

which connects x and y without hitting z. 

Combining this lemma with the Connectivity Axiom, we get our 

first faintly interesting result: 

IV.11 Proposition. Let x,yEF( 1 ). Then there is a strict 1-walk 

s , .. ,s such that x=s , y=s and s.*F for all i, 1<i<p. 
1 p 1 p 1 

. 
Before I give the proof, let me try to explain the signifi-

cance of the result. If we return once again to the snowflake 

example in the last section, the proposition just says that start-

ing in site 0 in Figure 8 and only moving along the edges of the 

hexagons, it is possible to get to any site 1,2,3,4 or 5 without 

passing through any other of these sites. Recall that when we 

assigned transition probabilities to the random walk on s 1, the 

probability p 1 of moving along the edge of a hexagon was neces-

sarily strictly positive, and hence by the proposition all the 

composite transition probabilities p,, i=1,2,3, must also be 
1 
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strictly positive. Conse~uently, the associated process is 

nondegenerate in the sense that it runs all over the fractal. As 

we shall see in the next chapter, the proposition has exactly the 

same significance in the general case. 

For the proof, I need a fact that I'll prove later in this 

chapter (Proposition IV.13): An element in F belongs to exactly 

one 1-cell. It follows from this that each 1-cell can contain at 

most one element from F (Corollary IV.14). 

The proof begins by noting that according to the 

Connectivity Axiom there is a chain c 1 , •• ,cn of 1-cells such 

that x Ec 1 and yEC . 
n 

For each i<n, let t. EC. nc. +1 ; by the 
1 1 1 

result quoted in the last paragraph, ti does not belong to F. 

Since C. is just a scaled copy of F, Lemma IV.10 tells us that 
1 

there is a strict 1-walk which connects ti and ti+1 and which 

avoids the one point F and C. may have in common. Sewing all 
1 

these walks together, we get a strict 1-walk which connects t 1 

and t n-1 and avoids F. Adding strict 1-walks connecting x and 

at the one end and 

the proposition. 

t n-1 and y at the other end, we prove 

Although it is fairly obvious, let me state here for later 

reference the following reformulation of the Nesting Axiom in 

terms of walks. 

IV.12 Proposition. Let n and N be positive integers, n<N. 

Assume that s ,s , .• ,s 
1 2 p 

is an N-walk and that belongs to 

1\ 
the n-complex C associated with an n-cell c. If is the 

first element in the walk that does not belong to 
1\ 
C, then 
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1\ 
Proof: Assume that sk belongs to the n-complex D associated 

with an n-cell D. Since the walk moves from one N-neighbor to 
1\ 

another, sk_ 1 must also be an element of D. But then 

1\ 1\ 

sk-l EcnD = enD 

by the Nesting Axiom. 

The last topic I shall address in this section is the 

question of how many n-cells an element in E may belong to. I 

first treat the case needed for the proof of Proposition IV.ll. 

IV.13 Proposition. An element in F belongs to exactly one n-cell 

for each n. 

Proof: Any xEF must belong to at least one n-cell C~ just let 

C=F , .. , , where ~. EY has x as a fixed point. If x also 
i i 1 

belongs to another n-cell D=F. . , then 
J1, ••• ,Jn 

for 

some yEF. By Symmetry, y also belongs to two n-cells F 
k, o o 1 k 

and But then x belongs to four 2n-cells 

F. . 
]lt••t] k, •• ,k n, 

and 

F. . I 
1 I o o I 1 

Repeating the argument, we can make x an element of as many 

N-cells as we wish by just choosing N large enough. The idea of 

the proof is to show that this contradicts· the open set condition 

IV. 3. 

If V is the open set in the open set condition, it follows 

from the last part of Theorem IV.1 that ECV 
' 

(as usual, the bar 

denotes topological closure). For each zEF, let B be the 
z 

closed ball with center z and radius 1. Since zEV, the 
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intersection B nv must have positive volume, and hence z 

Vol (B nv} 
z > 1 

....,V:-;'o_,l:--"'l(~B:-,.)- K 
z 

for some positive integer K. Choose N so large that xEF 

belongs to K N-cells 

cjJ • 0 ••••• 

J 1 , 1 
0 cjJ. 

. J 1 ,N 
(F), •••• , cjJ, o 

JK, 1 
••••ocJ>. (F), 

JK,N 

and let z. be the pre-image of x under the i-th of these maps. 
~ 

If B is the closed ball with center x and radius 
-N 

v , the 

family 

is a disjoint collection of subsets of B each with a volume 

larger than 
-1 

K x vol(B}. As this is clearly impossible, the 

proposition is proved. 

EY~14 Corollary. A 1-cell contains at most one element of F. 

Proof: If a 1-cell cjJ. (F) contains two elements of F, one of 
~ 

them - let us call it y -is not a fixed point for cjJ •• But then 
~ 

y is a fixed point for some j:fi, and hence y belongs to 

two 1-cells cjJ.(F} and cjJ.(F}. Since this contradicts the 
~ J 

proposition, the corollary is proved. 

The final results in this section generalize Proposition 

IV.13 to arbitrary elements in E. Let the multiplicity p of E 

be the largest number of 1-cells that meet in the same point. In 

all our standard examples the multiplicity is two, but for the 

modified Koch-curve in Figure 12 it is three. 
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a) b) c) 

Figure 12 

IV.lS Proposition. An element in E belongs to at most p 

h--complexes. 

Proof: According to the Nesting Axiom, an element x in E can 

only belong to more than one n-complex ~f it is an n-point. I 

shall prove by induction on n that an n-point belongs to at most 

p n-comlexes. For n=1, this is just the, definition of p (note 

that by the Nesting Axiom it doesn't matter whether we count cells 

or complexes). Assume that the assertion holds for n<N, and let 

x be an N-point belonging to the N-complexes 

E . . I •••••••• I 

1 1,1'"""' 1 1,N 
E. . 

1. 1'"""' 1 N m, m, 

The proof now splits into two cases. Assume first that 

i 1 , 1 ,i2 , 1 , •.. ,im,l are all equal to the same number i. Then 

-1 
~. (x) is an (N-1)-point belonging to the (N-1)-complexes 

1. 

E. . , •••••••• I 

1 1 ,2' • •• "' 1 1 ,N 
E. . , 

1. 2, •••• ,1. m, m,N 

and thus m(p by the induction hypothesis. 

On the other hand, if there are numbers j and k such 

that 

(~) X EE. . n E. . 
~ , •••• 1 1 , •••• ,.1. 
j,l j,N k,1 k,N 

C E. n E. 
1. 1. 
j,l k,l 

=F. 
1. 

n F. 
1. 

j, 1 k, 1 
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by the Nesting Axiom, and thus the point 

element of both F and the (N-1)-complex 

-1 
y=<jJ. ( x) 

~. 1 ], 

E. . 

is an 

~. 2, ••• ,~. N 
], ], 

If 

there was another number p*j such that then by 

the same argument y would also be an element of the (N-1)-

complex E. . 
~ 2, ••• ,~ N 

and this is impossible by Proposition 
p, p, 

IV. 1 3. Hence the numbers i 1, 1 , i 2 , 1 , · · · im, 1 are all different, 

and by <*> above x belongs to all the 1-cells F. F. 
~ 1 1 1 I 0 • 0 • I ~m 1 1 

But then m<p by the definition of p. 

IV.16 Proposition. If x is ann-point, the number of N-complexes 

x belongs to is the same for all N)n. 

Proof: Assume that 

E. . , ••••••• _.,E. . 
~ 1 1 1 I 0 0 0 0 I~ 1 1 n ~m, 1 I 0 0 0 0 I ~ml n 

are the n-complexes 

for each 

x=<jJ. o 
~ . 1 ], 

j <m. Since 

X belongs to, and let 

o <jJ. (X. ) 
~. J 

J ,n 

x.EF, it is the fixed point of one of the 
J 

similitudes <jJ, in 1'. Thus if N>n, x belongs to m 
~. 

J 

N-complexes 

Assume that x also belongs to an N-complex E that is 
k1 I ••• I kN 
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not on this list. Since 

the sequence k , ••. , k 
1 n 

must be equal to i. , ... i. 
J, 1 J,n 

for some 

j<;m. But then 

-1 
X.=( <jJ. o 

J ~ . 1 
• • • • 0 <jJ. ) ( x ) EEk k fl E . . , 

~ j , n n+ 1 ' • • • ' N J ' • • J J, 

x.EF, Proposition IV.l3 tells us that k , ... ,k 
J ~1 N 

and since 

equals j, ... , j. 

The number of n-complexes an n-point x belongs to is 

called the multiplicity of x and is denoted by p(x). 
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v. Tr~nsition probabilities 

The basic transition probabilities p 1, .•. ,p5 in Chapter 

III were supposed to be invariant under the natural symmetries of 

the hexagon s 0 • In Lemma IV.8, I showed that if (x,y) and (x' ,y') 

are two pairs of elements from the set F of essential fixed 

points, then there is a symmetry mapping x' to x and y' to y 

if and only if lx-yl=lx'-y' I· Thus to study transition 

probabilities on nested fractals in general, it's natural to 

introduce an equivalence relation - on the set 

F 2-D={(x,y):x,yEF and x:fy} 

by defining 

( x, y) - ( x' , y ' ) iff I x-y I= I x' -y' I . 

Let c c be the equivalence classes of 
1 I • • • I r 

ordered by 

"increasing length" in the sense that if ( x, y) Ec . , ( u , v ) Ec . , and 
l. J 

jx-yl< lu-vl, then i<j. Pick an element xEF. The order of the 

equivalence class c. is the number 
l. 

m. =card {y EF: ( x, y). Ec . } . 
l. l. 

Note that by the Symmetry Axiom, m. is independent of x. In the 
l. 

snowflake example in Chapter III, there are three equivalence 

classes c 1 ,c 2 and c 3 , and their orders are m1=m2=2 and m3=1. In 

analogy with this example, I define a set ~ of basic transition 

probabilities by 

r 
and . I:1m.p .=1} 

l.= l. l. 
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For each n, an element (p 1 , ... ,pr)Ej} induces a homogeneous 

Markov chain B on the set F(n)='l!'n(F) of n-points •. I shall 
n 

describe this process by specifying its transition probabilities 

q . If x and y are not n-neighbors (i.e. they either do not x,y 

belong to the same n-cell, or x=y), then q =0. If 
x,y X and 

are n-neighbors, there exist a sequence i 1 , ••• ,in and two 

distinct points x•,y• EF such that x= <jJ • o • • • • • <jJ • ( x • ) 
1 1 1 n 

and 

y=<jl. • .... •<ji. (y'). The pair (x' ,y•) belongs to an equivalence 
1 1 1 n 

class c., and I define 
l. 

y 

where p(x) is the multiplicity of x; i.e. the number of n-cells 

x belongs to. Recall that by Proposition IV.l6 the multiplicity 

is independent of n. A Markov chain B with transition 
n 

probabilities q is called a Markov chain induced £l (p 1 , •• ,pr). x,y 

When I want to emphasize that the Markov chain starts at a point 

x, I shall denote it by Bx. The corresponding probability measure 
n 

is then Px. 
n 

As in Chapter III, I'm interested in the composite 

transition probabilities p 1 , .•. ,pr induced by s 1 • To define 

them, first introduce a stopping time ~ for each xEF by 
X 

~x( w)=min {i: B~ (i, w) EF- {x}}. , 

According to Proposition IV.ll, it's possible to get from x to 

any other point in F, and thus by simple Markov chain theory 

is finite with probability one (see, e.g., Lemma V.3 below). If 

~ 
X 
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x,yEF, let 
Px,y be the probability that the process started at x 

is stopped at y, i.e. 

V.l Lemma. If x,y,x',y' EF and I x-y I= I x' -y' I , then 

Proof: By Lemma IV.8 there is a symmetry U such that x=U(x') and 

y=U(y' ). This map provides a one-to-one correspondence between 

paths of equal probability. 

Given an equivalence class 

(x,y)Ec. and define 
].. 

c. of -, choose a pair 
].. 

By the lemma, p. is independent of the choice of (x,y). I shall 
].. 

call composite transition probabilities. 

My aim in this section is to show that the map 

has a fixed point, and to do so I need to know that p is 

continuous and maps 'J> to ':9 . 

Proof: For the purpose of this proof, it's convenient to modify 

the construction above slightly; instead of working with the 

Markov chain B1 , I shall use a chain Z with transition 

probabilities 

{~q if x:fy x, y ! 
n; -

X, y L l... f 
""2 x=y. 
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Thus Z behaves exactly like B1 except that it occasionally 

hesitates for a while before it jumps from one state to the next. 

Note that if o is the stopping time 
X 

then 

o (w)=min{i:Z(i,w) EF-{x}}, 
X 

- X 
p =P { w: Z ( o ( w) , w) =y} . x,y x 

To prove the proposition it suffices to show that if 

-x, y, y 1 EF and I x-y I < I x-y 1 I ' then p )p 1 • Let C be the set 
x, y x, y 

of paths Z can follow to get from x to y or Y1 • An element in 

~ is a sequence s 1 , ... ,sn of 1-points satisfying: 

( i) s =x 
1 

and s equals either y or y I I 

(ii) 

(iii) 

Let 

n 

s. and si+1 belong to 
~ 

if i<n, then s. *F- {x} 
~ 

U be the symmetry u y,yl 

If H is the closed half-space 

define 

H= {z E Rk: I z-y I < I z-y 1 I } , 
k 

T:R ~H by 

fu if uEH 

T(u)= 1u(u) if u*H· 

the same 1 -cell 

i~terchanging 

for all i<n, 

y and y 1 • 

The shadow of a sequence s 1 , ... ,snEC is the sequence Ts , •• , Ts . 
1 n 

Figure 13 shows the relationship between a sequence and its 

shadow. Note that the set 
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of all shadows is a subset of C (this is the technical reason 

for working with Z and not B1 ). 

path 

\ I 
,_ -

\ I 
\ I 

\ I ,, 
shadow 

' -- ' ,"-
' I ' ',1 ' 

' ' 
' ' 

y' 

H 

y 

Figure 1 3 

Two sequences are esuivalent according to the equivalence relation 

if they have the same shadow. 

A sequence S I • • • IS 
1 n 

is leaving 

and it is entering H at i if 

H at i if 

s. *H and 
l. 

s. EH and 
l. 

s. 1 EH. 
l.+ 

Clearly, sn=y if and only if s 1 , ... ,sn leaves and enters H the 

same number of times. Note that if t 1 , ... ,tn is the shadow of 
' 

s 1 , ... ,sn' then s 1 , ... ,sn can only leave or enter H at i if 

ti and U(ti+ 1 ) belong to the same n-cell: call such an index i 

critical. If i is critical, let 

observe that since jt.-U(t. 1 )j.;jt.-t. 1 1 and (p 1 , •. ,pr)E1>, 
~ l.+ l. l.+ 

we must always have Using Symmetry it's 
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easy to see that 

if s , .•. ,s leaves or enters Hat i 
1 n 

otherwise. 

All that remains is the following simple calculation, where 
+ + + 
t=(t 1 ,t 2 , ... ,tn)' s=(s 1 ,s 2 , ••• ,sn) and C(t) is the set of 

critical indices: 

= 

s =y n 

= L TT 1t 
+ i \j:C( t) ti,ti+1 tECo 

TT 
i EC( t) 

L 
+ + 
s=t 

s =y' 
n 

where I've used the fact that s =y' if and only if 
n 

1\ 
n =n for an odd number of indices i. 
si,si+1 ti,ti+1 

To prove.that p is continuous, we shall need the following 

simple lemma. 

V.3 Lemma. There exist constants C and 9, 0<9<1, such that for 

all nE N and all xEF, 

no matter which set (p1 , •.• ,pr)E~ of basic transition 

probabilities is used in the construction of a 1 • 
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r -1 
Proof: L~t k=(i~ 1 mi) . Note that since the sequence p 1 , ... ,pr 

is decreasingf 

r r 
l=.z:1 m.p. ( (. ~, m. )p1 , 

1= 1 1 1= 1 . 

and hence p 1)k whenever (p 1 f''''pr)E~~ Proposition IV.11 tells 

us that if we just choose N large enough, any element u in 

F ( 1 ) is connected to F- {x} by a strict 1-walk. of length less 

than N, and thus if p is the multiplicity of E, we get 

By induction 

for all mEN and f+om this the lemma follows easily. 

- - -IV.4 Corollary. The function p(p 1 , •.• ,pr)=(p 1 , ••• ,pr) is 

continuous on 1>. 

Proof: Given x,yEF and nE ~, define 

and 

For each let 
-n p. 

1 
for (x,y) Ec .. 

1 
The functions 

-n -n -n 
P (p 1 , •.. ,pr)=(p1 , •.• ,pr) are c+early continuous; in fact, they 

are just polynomials of degree n. 
-n 

By the lemma, p converges 

uniformly to p in ~ , and hence p is continous. 

V.S Theorem. The map p:'P +~ has a fixed point. 

Proof: Since p is continuous and maps the convex polyhedron~ 

to itself, this follows immediately from Lefschetz' or Brouwer's 

fixed point theorem (see [9]). 



- 49 -

Note that if (p 1 , ... ,pr) is a fixed point for p, then all 

the components p. 
1 

are (strictly) positive; this follows from 

Proposition IV.ll and the fact that is always positive. 

As I mentioned in Chapter III, the most important open 

question in the theory is whether the fixed point in Theorem v.s 
is always unique. In the (very few) examples I have calculated 

there has never been more than one fixed point, but I re~lly have 

no idea what the general situation is. 

It should be clear from the exposition in Chapter III why 

the fixed points of p are so important. To reformulate it in 

more technical terms, let x be an n-point and A a set of 

n-points. For each N>n, define 

V.6 Proposition. If the basic transition probabilities 

(p 1 , •.• ,pr) form a fixed point for p and ACF(n), then 

= y} = P~ {B~ (a~)= Y.} 

for all yEA, xEF(n), and N>n. 

Proof: It suffices to prove the proposition for N=n+l, as we can 

then proceed by induction. Define a sequence {~k} of stopping 

times by letting ~ 0=0 and 

~k+l ( w) = min {i> ~k< w): 

B~+l (i,w) is ann-point different from B~+l <~k(w),w)} 

Define a new Markov chain Y by 

X 
Y ( k , w) =B n+ 1 ( ~k ( w) , w) . 
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Combining Proposition IV.12 and the fact that (p1, ..• ,pr) is a 

fixed point, it's easy to check that Y has the same distribution 

as Since A is a collection of n-points, this means that Y 

has the same hitting distribution as both 

hence the proposition is proved. 

X B 1 , and 
n+ 
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VI. Transition times 

So far our processes B are just Markov chains moving one 
n 

step at each unit time. To construct a limit process, we must know 

how to rescale time as n grows large, and a convenient way of 

formulating this problem is in terms of random transition times as 

explained informally in Chapter III. 

Let 

be the extended set of nonnegative real numbers. A set of basic 

transition times is just a sequence (-r, .. ,-r) 
1 r 

of completed 

Borel probability measures on R+ - one for each equivalence class 

c .. If (x,y)Ec., think of -r. as the distribution of the time a 
~ ~ ~ 

random particle uses to get from x to y. I shall always assume 

that the -r. 's have finite second moments Jx2d-r. (x), and I 
~ ~ 

shall let t. denote their expectations 
~ 

t . = f xd -r . ( x ) . 
~ ~ 

transition probabilities and transition times, and for each n, 

let 

(n) 
B : INoXQ+F n 

be a Markov chain induced by (p 1 , ..• ,pr). I shall assume that 

{Tk} is an increasing sequence of random varia~les satisfying 

certain conditions. In writing these conditions, it's convenient 

to let 
(n) 

(x,y)Eci denote the fact that x and y are n-points 
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of the form ••• •<jl. (xl} 
1 

and y= <jJ ' 0 o o o 0 <jJ ' ( y I } I where 

X 1 , y 1 EF and ( I I } ' x , y Ec .. 
1 

VI.1 Conditions. 

( i} 

( ii} 

T =0 
0 

The distribution of 

n 

T -T 
k+1 k 

(k 1} ( } (n} . 
B + =y, where x,y Ec. , 1s ~. 

n 1 1 

11 1n 

given that B (k} =x and 
n 

i.e. for all Borel sets A 

and B (k+1 }=y }=~.(A}. 
n 1 

(iii} The increments Tk+1-Tk, kE IN0 , are independent of each 

other, and each of them is independent of B ( i} 
n 

for i :f:k, k+1 • 

Define a process ~ : [o, (X)} xQ+F(n} by 
n 

where k is the largest integer such that Tk(w}(t. I shall 

1\ 
refer to Bn as a random walk induced EY (p 1 , .•. ,pr} and 

( ~1 I o o I ~r} o 

As explained in Chapter II I I our aim is to find the 

"optimal choice" of the basic transition times c~1, •• ,~r> by 

comparing them with composite transition 

each xEF, let o be the stopping time 
X 

{ - Ax 
o (w}=inf tEfR :B1 (t}EF-{x}}, 

X + 

where is just the random walk 

If y is another element of F, define 

distribution of 0 
X 

given that 

times (~1'""'~r}. For 

started at x. 

~ to be the 
x,y 

is the 
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-
probability measure on R+ given by 

- X { /\X } X /\X 't (A)=P o EA and B1 ( o )=y /P {B 1 ( o )=y} 
x,y X X X 

As usual, it is easy to see that 't = 't x, y X I I y I 
if I x-y I = I x 1 -y 1 I ' 

and hence we may define by 

't.='t 
l. x,y 

whenever (x,y)Ec .• These are the composite transition times 
l. 

referred to above. 

- -VI.2 Lemma. The composite transition times ( 't , .• , 't ) have 
1 r 

finite second moments. 

2 
Proof: It suffices to show that E(o )<~. For each k, let 

X 

Clearly, o ( w) = 
X 

l: Nk(w)t.Tk(w), and thus 
k=O 

~ 

Let t and m be the largest of the expectations t. = Jxd 1:. ( x) 
l. l. 

and the second moments m.=fx 2d't. (x) respectively. By Lemma V.3 
l. l. 

there are constants C and e, 0<9<1, such that 

for all k. Hence 

E(ox2)(2 E 
j<k 

Cl) 

k ce t 2 + E 
k=O 

Cl) 

k k c e m = 2Ct 2 L: k e 
k=1 

Cl) 

+ em E 
k=O 

k e < Cl)' 
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and the lemma is proved. 

- -The expectations t 1 , .• ,tr of the composite transition 

-times ~ 1 , .• ,~r can be computed fairly explicitly in terms of the 

expectations t 1 , •• ,tr of the basic transition times ~ 1 , •• ,~r· 

To see how, fix an element xEF, and for each i<r, choose y. EF 
l. 

such that ( x, y.) Ec .• Let IT. be the set of all 1 -walks 
l. l. l. 

j, 1 <j<n. The 

steps it has. 

such that x0 =x, X =y. 1 and 
n l. 

length l;l=n of the walk 

Recall that q is 
X • l 1 X· J- J 

for all 

-+ 
is just the X number 

the probability that a 

of 

particle which is in state X. l will jump to state X •' and let 
J- J 

t 
X. l 1 X. 

be the average time it spends on this transition. 
J- J 

Clearly, each t will be one of the numbers 
X. 1 1 X. 

J- J 
t , .. ,t . 

1 r 

Finally, let 

- x{Ax } Q. =P l Bl (a ) =y. • 
l. X l. 

We can now write 

( 6. l ) - --1 I 
1;1 1;1 

t.=Q. I t n q 
l. l. 

j=l X . l 1 X. j=1 
x. 1 ,x., 

-+ J- J J- J xEIT. 
l. 

which shows that the map 

is linear, and that the corresponding matrix has nonnegative 

entries. With just a little more thought it•s easy to see that the 

entries must, in fact, be positive; this is equivalent to checking 

that for each pair 

that 

(i,k), l<i,k<r, there is a path xEIT. such 
l. 

for at least one j, and in view of Corollary 
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IV.14 this is trivial; just choose x 1 such that 

let x2=x, and then follow any path from x to y. 

( 1 } 
( x, x 1 } Eck , 

VI.3 Proposition. There exist a positive number A and a vector 

with positive components such that if 

-
E ( 't. } =t. 

l. l. 
for 

each i, then E('t.}=At. 
l. l. 

for each i. The constant is unique, 

and the vector (t1 , .•. ,tr} is unique up to a scalar factor. 

Proof: By the Perron-Frobenius Theorem (see, e.g., Seneta [31 ]), 

the linear map T has a largest eigenvalue A which has 

multiplicity one and which corresponds to an eigenvector 

(t1 , .• ,tr} with.positive components. The uniqueness follows from 

the Subinvariance Theorem of the Perron-Frobenius theory (Theorem 

1 • 6 in Seneta [ 31 ] } . 

The constant A in the proposition above is called the time 

scaling factor. As I mentioned in Chapter III, it is one of the 

crucial parameters of the theory on a par with the volume scaling 

factor ~ and the linear scaling factor v. It will follow from 

the general theory in Chapter IX that A is the largest of these 

parameters (see Corollary IX.4}; in fact A>~)v. 

The aim of this section is to show that it is possible to 

find distributions (,;1 , ••. ,,;r) such that each 't. 
l. 

is just the 

corresponding 't. scaled by the time scaling factor 
l. 

:;; . (A} = 't. {X: AX EA} 
l. l. 

A;i.e. 

for all i~r and all Borel sets A. To prove this 

self-reproduction property is not very difficult- basically, it•s 

a question of applying the fixed point theorem for contractions -

but it will take me some work to set the stage properly. 
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If t is a positive real number, let 'Jt be the set of all 

-completed Borel probability measures 1: on R+ with expectation 

t and finite second moment, and define d :'t xtt + R by: 
t t t 

dt(cr, 't)=inf{(Jjf-gj 2dP)~:(Q,P) is a probability space, and 
Q 

f,g:Q+ R+ are random variables with distributions cr and 1:, 

respectively} 

The only nontrivial part of checking that 

is the triangle inequality 

dt ( (j, 't) ( dt ( (j, v) + dt ( v, 't) . 

is a metric on 'r 
t 

To prove it, assume that £>0 is given, and choose random 

-variables f,g 1 : Ql + R+' g 2 ,h: Q2 + m+ such that f has 

distribution and have distribution v, h has 

distribution 1:, and 

There then exist a probability space (Q,P) and random variables 

such that the pair (f,g) has the same joint 

distribution as (f,g 1 ), and (g,h) has the same joint 

distribution as (g2 ,h) (see, e.g., Stroyan and Bayed [33, Chapter 

IV]) 

But then 

and since £>0 is arbitrary, this proves the triangle inequality. 
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Nonstandard measure theory provides a straight-forward proof 

of the following crucial lemma. For the necessary background 

information, see Chapter 3 of [1 ]. 

Proof: If {~ } is a Cauchy-sequence, let 
n nE ~ 

1\ 
{ ~ } * be its 

n nE IN 
1\ 

nonstandard version. Each ~ is an internal, *-countably 
n 

additive measure on * -R 
+ 

Choose an infinite element * NE IN, 

let 
1\ 

L{ ~N) be the Loeb-measure of 
1\ • 
~N' and def1ne a measure 

on ~+ by 
1\ -1 

~(A) =L ( ~N) ( s t {A) ) I 

where st is the standard part map. It follows from general 

theory that ~ is a complete Borel probability measure on ~+. 

The idea is that ~ is the limit of {~ }. 
n 

Let me first check that ~ belongs to ~t" Since { ~ } is 
n 

a Cauchy-sequence, the second moments mn=fx 2d~n(x) are bounded 

by a constant KE ~. By simple Loeb-measure theory 

1\ 
and hence ~ has finite second moment. Moreover, since fx 2d~N{x) 

is finite, it follows 

x+x is S-integrable 

1 xd~{x) *1 = 
R+ IR+ 

proving that ~E~ • 
t 

To prove that 

from Holder's inequality that the function 

with respect to 
1\ 

~N' and thus 

1\ o I 1\ 0 xdL{ ~N) {x) = *_xd~N(x) = 0 t=t, 
R+' I 

{~ } converges to ~, assume that E>O is 
n 

given. Since is a Cauchy-sequence, there is a integer N 
E 
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such that d (.,; ,'t )<e: 
t n m 

for all n,m)N • 
e: 

By definition of d 1 

t 

this means that there are random variables 
m n -

f , f : Q+ R+ such n m 

that has distribution 't I 
n 

has distribution 't , and 
m 

f n 
m IlL 2 ( Q) < e:. I can clearly assume that all the random 

variables n,mE N, are defined on the same sufficiently rich 

space C. Let 
1\m 

{f } * be the nonstandard version of the n n,mE N 

family {fm} If n is finite, the standard part n n,mE IN" 

* * a random variable on the Loeb-space ( C,L( P)) with distribution 

.,; , and if N is the infinite number above, 
n 

~ is a random 
N 

variable on * * ( C,L( P)) with distribution 

and the lemma is proved. 

.,;. Thus if n)N , 
e: 

If (t1 , ••• ,tr) is the vector in Proposition VI.3 (-or, 

more correctly, one of the infinitely many vectors as (t 1 , •• ,tr) 

is only determined up to a positive scalar factor), let (.r,d) be 

the complete metric space defined by 

and 

X • • • • x'lt 
r 

+ + 
d(o,.,;) = 

+ + 
where o =(o 1, .. ,or) and .,; =(.,; 1 , •. ,.,;r) are elements in~. The 

choice of metric may seem a curious one, but d will later enter 

the argument in a perfectly natural way. 
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As before, let T be the linear map sending (t 1, •• ,tr) to 

(t1 , ••• ,tr)' and let 0:~+t;r be the map 

where each component 0,(,;) 
l. 

is 
1\ -1 
,;, scaled by A : i.e. for all 

l. 

Borel sets A 

- -1 0,(,;)(A)=,;,{x:A xEA}. 
l. l. 

To prove the main result of this section, it suffices to show that 

e has a unique fixed point: 

VI.S Theorem. There is a sequence (,;1 , •• ,,;r) of basic transition 

- -times such that the composite transition times (,;1 , •• ,,;r) are 

just (,;1 , •• ,,;r) scaled by the time scaling factor A• The 

sequence (,;1 , •• ,,;r) is unique up to a scaling factor. 

Proof: Fix an element x,F, and for each i(r, choose y. EF 
l. 

such 

that (x,y.)~c .• Recall that n. is the set of all 1-walks 
l. l. l. 

"' x=xo, ••• ,xn such that xo=x,xn=yi and for all 

( 1 ) 
j,1 (j<n. Thus if a1 : Noxa +F is the Markov chain induced by 

our chosen transition probabilities 

stopping time 

then rr. 
l. 

,;x( w)=min {i:B~(i, w) EF- {x} }, 

is the set of all paths the stopped process 

,; is the 
X 

can follow from x to y .• For each i, let 
l. 

Q. = { w: Bx1 ( ,; ( w), w) =y. } , 
l. X l. 

set 
.... X 
Q. =P 1 { Q. ) I 

l. l. 
and define a probability measure 

--1 X 
Q. {A)=Q. P 1 (A). 

l. l. 

Q, 
l. 

on Q, by 
l. 



I shall use E. 
1. 

- 60 -

to denote expectation with respect to Q.; thus 
1. 

E. is the expectation given that 
1. 

B1 (O)=x and B1('t )=y .• 
X 1. 

For 

~ 

each xEIT., define E~ to be the expectation given that 
1. X 

B1 (j)=xj for all j,l;l in an analogous way. 

Let * {Tk} be two sequences of random variables 

satisfying Condition VI.1, but corresponding to two different sets 

~ ~* * * 
•=(•1 , ···•r)' • =(• 1 , ··••r) of distributions in~. Assume that 

{Tk} and {T:} are chosen such that 6Tk=Tk+1-Tk and 

* * * ~T 1=T 1+ 1 -T 1 are independent when k*1· By definition, e. (•) is 
1. 

just the distribution of 

- -1 
T. ( w) =A. T ( ) 1. 't w 

X 

as a random var1.'able on (Q Q ) and s1.'m1.'larly • I • I I I 1. 1. 

distribution of 

-* -1 * T. ( w) =A. T ( ) 1. 't w 
X 

as a random variable on 

[ - -* 2] (6 • 2 ) E . ( T . -T . ) = 
1. 1. 1. 

-2--1 A Q. 
1. 

~ 

X Ell. 
1. 

E~ 
X 

( Q. ,Q.). Observe that 
1. 1. 

-2--1 [ < I~ I * 2] 
1~1 
.IT A Q. I E~ ( ~T . 1 -~T . 1 ) ) 

1. X j=1 
]- ]-

~ ]=1 
xEIT. 1. 

-2--1 1~1 
[ ( 6T . 1-~T~ 1 ) 2] 

1~1 
A Q. I I E-+< 

ju1 
q 

1. j=1 X ]- ]-
~ 

xEIT. 1. 

* e . ( • ) is the 
1. 

q = 
X . 1 I X • ]- J 

x. 1 ,x., 
]- J 
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where the last step uses that the random variables 

6T. 1 -6T~ 1 ,j(j;j, are independent and have mean zero. 
J- J-

Given a path 
~ 

x=x, •• ,x , the distribution of 
n 

6T. 1 J-
is just 

1c for some k(r; let us write ~ for this 
X. 1 I X. 

~k. Similarly, 
J- J 

distribution * is * * the of 6T. 1 ~ =~ • By choosing the 
J- X· 1 ,x. k 

J- J 

sequences {T } and 
k {T;} judiciously, we can get 

E~ 
X 

as close to dt 
X. 1 I X. J- J 

( ~* )2 
~ I • x. 1 ,x. x. 1 ,x. 

J- J J- J 

as we want to. 

Thus the infimum of the right hand side of (6.2) over all 

sequences 

~ 

xEII. 
l. 

satisfying our donditions is 

d ( ~* )2 ~ I • t X. 1 ,x. X. 1 ,x.· 
X • 1 I X . J- J J- J 

J- J 

q x. 1 ,x., 
J- J 

which according to (6.1) is nothing but the i-th coordinate of 

-2 ( ( * 2 * 2 A. T d ~ '~1) , •••• ,dt <~r'~r) ), 
t1 r 

where T is the linear map sending (t 1 •••tt ) tO <f 1 ••t~ )o 
1 , r 1 r 

At the same time, the left hand side of (6.2) is always at least 

as large as * dt (8.(~),8. (~ )) 2, and thus' 
i l. l. 

with the inequality holding componentwise. Since T's matrix has 

only positive entries, we can apply T to both sides of (6.3) and 
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keep the inequality. If we do this repeatedly, we get 

for all natural numbers k. Since T is a Perron-Frobenius map 

with leading eigenvalue A, T has an asymptotic expression 

where A is a fixed matrix, s and A2 are fixed numbers, and 

I A2 1 <A (see Theorem 1 .2 in Seneta [31 ]) • Thus for some 

sufficiently large k, the linear map 
-2k k 

A T has operator norm C 

less than one, and hence 

k + k +* ~ + +* 
d(e ('t),e ('t ))(c d('t,'t > 

by (6.3) and the definition of the metric d. This means that ek 
+ + 

is a contraction and has a unique fixed point 't 0 • But if 'tQ is 

a fixed point for ek so is 
+ k 

G('t 0 ), and since e has only one 

fixed point, 
+ + \ 
't 0=G('t 0 ) and is thus a fixed point for e. Since 

any other fixed point of e automatically is a fixed point of 

k + 
e , 'to is unique. The proof is complete. 

Call a pair 
+ + 

(p,'t) of transition probabilities 

and transition times + 
't= ( 't 1 I • • I 't r ) stable if + 

p 

a fixed point for the map p in Theorem v.s 
Theorem VI.S. 

+ 
and 't satisfies 

For stable pairs 
+ + 

(p,'t) it is possible to extend 

Proposition V.6 by also'taking time into account. If 
1\ 
B 

n 
is the 

random walk 
+ + 

(p,'t) induces on F(n), and A is a collection of 

n-points, let 

't~(w)=inf {t: ~n(t,w) EA} 

is 

I 
I 

I 
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+ + (n) 
VI.6 Proposition. If (p,~) is stable, xEF , and A is a 

collection of n-points, then 

for all yEA and all N)n. Moreover, 

for all Borel sets B. 

Proof: The first part of the statement is just a reformulation of 

Proposition V.6. It clearly suffices to prove the second part for 

N=n+1, as we can then proceed by induction. Define a sequence 

-of stopping times by T 0=0 and 

- - Ax (n) Ax -
T k + 1 ( w) =in f { t > T k ( w ) : B n+ 1 ( t , w ) E F - { B n+ 1 ( T k ( w ) , w ) } } • 

By Theorem VI.5, { ~-1T- } ~ is a sequence of random variables 
k 

satisfying Condition VI.1, and hence the process 

where k is the largest integer such that is a copy of 

~ with the same hitting time distribution. The proposition now 
n 

follows easily. 

I'll close this section with two simple examples of how one 

can use the fact that stable transition times are fixed points for 

the map 0 to obtain information about their properties. If 

x 0 ,x 1 , •• ,xq is the shortest 1-walk leading from one element x=x 0 

in F to another y=x EF, call q the connection factor of the 
q 

fractal. Given a stable set 
+ 
~= ( ~ 1 ' • • ' ~ r ) of transition times, 
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let {Tk} be an associated sequence of random variables 

satisfying Condition VI.l, and define a function C: [o,~)+ ·R by 

C(t)=P{T 1 (w)(t} 

VI.7 Proposition. If 
+ + 
(p,~) is stable and ~=logq/logA, then 

there is a constant K>l such that 

(6.4) 
-~ 

C(t) (K-t for all t E(O, 1 ] • 

Proof: It•s easy to see that there must be a constant K such 

-1 
that (6.4) holds for all tE(A ,1 ]. Define 

-~ 
f(t)=K-t 

and note that 

f(t)=f(At)q for all t>O. 

If I can show that 

then the following simple argument will complete the proof: Given 

a t E(O,l ], choose nE IN such that 
n -1 

A t E ( A , 1 ] and note that 

n n 
C(t)(C(Ant)q (f(Ant)q =f(t). 

To prove that C(t)(C(At)q, choose an element xEF and let 

a (w)=inf{t:~x(t,w)EF-{x}}. 
X 1 

. ( + +) . S1nce p,~ 1s stable 

and by definition of q 

(qlll P {w: t:.T. ( w) (At }=P {w:T1 ( w) (At }q=C( At)q • 
. 0 1 1= 

Hence C(t)(C(At)q, and the proof is complete. 
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Let us agree that a measure m on [o,~) has a 
~ 

C -density 

if there is an infinitely differentiable function f: [o,~)+ R 

such that 

m(A)= J f(x)dx 
A 

for all Borel sets A. 

+ + 
VI.S Proposition. If (pI 't) is a stable pair, then each 't. has 

l. 
~ 

a C -density. 

1\ 
Proof: I'll use the following convention for Fourier transforms f 

and inverse Fourier transforms g: 

~ 

f(y)= J e-2niyx f(x)dx 
-~ 

~ 

g(x)= J e2nixy g(y)dy. 
-~ 

To compute the Fourier transform of the measure 

two points x,yEF such that (x,y)Ec., and let l. 
1\ 

a ( w) =in f { t : B 1 ( t , w ) E F- { x } } . 

't., choose 
l. 

Of course, 't, is the distribution of 
l. 

-1 1\ 
A a given that B1 (O)=x 

and 
1\ a1 (a)=y, and thus 

~ 

1\ 
'ti (y)= J e -2niyx d't. (x)= 

l. 

. -1 
= E( e -2nl.yA a 1\ a 1 (0) =x 

-1 
= o-:' 1 I E + ( e- 2 ni y A a) 

l. X 
+ xEIT. l. 

1\ 
and B 1 ( a ) =y) • 

Iii 
TT q '1 x.1,x. J= J- J 

in the notation used earlier in this section. Let {ak}kE N be 

the sequence of stopping times defined by a :0 and 
0 

1\ 1\ 
ak+ 1 (w)=inf{t>ak(w): a1 (t,w):j::B1 (ak(w),w) }. 



Then 

~i (y)= 6~1 I 
~E II. 

]. 

= Q--l . 
]. 

~ 

X Eli. 
]. 
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-21ti Y.. 
E~ (e A. 

X 

E ~ ( e- 2 1ti t ( '\- '\- l ) ) 
X 

~I 
J'=l qx. 1 ,x. 

)- J 

I~ 
'-l q )- X. l 1 X. • )- J 

Given the path 
~ 

x, each has distribution 't, for some 

i E { l , ..• , r } , and hence 
xk 

~ 

X Eli. 
]. 

I now introduce the function 

Y.. 
-,.., 

].~ 

q x. 1 ,x .• 
)- J 

Since each 
1\ 
't, is the Fourier transform of a probability measure, 

]. 

F(y)~l for all y, and hence it follows from (6.5) that 

where q still is the connection factor. Choose K>l so small 

that 

and define 

Note that 

-1 llogq/log"A. 
F(y)~K Y when 

-I llogq/ log "A. 
G(y)=K y . 

G(y)=G( Y.. )q for all y. 
-,.., 

If IYI)l, there is an nE N such that 
-n -1 

j"A. y I E (A. , l ] , and thus 
n n 

F(y)~F("A.-ny)q (G("A.-ny)q =G(y). 
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To prove the proposition it only remains to observe that 

since 
A I llogq/logA 
't. (y) <F(y) <K- Y when 

1 
IYI)l, the function 

yn~. (y) is bounded and integrable for all positive powers n. By 
1 

basic Fourier theory it follows that the inverse Fourier transform 

of 
A 
't. 

1 
is a function with derivatives of all orders. 

Remarks: In their paper on Brownian motion on the Sierpinski 

gasket [s], Barlow and Perkins use the theory of branching 

processes to find stable transition times. It would be interesting 

to know if their methods generalize to the present situation, and, 

if so, whether this could lead to sharper estimates. As we shall 

see in the next chapter, it would be particularly interesting to 

know the best value of ~ for which formula (6.4) holds. 
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VII. Brownian motion on nested fractals. 

Just as ordinary random walks in ~k converge to Brownian 

motion, the random walks introduced in the previous chapter 

converge to continuous time processes on E. I shall refer to these 

limit processes as Brownian motions on E, and the purpose of the 

present chapter is to construct them and study them in some 

detail. 

Throughout the chapter E will be a nested fractal induced 

by a system ~={~ 1 , .. ,~~} of v-similitudes, and 
+ + 

(p,-t) will be a 

+ 
stable pair of transition probabilities p=(p 1 , .• ,pr) and 

+ 
transition times •= ( .. , ... , .. ) 

1 r 
as defined in the last chapter. 

To fix the scaling of the transition times once and for all, 

assume from now on that 

( 7. 1 ) 
r r 
~ m.p.t. = ~ m.p. fxd-.. (x)=1; 

i=1 1 1 1 i=1 1 1 1 

i.e., the average time it takes to get from one point in F to 

another is one (recall that m. is the order of the equivalence 
1 

class c. defined at the beginning of Chapter V). 
1 

There must be many different ways of constructing Brownian 

motion on E; the method I shall use is based on nonstandard 

analysis, which has turned out to be a very convenient tool in 

limit constructions of this kind. The whole approach is closely 

related to Anderson's [2] nonstandard construction of ordinary 

Brownian motion (consult [1] for a closer qescription of this 

construction and also for an introduction to nonstandard 

probability theory). Toward the end of the chapter, I'll sketch a 

more traditional approach based on measure extension techniques. 
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As before 

will be the random walks 
+ + 

(p, 't) . d (n) 1.n uce on F • - * Let Q= Q be 

the nonstandard version of the sample space Q, and for each 

-probability measure P on Q, let P denote the Loeb-measure of 

* P - hence (O,P) is an honest-to-goodness probability space. For 

each nE* ~. let F{n)=*wn(F) and note that since F{n)is finite 

for finite n, this notation agrees with· earlier usage when nE ~. 

Observe also that if n is infinite, then 

E=oF{n), 

where 0 denotes the standard part operation. Abusing conventional 

notation slightly, I shall write {*" } B * for the nonstandard n n E N 

version of the sequence {~n} nE JN" For each nE * N, 

*" B is a map 
n 

*" * - {n) B : (O,a.)xQ+F • 
n 

Observe that if n is finite and xEF{p), then as a process on 

- -x {C,P ), the standard part process defined by 

*" b {t,w)= B (t,w) 
n n 

is just a random walk started at x. 

The idea is now to choose an infinitely large integer * NE N 

and then let 

B: [o, a.) xa+E 

be the process defined by 

o *" N B{t, w)= { BN{ A t, w)) 

(note that r•m rescaling time by the infinite factor 
N 

A ). I shall 

prove that B is a continuous, strong Markov process wi,th a law 
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that is independent of the integer N, and I shall refer to B as 

the Brownian motion QD E induced ~ • • (p,•). I would, of course, 

have liked to call it simply Brownian motion on E, but - at least 

as far as I know - there may be different stable pairs inducing 

different processes. 

Before I prove that B is continuous, let me just remind 

you that in Proposition VI.7 I showed that there exist constants 

K and ~ such that 

(7.2) P{T 1<t}<K-t 
-~ 

for all tE(O,l] 

-VII.l Proposition. For almost all wEO, the path B(•,w) is 

continuous. In fact, if ~ satisfies (7.2), then there is a set 

Q'CQ of P-measure one such that for each wEO', there is a 

constant C such that 
w 

IB(t)-B(s) I < cwlt-sllogv/logA.(log 1!-sl )logv/~logA. 

for all s,tE[O,l]. 

Proof: This argument is just an elaboration of the standard proof 

of Kolmogorov's Continuity Theorem. To simplify notation, I'll 

write 

f(r)=lrllogv/logA. (log~ )logv/~logA. 

and 

. 1\ N 
X(t,w)=BN(A. t,w). 

Let a= max{ lx-yl :x,yEE} be the diameter of E, and pick 

two arbitrary points s,t,s<t, in [0,1 ]. Note that if there are 

two points u,vE*[s,t] such that IX(u)-X(v)l)2av-n for some 

nE N, then X crosses an n-complex during the interval [s,t]. 
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According to (7.1) the probability for such a crossing is less 

n -~ 
than K 

-(A (t-s )) 
Hence if c is a positive constant and 

nE N is so large that Cf(t-s)>2av-n, then 

*p{3u,vE*[s,t1( jx(u)-X(v) j:>Cf(t-s))} 'exp[-(An(t-s) )-~logK) 

Since 

A-n~=(v-n)~logA/logv , l ~ f(t-s) J~logA/logv 

= C' (t-s) ~ log (!-s) • (logK) - 1 

where C' = ( ~a )~logA/logvlogK, it follows that 

* * C' P{3u,vE [s,t1( jx(u)-X(v) j:>Cf(t-s) )},jt-sl . 

As will become clear in a moment, it's essential to have C'>1, 

and I obtain this simply by choosing C>2a(logK)-logv/~logA. 

A spesial case of the inequality above is 

*p{3u,vE* [ ~ , ~ 1< jx(u)...,x(v) j:>Cf(2-n)) },2-nC' 
2n 2n 

for all pairs (k, n) E IN 2 with k<2n; by "overflow" the same 

formula holds for all pairs (k,n)E * ~ 2 where n is less than 

some infinite HE * IN and 
. n 
k<2 . Thus for any given m<H 

* { n * k P 3n(m<n<H)3k<2 3u,vE [ --
2n 

k+1 1< jx(u)-X(v) j:>cf(2-n))} 
2n 

-nC' 2 = 
H 
!: 

n=m 

-n(C'-1) 
2 ' 

-m ( C' -1) 
2 

-tc'-1> 1- 2 

which is infinitesimal when m is infinite. Consequently, there 

- -must be a set O' C Q of P-measure one such that for each wEO', 

there is an integer n(w)E IN such that 

Vu,vE*[ ~, k+1 1< jx(u)-X(v) j<Cf(2-n)) 
2n 2n 

for all n,n(w)<n(H, and all k<2n. 
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It still remains to show that if wEQ' , then there is a 

constant Cw such that 

IB(t)-B(s) I ~ Cwf( It-s I) 

for all s,tE[0,1 ]. As a first preparatory step, I claim that 

there is a constant DE R such that 

E f(2-n) ~ Df(2-m) 
n=m 

a> 
for all m. To prove this, first check that 

a> 
f £(2-t)dt decrease at the same rate when m+a>, and then show 
m 

that 

lim 

is finite by using L'Hopital's rule. 

Here's the closing argument: Assume that s,tE[0,1] are 

9iven, and that ls-tl<2-n(w). Let iE N be the integer such that 

such that I~ -sl 
2~ 

and 

then s is of the form 

H 
k 

E s= -. + 
2~ j=i+1 

where d. is 01 1 or -1 
J 

k 
H-1 

IB(s)-B( ~ > I ~ I 2~ p=i+1 

-t I 

d, 
.....1 
2j 

for j<H, 

k 
lx( -. + 

2~ 

-n kE IN, k<2 I 

are both less than 2-i. But 

and ldHI ~1. Hence 

p+1 d. 
k 

p d. 
E 4 ) -X( -. + E 4 > I 

j=i+l 2] 2~ j=i+l 2] 

H-1 
~ E C£(2-p) ~ DCf(2-(i+ 1 )) ~DC£( It-s I), 

p=i+1 
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and similarly 
k 

IB(t)-B( -. ) I ( DCf( It-s I). This means that 
21. 

IB(t)-B(s) I ( 2DCf( It-s I), provided that lt-sl<2-n(w), and the 

proposition is proved. 

It follows from Proposition VI.7 that the conditions of the 

proposition above are satisfied when -~ ~- logA , and hence 

IB(t)-B(s) 1 ( c It-s llogv/logA(lo 1 )logv/logq 
w g lt-sl 

for all s,tE[O,l ]. In this formula the exponent logv/logA of the 

lt-sl-term is clearly the best possible, but the exponent 

logv/logq of the logarithmic term can almost certainly be 

improved: the estimates in the proof of Proposition VI.7 seem too 

crude to yield the best value for ~· In any case, the argument 

above indicates that to get an exact expression for B's modulus 

of continuity, all one needs is a sharp estimate for the ~ in 

formula (7.2). I shall not pursue this question here, but only 

mention that using other methods, Barlow and Perkins [5] have 

shown that for the Sierpinski gasket the best value for ~ is 

1- log2/log5 (and in that case v=2 and A=51) 

The next thing I would like to prove is that X is a strong 

Markov process. To do this I need an easy estimate and a few basic 

' facts from potential theory. First the estimate: 

VII.2 Lemma. For each nE IN, let 

There is a constant C such that 

E~ ( o~) ( CAn 

for all nE N and all xEF(n). 
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Proof: Assume first that n=l. By Proposition IV.ll any element 

is connected to F, and hence is finite by 

elementary Markov chain theory. Let K be the maximum of the 

values 

with 
K 

C= r=f• 

for xEF(l >. I shall prove that the lemma holds 

Assume now that nE ~ and xEF(n) are given. For each k~n, 

define a stopping time 

~k(w)=inf{t:~n(t,w) is a k-point}. 

Clearly, ~ =0 and 
n 

n 

n 
~ o=aF, and thus 

n 
a = F I: <~k-1-~k) 

k=l 

By the definition of K and the stability of (p,;) 

and consequently 

< CAn, 

which proves the lemma. 

Note that together, Proposition VII.l and Lemma VII.2 verify 

that is the right scaling factor for 
1\ 
B . 

n 

Let us turn to potential theory. Recall that if x and y 

are two elements in F(n), then 
( n) 

qx,y is the probability that a 

particle which is in state x will next jump to state y: i.e. 
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Note that (n) -o 
qx,y - unless X and y are n-neighbors. A function 

u:F(n)+ ~ is n-harmonic if 

u(x)= I: 

yEF(n) 

u(y)q(n) 
x,y 

for all xEF(n)_F. If f is any 

function f: F + IR, then 

is clearly an n-harmonic extension of f. It follows that an 

n-harmonic function always attains its maximum on F, and that two 

n-harmonic functions which agree on F agree everywhere. In fact, 

by Proposition IV.ll ann-harmonic function which attains its 

maximum at a point xEF(n)_F is necessarily constant. All this is 

very easy and classical potential theory. The next lemma is just 

as easy, but more special to the situation we are dealing with 

here. 

VII.3 Lemma. Let n,mE N, n<m, and assume that u:F(n) + IR 

n-harmonic and that 
(m) 

v:F + IR is m-harmonic. If u and 

agree on F, they also agree on 

Proof: By Proposition V.6 

for all 
(n) 

xEF , where f=u tF=v I'F . 

is 

v 

The next lemma shows that n-harmonic functions are very 

regular. 

VII.4 Lemma. There exists a positive real number E such that if 

u is n-harmonic and x,y belong to the same n-cell, then 

I u ( x) -u ( y) I <: ( 1- E) n (max u ( r) -
rEF 

min u(r)). 
rEF 
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Proof: Let me first define E· If 

o!(w)=inf{t:f31 (t 1w)=F}I 

choose E>O such that 

for all 
( 1 ) 

z EF -F 1 rEF. 

The proof goes by 'induction on n. Since the statement is 

trivially true for n=0 1 I need only consider the induction step 

from n-1 to n. Assume that X 1 Y belong to the same n-cell 

C=<jJ. 
~1 

<jJ. (F) 1 and define 
~ 

n 

1\ 
F = <jJ. • 

~1 

1\ ( 1 ) 

•••• 0 <.IJ • 

~n-1 
(F) 

F =q;.o •••• oq;. 
~1 ~ 1 . n-

a~= inf{t:~ (t~w)E~}. F n 

Note that since 
1\ 
B 

n 
restricted to 

for all 
/\(1) 1\ 1\ 

zEF -F~ rEF. But then 

1\ ( 1 ) 
F is just a scaled copy of 

where a = rna~ u(r) 
rEF 

and ~ = miR u(r). Since x andy belong to 
rEF 

1\ 
the same n-celll at most one of them can be an element of F 

(recall Corollary IV.14)1 and hence it follows that 

lu(x)-u(y) I c;(l-E) (~-~). 

By Lemma VII.3 1 u is (n-1)-harmonicl and hence 

n-1 (1-E) (max u(r) a - a c; 
rEF 

-min u(r)) 
rEF 

by the induction hypothesis. The lemma now follows from the last 

two inequalities. 
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As we shall soon see, the next proposition is just a 

nonstandard way of saying that B is a Feller process. 

VII.S Proposition. Assume that x and y are infinitely close 

elements in F(N), and that f:E+ ~ is continuous. If 

*" N * X(t,w)= ~(X t,w), then for all finite tE [O,m) 

~(*f(X(t))) • ~(*f(X(t))). 

Proof: I can assume that x and y belong to the same H-complex 

C=<J.!. • •.. •q.,, (E) for some infinite H(N, since if not there will 
1 1 1 H 

be a third element zEF(N) and complex·es C •, C" of infinite 

order such that x,zEC' and y,zEC". Let H0 be a smaller 

1 . * lt.T_ IN e ement 1.n L" such that H-Ho is infinite, and let 

D=<J.!. o ••• •q.,. (E) be the H 0-complex .x,y belong to. Define 
1.1 1Ho 

" F=q.,. o ••• •q.,1. (F) 
1 1 H 0 

and let 

a@= inf{t:X(t,w)E~}. 

By Lemma VII.2, the expectations 

-Ho 
order of magnitude X and hence infinitesimal. 

Let r 1 , •• ,rj be the elements in 

The functions 

and thus 

(7. 3) 

by Lemma VII.4. 

z z+p. 
1 

are harmonic on 

" F, and let 

are both of 
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m be the distribution on z 

{ 
P~ if a=r. for some i= 1, ... , j 

m (a)= 1 1 

z 0 otherwise 

m 

F(N) defined by 

and, as usual, let *p z be the probability measure governing 

*" ~ with initial distribution m . By (7.3) z 

m m 
~ X(*f(X(t))) "' ENY(*f(X(t)) ), 

and by definition of m ,m 
X y 

m 
~Y(*f(X(t))) = ~c*f(X(t+a~))). 

The proposition now follows from the continuity of f and X, and 

the fact that a/\ 
F 

is infinitesimal almost everywhere. 

One of the small technical problems in proving that B is a 

Markov process comes from the fact that ~N is not Markov (since 

information about how long has been waiting at a site tells 

us something about where it's likely to go next). The following 

lemma - which is just the law of large numbers in nonstandard 

disguise - will give us a simple way of avoiding this problem. I 

shall write for the K-th element in the sequence 

(recall Conditions VI.1). 

VII.6 Lemma. Let * KE IN be such that is finite. Then 

~-N *T (w)~~-NK f P h K ~ or -a.a.w. 

(* ) . * Proof: Using that the random variables ~T.-1 , 1E ~, are 
1 
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independent, have mean zero and finite variance a 2 , we get 

which proves the lemma. 

Define a process Y:*[o,~)xO+F(N) by 

* N Y(t,w)= ~([A t],w), 

where [ ] denotes integer part. By the lemma, 

Y(t,w)•X(t,w) 

for all finite t and almost all w, and hence Proposition VII.S 

holds with X replaced by Y. 

Let C(E) be the space of all continuous functions f:E+ m 
given the supremum norm. If fEC(E), xEE and tE[O,~), define 

t P f( X)= 
-

Ex (*f(Y(t))) 
N 

where x is any element in F(N) infinitely close to x. By 

Proposition VIII.S (applied to Y instead of X) and the 

nonstandard characterization of continuity, Ptf is continuous. 

I shall show that Pt is a Feller-Dynkin semiqroup in the 

following sense (compare Williams [34, Definition 8.2]). 

VII.7 Proposition. The Pt's are linear operators from C(E) to 

C(E) satisfying: 

( i) If fEC(E) and O<f(x)<1 for all x, then 
t 

O<P f(x) <1 for 

all x. 

(1.1') F 11 E[O ) t+s Pt Ps d 0 1 or a s, t , ~ , p = • , an P = . 

(iii) For all fEC(E), n·ptf-fl +0 as t"'O. 
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Proof: I have already checked that 
t 

P maps C(E) to C(E), and 

part (i) is trivial from the definition of t P . To check (ii), 

just observe that since Y is Markov 

- -
PtoPsf(x)"'E~ (ps*f(Y(t))) ... E~ [E~(t)(*f(Y(s))}] 

-x * t+s =EN ( f(Y(t+s))) .. p f(x). 

Finally, to prove (iii) it suffices to show that for all fEC(E) 

t P f(x)•f(x) as t~O 

(see Williams [34, page 115]), and this follows immediately from 

the continuity of Y. 

Any (right-) continuous process associated with a 

Feller-Dynkin semigroup is a strong Markov process, and hence it 

only remains to show that B is, indeed, associated with {Pt}, 

i.e. 

where x= 0 x, for all increasing sequences t 1 < ... <tn and all 

function f 1 , .. ,fnEC(E). 

This is quite easy. Write Qt*f for the function 

Q t* f ( y) =E~ ( * f ( y ( t) ) ) I 

and note that by Proposition VII.S and an easy induction argument, 

t t -t t -t 
.. (Q l*f Q 2 1*f * n n-1* (-) 

1 2··· ··· fn-1° fn) x · 
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Using the definition of B and the fact that Y is Markov, we 

get what we want: 

-
X * * "'EN( f 1 (Y(t1 )) ..... fn(Y(tn))) 

Let me collect the results above in the following theorem. 

VII.8 Theorem. B is a strong Markov process with continuous 

paths. 

It still remains to show that B (or rather B 1 s law) is 

independent of the choice of the integer N. To this end, let H 

be another infinite integer, and define B 1 : [ 0, "") xQ-+E by 

o *A H 
B I ( t ' w) = BH ( A t ' w ) • 

If A1 , A2 , •. ,~ are complexes of finite order, it is easy to see 

that for all E ( min ( H , N) ) 
X F 

X{*/\ N * *1\ N * ... p B (At )EA , •••• , B (At )EA} 
N N 1 1 N k k 

X{*/\ H * *1\ H * 
"' PH BH (A t 1 ) E A1 , •••• , BH (A tk) E ~} 

"' p~ {B I ( t1 ) EAl ' •••• 'B I ( ~k) EAl<}, 

which shows that B and B 1 have the same finite dimensional 

distributions, and hence induce the same law· ,on c ( [ 0, ""),E). 

It is, of course, possible to turn the arguments above into 

an alternative construction of B which does not depend on non-



- 82 -

standard analysis; the idea is simply first to define the finite 

dimensional distributions 

for each xE U F(n), and then show that these finite dimensional 
nE IN 

distributions have a unique extension to a Borel measure. There 

are some not very difficult - but still rather annoying -

difficulties to overcome, and I shall leave the details to the 

interested reader. 

The following notation and terminology now seem natural. For 

each 

by 

xEE, let w 
X 

be the Borel measure on 

Wx(A)=P~ {w:B( •, w) EA}, 

c([o,~),E) defined 

where NE*~- IN and where xEF(N) is infinitely close to x. The 

measures {W } are called the Wiener measures induced by the x xEE 
+ + 

stable point (p,•). A process X with continuous paths is a 

Brownian motion induced by 
+ + 

(p,•) and starting at x if 

W (A)=P{w:X(•,w)EA} 
X 

for all Borel sets A. 
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VIII. An invariance principle. 

I argued in the Introduction that one of the main reasons 

for studying Brownian motion on fractals is to get a better 

understanding of the physics of fractal media. Having studied the 

construction above, and having, in particular, observed the 

extreme care with which I chose my transition probabilities and 

transition times, you have every reason to doubt that my processes 

have anything to do with physics - why should one expect Nature to 

choose her transition properties according to abstract fixed point 

theorems? The purpose of this section is to relieve your doubts by 

showing that the choice of basic transition properties is not as 
. -

crucial as the previous sections may have led you to believe: in 

fact, a large variety of basic transition probabilities and 

transition times give rise to the same Brownian motion in the 

limit. More technically speaking, what I want to prove is a 

Donsker-type invariance principle for random walks and Brownian 

motions on fractals. 

Let (p, ~) be a stable point, and let p:'P ~'P be the map 

sending basic transition probabilities to composite transition 

probabilities as defined in Chapter v. A pair (po,~o) of 

transition probabilities and transition times belongs to 

domain of attraction if 

r 
E 

i=l 
m.p9t~= 

l. l. l. 

r 
E 

i=l 
m . p 9 f xd,; 9 ( x ) = 1 

l. l. l. 

~ ~ 

(p,·t)'s 

P~n(p~o) ~ and - more importantly - the iterates converge to p as 

d P~OE~ n tens to infinity. As always, I'm assuming that ~ 

that ~0 
't has finite second moments. 

and 

Here's the nonstandard formulation of this chapter's main 

result. 
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VIII.l Theorem. Assume that (po,~o) + + 
is in (p,•)'s domain of 

* *A 
attraction. Let NE N- N and assume that bN is the random 

walk ( +o +o) p ,. induces on Then there is a positive, 

nonstandard number DN such that the standard process 

b:[O,~)xQ+E defined by 

+ + 
is a Brownian motion on E induced by (p,•). 

From this nonstandard result, it's easy to deduce a standard 

theorem which just says that properly scaled versions of ~ 
n 

(for finite n) converge weakly to Brownian motion induced by 

+ + 
(p,.) (see Theorem VII!.4 below for the exact formulation). 

Before I can prove the result above, I need to make my 

notation more explicit. Let <J=<q 1 ••• ,q ) E'.P be a set of basic 
, r 

transition probabilities. For any set of basic 

+ 

transition times, let cr=( '01·, •.. , or) be the composite transition 

times induced by + 
q and 

+ 
+ ~ 

+ a. 

+ 

I shall denote the map by 

+ 
0+ 

q 
hence 0+( a)=a. 

q 
If s=(s 1 , •• ,sr) and s=(sl' •• ,sr) are 

+ 
the expectations of 

+ 
and respectively, will be the a a, T+ 

q 

+ 
linear map sending 

+ 
s to s. 

Returning to the setting of the theorem, let +n ~(n)(-+ 0 ) p =p p 

be the result of applying p to +o p n times in succession. For 

simplicity, I shall write 0 and T for 0-+n and T+n, 
n n p p 

respectively, and I shall let 0 and T denote 0+ and T+. 
p p 
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+n 
For each n, let • be the transition times defined by 

,:n = 0 o 0 o C) 0 ( ! o } 
• n n-1 ···· 1 • · 

To understand the probabilistic significance of 
+n 
• , let cr be 

n 

the stopping time 

and choose x,yEF such that the pair (x,y} belongs to the 

equivalence class c .. Then the i-th component 
1 

1\ 

n 
•· of 1 

+n 
• 
1\ 

is 

just the distribution of C1 
n given that bn(O}=x and b ( C1 } =y. 

n n 

+ + + 
Since 

+n 
p converges to p, 0 (cr} 

n 
converges to 0(cr} for all 

as is easy to check. Moreover, the entries in T •s 
n matrix 

converge to the corresponding entries in T•s matrix. Each 

is a Perron-Frobenius map with a unique leading eigenvalue 

and since the leading eigenvalue depends continuously on the 

entries of the matrix, the sequence {A. } converges to the 
n 

T 
n 

A. , 
n 

leading eigenvalue A. of T. Recall that A. is nothing but the 
+ + 

time scaling factor associated with the stable point (p,•}· 

It•s often convenient to rescale 
+n 
• to get a distribution 

+n n n 
• = <• 1 , .. ,.} with total expectation 

- -r 

I shall let 

n +n 
Em. p. f xd •. ( x} =1. 

1 1 -1 

1\ 
0n+l be the map 

+n 1\ 

+n +n+l • +• If 

expectation of • , let Tn+l be the map 
+ 

is the 

+n 
sending t to 

+n+l 
t . 

+ 
Assume that t is the expectation of the stable distribution . , 

+ 
and let s be any r-dimensional vector with nonnegative 

r 
components such that E m.p~s.=l. According to the Strong 

i=l 1 1 1 
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Ergodicity Theorem (see Theorem 3.5 in Seneta [31 ], and, in 

particular, its Corollary), the scaled products 

as 

and the convergence is uniform in 
~ ~n 
s. Hence the expectations t 

~ 

converge to t uniformly in the initial distribution 

The next step is to shCM that 
~n 

't 
~ 

itself converges to 't. I 

shall make use of the following simple lemma: 

VIII.2 Lemma. Let {x } and 
n n~ IN 

{e: } be two sequences of 
n nE IN 

nonnegative real numbers, and assume that e: ~o 
n 

as n~~. If there 

is a real number C<1 such that 

for all 

x 1 c; ex +e: 
n+ n n 

nE IN, then x ~o 
n 

Proof: By induction 

as 

i c e: .. 
n-1 

Since the first term on the right hand side obviously tends to 

n-1 
zero, it suffices to shCM that we can get E 

i=O 

i c e: . 
n-1 

any given &>0 by choosing n sufficiently large. 
First pick n 0 E IN so large that 

~ 

max ( e: . ) < ~ , 
jEIN J L. 

E ci max ( e: J' ) 
i=no jE N 

and next choose n)no such that 

0 max ( e: . ) < ? ( 1 -c) • 
. J f-)>n-no 

Then for any m)n 

m-1 n 0 -1 m-1 i i Cie: E c e: = E c e: + E 
i=O m-i 'i=O m-i i=n 0 

m-i 

smaller than 



<; max ( £ . ) 
j >n-n 0 J 

- 'd I -

no-1 m-1 . 
E ci +max (£ .) E C1 

i=O jE N J i=n 0 

1 cno 
( max ( e: . ) l-C + max ( £ . ) l-c 

j>n-no J jE N J 

6 6 
< 2 + 2 = 6 ' 

and the lemma is proved. 

Recall that in Chapter VI, I measured the distance between 

+ + 
two distributions cr=(cr1 , .. ,crr) and cr'=(cr1 , ... ,crr') by the 

metric 

where 

+ + d(cr,o') 
r 

= ( E 
i=l 

1 4 1/4 d.(cr.,cr. ) ) , 
1 1 1 

d. (;. , ; ! ) = inf { E [ (S. -s. ') 2 ] 112 : S. and s. ' are random 
1 1 1 1 1 1 1 

variables with distributions a. and cr.', respectively} 
1 1 . 

The idea is now to put 
+ +n 

X =d('t,'t) 
n -

and snow that the sequence 

satisfies an inequality x +l<;Cx +£ as in the lemma. n n n 

By the triangle inequality 

Let me first check that the first term on the right hand side, 

+ 1\ + 
d('t,0n+l('t)), tends 

thus can be included 

+ 
observe that 't is 

rescaled by 

to zero as n goes to 

in the £ -term in the 
n 

+ 
0('t) rescaled by A. 

r 
E 

i=l 

n+l n+l 
m.p. s. , where 

1 1 1 

infinity, and that 

lemma. To see this, 

1\ + 
and that 0n+l ( 't ) 

+n+l +n 
s =T n+l ( t ) . 

it 

is 
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+ + 
Since 0n+l(~) + 0(~), it thus suffices to show that 

n+l n+l 
l:m.p. s. +A.. 

]. ]. ]. 
But since T l + T n+ and 

+n+l +n + + 
s = Tn+l(t ) + T(t) = A.t, 

and consequently 
n+l n+l 

L:m.p. · s. +A.l:m.p.t .=A.. 
]. ]. ]. ]. ]. ]. 

+n + 
t +t, 

So what about the second term in the inequality above -

+ 
random variables satisfying Condition VI.l with respect to ~ and 

+n .:: , respectively. If 
n 

q x,y denotes the transition probabilities 

of the Markov chain 

Chapter VI 

--1 
( A. 1 n+ 

r 

< I 
i=l 

--1 (Q. 
]. 

+n 
p 

2 
~Err. 

]. 

induces on 

E+ 
X 

I ~I 
[ ( 2 

j=l 

(l) . h . f F , then J.n t e notatJ.on o 

where For each path 
+ 
X 

I ~I 
E + ( ( l: ( b.S . 1- b.S '. 1) ) 2] 

X j=l J- J-

1~1 
= l: E+ ((t.S. 1- b.S~ 1)2] + l: E+ (b.S. 1- b.S~ l)E+(b.Sk 1-t.S'k 1) 

j=l X J- J- j :fk X J- J- X - -

where each ~. 1 is a number between 1 and r determined by 
J-

+ 
the path x. Since 

n 
t - t + 0 
~. 1 -~. 1 J- J-

as n+oo, it follows that 
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~-1 
r 

~-1 I~ I ,~, 
n )2)1/4 

+ A.n+1 ( I (Q. I I E+ [ (t"1S . 1- L'lS~ )2) 
ju1 

q 
i=1 

]. 
j=1 X J- J-1 x. 1x. + ]- J xErr. 

]. 

where 0 +0 as n+co (Lemma v .3 guarantees that the infinite sum 
n 

+ 
over all xErr. 

]. 
doesn't cause any problems). Taking the infimum 

of the left hand side over all relevant sequences {sk} and {s~}, 

I get 

,..._1 
+ A. 1 n+ 

r 
< I 

i=1 
( ~-1 ~ 
0. /, 

]. + 
xErr. 

]. 

,~, 

I 
j=1 

do ('to ,_:~ )2 
Aj-1 Aj-1 Aj-1 w j=1 

where 1. 1 ]-
is as above. Recall from Chapter VI that the i-th 

component of 
+ 

Tn+1(y) 

~-1 I Q. 
]. 

~Err. 
]. 

'+ 
for any vector y=(y 1 , •• ,yr) 

,~, 

I y 
j=1 1. 1 ]-

n 
q 

X. 1 X. 
J- J 

(see (6.1)), and hence 

is 

where 11 • n is the Euclidean norm in r R . From the proof of Theorem 

VI. 5, I know that I can get IITk II/ A. k as close to one as I wish by 

choosing k large enough, and - since A.>l - I can, in particular, 

get IITk n ~/A. k < 1 • In order not to make the notation unduly 

complicated, I shall assume that this inequality holds already for 

k=l: it's quite straightforward to extend the argument to cover the 

general case. But if now IITII~/A.<C<1, then- since 
~ 

A. 1+A. n+ and 

~ ~ 
Tn+l+T- 11Tn+1 n /A.n+l<C for all sufficienty large n. For such n 
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Combining all the arguments above, we see that for 

sufficiently large n 

+ £ I n 

+ 1\ + 
where e: =o +d(~,e +l (•)), and hence we can use Lemma VIII.2 to n n n 

conclude: 

+ + + + 
VIII.3 Proposition. If (p 0 ,. 0 ) is in (p,~) •s domain of 

attraction, then 

It is now quite easy to prove Theorem VIII.l. Let 

r 
D =( E m pn t~ ) 

n i=l i i 1. 

be the scaling factor which turns 

for each kE IN 

as n+oo. 

. NE * Fl.x an infinite IN, and let 

+n • into 
+n 
_! I and note that 

l.'nduces on F(N). If c (t ) *fi (D t ) · 1 1 d · N ,w = DN N ,w l.S a proper y sea e vers1.on 

*" of ~· then for each nE ~. the restriction of to F (n) . 
1.s a 

random walk with transition probabilities +N-n 
p and with transition 

times where 
+ 
AN-n • is 

+N-n 
~ rescaled by DN. By assumption, 

+N-n + 
p is infinitely close to p, and by Proposition VIII.3 and the 

fact that is infinitely close to rescaied 

by A n. From this it follows easily that the standard process b: 

defined by b(t,w)= °C (t,w) 
N 

has the same finite 

dimensional distributions as a Brownian motion induced by 
+ + 
(pI~) I 

+ + 
and hence is a Brownian motion induced by (p,•). This proves 
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Remark: It would be interesting to know if (or when) DN is of 

N 
order of magnitude ~ This seems to require information about 

how fast D /D 1 converges to ~ • n n-

I have promised to give a standard translation of Theorem 

VIII.l in terms of weak convergence. For a convenient formulation 

of the result, I'll first replace the discontinuous processes 
1\ 
b 

n 

by continuous processes ~ . n 
Recall from Chapter VI that in order 

to define 
1\ 
bn, I started with the Markov chain bn induced by 

and a sequence {Tk} of random variables satisfying Condition 

VI.1 with respect to ~ 0 , and then let 

1\ 
b (t,w)=b (k,w) 

n n 

+o 
p 

where k was the largest integer such that Tk{w)<t. The new 

k 
process ~n= [o,~)xQ+ R will be the continuous process obtained 

1\ 
by interpolating linearly between consecutive values of b , i.e. 

n 

where k is as above. It is now easy to show that ~n converges 

+ + 
weakly to the BrCMnian motion induced by {p,~) in the following 

sense. 

VIII.4 Theorem. Let t be the space of all continuous functions 

f:[o,~)+ R with the topology of uniform convergence on compacts. 

Assume that (p 0 ,~ 0 ) is in the domain of attraction of the stable 
+ + 

point {p,~), and let B be the Brownian motion induced by 

+ + 
{p,~). Then there is a sequence {D } of positive constants such 

n 
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that 

E (G(~ (D •,w)))~E (G(B(•,w))) as n~co, 
x n n x 

for all xE U F(n) ahd all bounded, continuous functions 
nE IN 

G: ~ ~ IlL 

r 
Proof: Let D = ( l: m1. pn1. t~ n . 1 1 

1= 
be as above. For each infinite 

* NE IN, the nonstandard process 

y : [ 0 I CD ) X -o~ E by 

~N defines a standard process 

N 

and according to Theorem VIII.l, is a Brownian motion induced 

by (p,t). For almost all w, the path is infinitely 

close (in ~·s topology) to the path yN(•,w), and hence 

* * G( ~N( •,w)) is a lifting of G(yN( •,w)) in the sense of 

nonstandard measure theory. But then 

for all infinite N, and the theorem follows from the nonstandard 

characterization of convergence. 
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IX. file Laplacian and its eigenvalues. 

Let E be a nested fractal constructed from a system 

~={~1 , ... ,~~} of v-similitudes, and let 
-+ -+ 
(p,~} be a stable pair 

inducing a Brownian motion B on E. The Laplace operator 

associated with 
-+ + 
(p,~} will simply be the infinitesimal generator 

of B. As I shall be primarily interested in the spectral 

properties of this Laplacian, I would like to regard it as a 

self-adjoint operator on a suitably chosen L2 -space. In 

probabilistic .terms this is a question of constructing a measure 

m on E such that B is a symmetric Markov process with respect 

to m. 

It's convenient first to take a look at what happens in the 

discrete setting. Fix an infinitely large, nonstandard integer N, 

and let *~ be the Markov chain p induces on F(N}. Let 

-N 
f:J.t=A. and introduce a hyperfinite timeline 

* T= { kf:J. t : k E IN o } • 

The process is just the rescaled version of 

obtained by letting 

* t Y(t,w}= BN( f:J.t ,w} 

Recall that according to Lemma VII.6, Y is just the random walk 

*" ~ with an infinitesimal change of time. If 
t 

{Q }tET denotes 

the semigroup generated by Y: i.e. 

for all internal functions f: F(N}+* R, I shall now introduce an 

internal measure M on F(N} such that each becomes a 

symmetric operator with respect to the inner product 

(f,g} = E f(x}g(x}M(x}. 
xEF(N} 
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Recall that for each EF (N) h 1 ' 1' . x , t e mu t1p 1c1ty P ( x) is 

just the number of N-cells x belongs to. By Proposition IV.l5, 

p(x) is always finite .. If A is an internal subset of F(N)' let 

where 

M(A)= 
1 

L p(x), 
xEA 

IFI is the cardinality of F. Since F(N) consists of 

~N N-cells each with IFI elements, it's clear that M(F(N))=l. 

Let {q } be the transition probabilities of Y 
X y (N) 

I x, yEF 

(which are, of course, identical to the transition probabilities 

* of BN). By construction of Y and M, we get immediately that 

for all 

q M(x) = q M(y) x,y y,x 

(N) 
x,yEF . This simple observation is crucial; not only 

does it show that M is an invariant measure for Y, but it also 

implies that Q~t is symmetric: 

Since 

I f(y)g(x)q M(x) = 
(N) x,y 

x,yEF 
I 

x,yEF(N) 
f(y)g(x)q M(y) = 

y,x 

I f(y) ( I g(x)~ x)M(y) = (f,Q~tg). 
yEF(N) xEF(N) ' 

{at} is a semigroup, this means that Qt is symmetric for 

all tET. 

It's now quite easy to translate these results into standard 

-terms. Let M be the Loeb-measure of M, and define a measure m 

on E by 

where st 

- -1 m(A)=M(st (A)), 

is the standard part map in 
k 

ffi • By elementary 
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Loeb-measure theory (see, e.g., Section 3.4 in [1]}, m is a 

Radon probability measure on E. 

Assume now that Y has initial distribution M, and let 

B:[o,~)xQ+E be defined by 

0 -B(t,w}= Y(t,w} 

where t is the largest element in T smaller than or equal to 

t. Clearly, B is a Brownian motion with initial distribution m. 

Note that since M is an invariant distribution for Y, m must 

be an invariant distribution for B. 

Given a tE[o,~} and a Borel function f:E+ ~' define 

IX.l Lemma. Each is a bounded operator from 
2 

L (E,m) to 

L2 (E,m) with norm 1. 

Proof: Assume first that f is a nonnegative, bounded function. 

Then Tt f is also bounded, and since m is an invariant 

distribution for B: 

(9.1) jf(x) 2dm(x} = E(f(B(t)) 2 )= 

jEX(f(B(t)) 2 )dm(x) ) fEX(f(B(t))) 2dm(x)= 

t 2 fT f(x) dm(x). 

~tn~ f be an arbitrary, nonnegative function in 

let f =fAn for each nE ~. Since 
n 

2 L (E,m), and 

j(Ttf(x)-Ttf (x))dm(x) = fEx(f(B(t))-f (B(t)))dm(x)= 
n n 

E(f(B(t})-fn(B(t))) = j(f(x)-fn(x))dm(x)+O, 

the sequence {Ttfn(x)} increases to Ttf(x) for almost all x, 

and hence 

2 2 
jf(x) dm(x) = lim jfn(x) dm(x)) 

n+~ 

lim jTfn(x) 2dm(x) = fTtf(x) 2dm(x) 
n+~ 
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by (9.1) and the Monotone Convergence Theorem. To extend this 

result to arbitrary elements of L2 (E,m), just note that 

Hence Tt is a bounded operator with II Tt II ( 1. But since T t 1=1, 

the norm must be exactly one. 

IX.2 Proposition: {Tt}tE[O,~) is a strongly continuous, 

contraction semigroup of symmetric operators on 
2 

L (E,m). 

Proof: Let me first show that 
t 

T is symmetric. According to 

Proposition VII.7, Tt maps continuous functions to continuous 

functions, and hence ot*f(x)~Ttf( x) for all continuous f and 

all 
(N) 

xEF . But then 

f t . 0 t* * 
T f(x)g(x)dm(x) = E (N)Q f(y) g(y)M(y) 

yEF 

-
= 0 E * f ( y) Q t * g ( y) M ( y) = f f ( X ) T t g ( X ) dm ( X ) 

yEF(N) 

for all continuous f and g, and hence Tt is symmetric. 

Recall that {Tt} is strongly continuous if for all 

2 
fEL (E,m), 

t 2 f ( f-T f) dm +0 

as t~O. By Proposition VII.7, Ttf converges uniformly to f 

for all continuous f, and hence strong continuity follows by a 

simple density argument. Since the lemma shows that {Ttl is a 

contraction semigroup, the proof is complete. 



- 97 -

I can now define the Laplace operator ~ associated with 

+ + 
the stable point (p,•) to be the infinitesimal generator of the 

semigroup 
t {T }; i.e., ~ is the operator defined on the domain 

2 Ttf-f 
~[~]={fEL (E,m):lim t exists in the strong sense} by 

t~O 

IX.3 Theorem. The Laplacian ~ is a self-adjoint nonpositively 

definite operator on 
2 

L (E ,m) 

Proof: By general operator theory (see e.g. Lemma 1.3.1 in 

Fukushima [14]) any strongly continuous contraction semigroup of 

symmetric operators has a nonpositively definite, self-adjoint 

infinitesimal generator. 

In the rest of this chapter, I shall study the asymptotic 

distribution of the eigenvalues of ~- If 

n(a)= the number of eigenvalues of -~ less than or equal to a 

(counted with multiplicity), I want to show that there are 

positive constants k,cE m such that 

( ) ,. log tJ.! log A. n a ~ ca • 

When I presented the basic ideas of the proof at the end of 

Chapter III, the trace-functions TrN(t) played an essential 

part, and when I now want to make the argument rigorous, my first 

task is to control the behavior of these functions. The estimates 

I shall use are based on very similar estimates in Barlow and 

Perkins [ 5 J . 
Let us begin with a few definitions. Choose zEF and define 

a stopping time • by 

•(w)=min{n:Bz(n,w) EF-{z}} 
1 
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(where, as usual, B1 is the Markov chain on F(l) induced by the 

basic transition probabilities 

N(w)=~{k<~(w):B~(k,w)=z}, 

and define 

By symmetry considerations, n is independent of z, and - as we 

shall soon seen - it is actually equal to ~~~-

For each nE ~. let 

CJ (w)=min{k:B (k,w)EF}, 
n n 

and define the "Green function" gn:F(n)x F(n)~ J{ by 

CJ -1 
x n 

g (x,y)=E ( E l{y}(Bn(k,w))). 
n k=O 

If p(x) is the multiplicity of the state x (see the definition 

at the end of Chapter IV), then clearly 

and hence the "normalized" function 

is symmetric in x and y. I want to find upper and lower bounds 

for g . 
n 

Notice first that by definition of n 

(9.2) gn+l(x,y)=ngn(x,y) whenever 
(n) 

x,yEF . 

Assume next that EF (n+l) 
x,y belong to two different n-complexes, 

and let and be the elements in the 

corresponding n-cells (see Figure ~4). Let 
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Figure 14 

and define 

Since a path starting at x has to pass through either x 1 1x 2 1. 'I 

or before it can reach Y1 we get 

By Symmetry ~g (x y)-~g (y x ) and s1.'nce a path start1.'ng at 
I n+l i 1 - n+l I i I 

y has to hit y 1 ~··~Y~ before it hits x . 1 we see that 
l. 

Hence 

~ 
g +l(y~x.)= E g +l(y, 1x,)q. 

n 1. j=l n J 1. J 

~ 
g 1 (x~y)= E g +l(X, 1y,)p,q_' 

n+ . . 1 n 1. J 1. J 
1.1 J= 
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or - using (9.2) -

(9.3) 
c: 

gn+l(x,y)=~ L gn(xi,yj)piqj 
i, j=l 

It is easy to see that there must be two different 

2-complexes c 1 and c 2 which do not contain any element from 

* F. For each nE IN, let and 
n 

c 2 be the set of all n-points 

belonging to c 1 and c 2 , respectively. Let 

. {~ 2 2} k=m1n g 2 (x,y):xEc1 , yEc2 

~ 2 2 
K=max{g2 (x,y):xEc1 , yEc2 }. 

Since c 1 and c 2 do not intersect F, it follows from 

Proposition IV.ll that k is strictly positive. By (9.3) and 

induction, 

k (n-2)_.~ ( )"K (n-2) 
~ ~gn x,y ' ~ 

for all 
n 

xEc 1 , 
n yEc 2 . On the other hand, for each fixed n xEc 1 , the 

sum 

L 
~ -n 
gn(x,y)A. 

n yEc 2 

must be noninfinitesimal and finite even for infinite n, since it 

just measures the average time a particle starting in X spends 

in c2 before it hits F. As the number of elements in is 

of the order of magnitude 
n (n-2) -n n 

~ , this means that ~ A. ~ must 

* be finite and noninfinitesimal for all nE IN. But this is only 

possible if ~=A./~. Hence we have proved: 

IX.4 Proposition: ~= 

By definition, ~ is larger than one, and thus we get 
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IX.S Corollary· A>~. 

Finally, combining Proposition IX.4 and formula (9.3), we 

see that 

6 . ' f EF(n+l) IX. Propos1t1on. I x,y belong to different n-complexes, 

then 

~ 
~ ( ) A E gn+l x, Y = ~ 

i,j=l 
g (x.,y.)p.q., 

n 1 J 1 J 

where x . , y . , p . , q . are as above . 
1 J 1 J 

So far we have only estimated gn(x,y) when x and y are 

apart, but to deal with the trace-functions we need to know what 

happens when x=y. Here's the first result in that direction: 

EF (n+l) 
IX.7 Lemma. There is a constant CE R+ such that if x,y 

belong to the same n-complex, then 

g (x.,x.)p.q .. 
n 1 J 1 J 

(The notation is as before, but since x and y now belong to 

the same n-complex, x1=y1 , x2=y2 , ... ,x~=y~). 

Proof: Let 

and define 

Clearly, 

(1) c. (1) C=max { g 1 ( x, y) : x EF , y .._p } , 

'tn+l-l an+l-1 
~ () _1_[ E 
gn+l x,y = p(y) k=O l{y}(Bn+l(k,w))+k=~ l{y}(Bn+l(k,w))] 

n+l 

(recall that a 1 (w)=min{k:B 1 (k,w)EF}). The first term in this 
n+ n+ 

sum cannot be larger than C, while the second term equals 
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E g +l(x. ,y)p., 

i=l n 1 1 
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"' ~ 
g +l(x,y)~C+ E g +l(x. ,y)p .. 

n i=l n 1 1 

By essentially the same argument, 

and hence 

"' "' ~ "' 
g +l(x.,y)=g +l(y,x.)= E g +l(x.,x.)q. 

n 1 n 1 j=l n J 1 J 

"' ~ 
gn+l(x,y)~c+. ~ g +l(x.,x.)p.q. 

1 ,J=l n 1 J 1 J 

~ 
=C+ ~ l: g n ( X i , X j ) pi q j , 

~ i,j=l 

which proves the lemma. 

Combining the last two result, we get: 

IX.8 Proposition. There is a constant KE R+ such that 

g (x,y)(K( ~ )n 
n ~ 

nE* IN for all and all x,yEF(n). 

Proof: Let 

By the last two results there is a constant C such that 

A 
vk+l~C+ 'i vk, 

and hence by induction 

n-1 
vn~c E 

i=O 

Summing the geometric series, we get 

v ( 
n 

c 
1 

[ A n J A n A )n, 
( ; ) -1 + ( ~ ) v0 <K( ~ 
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where K= 

The results so far give absolutely no information about what 

happens if the process starts at a point in F, but this is easily 

remedied: 

IX.9 Lemma. Assume that xEF and let 

o (w)=min{k:B (k,w)EF-{x}}. 
n n 

Then for all yEF(n), 

0 -1 
n 

Ex( k~O l{y}(Bn(k,w)))(p(y)( ~ )n, 

where p(y) is the multiplicity of y. 

Proof: If y=x, then 

by the definition of ~ and Proposition IX.4. If Y*X, then 

0 -1 0 -1 
n n 

Ex( ~ l{y}(Bn(k,w)))=p(y)EY( ~ l{x}(Bn(k,w))) 
k=O k=O 

which proves the lemma. 

We are now ready to begin our study of trace-functions. Let 

be the rescaled version of BN' and let 

o(w)=min{t:YN(t,w)EF}. 
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Add a cemetery state m to the state space 
(N) ~ 

F , and let YN be 

the stopped process 

y (t,w)= {YN(t,w) if t<o 1 (w) 
N h . 

m ot erw1se. 

~ 

Note that YN is a symmetric Markov process (with respect to the 

measure M introduced at the beginning of the chapter) taking 

values in 
N 

(F -F)u{m}. We shall study the semigroups 

~t X ~ 
QNf(x)=E [f(YN(t))) 

' 

defined for all As usual the trace of is 

defined by ' 

t 
(QN f., f. ) , 

1 1 

where {fi} is any orthonormal basis for L2 (F(N),M), and 

similarly the trace of is given by 

H-~ 
TrN ( t) = I: ( QNt f. , f. ) , 

i=l 1 1 

where {f.} 
1 

is any orthonormal basis for L2 (F(N)_F,M). 

. . F(N) Let x 1 ,x 2 , .. ,xH be an enumeration oi the po1nts 1n 

which ends with the ~ elements in F, and define 

-~ 
{

M( X.) if 
1 f, x. = . 1( J) 0 otherw1se. 

i=j 

Then {f.} is an orthonormal basis, and 
1 

H 
(Qt 

H 
t 

TrN(t)= I: f. , f. ) = I: qN(x.,x.) 
i=l N 1 1 i=l 1 1 

f. by 
1 
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H-1; ~t 
TrN ( t) = E q ( x . , x . ) , 

i=l N 1 1 

Another way of looking at TrN(t) is to start with the 

eigenvalues 
H 

{ai}i=l of the discrete infinitesimal generator 

~= 

(recall that 
-N 

~t=A ), and observe that 

All the eigenvalues 

(l+a.~t)t/~t. 
1 

a. are negative, and it is easy to check 
1 

that ll+a.~tl(l. This means that as long as we restrict 
1 

ourselves to even values 0,2~t,4~t, ... oft, the function 

t~TrN(t) will be decreasing. The same observation holds, of 

course, for Tr ( • ) . 
N 

IX.lO Proposition. TrN(t) and TrN(t) are finite for all 

noninfinitesimal * * tE R and all NE N. 

Proof: Since TrN(t)(TrN(t), it suffices to show that TrN(t) is 

finite. Define a sequence {crk} of stopping times by 

and - assuming that crk-l is already defined -
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t 
t -N -N E qN(x,X)A ( g (x,x)A + 

s=O n 

E 
k=l 

0 -1' 
k+l 

E 
s=o 

k 

By elementary Markov chain theory, there are real constants D 

and ~, 0<~<1, such that 

k 
P { ok <t} ( D~ 

* for all kE N. By Lemma IX.9 and Proposition IX.S, we thus get 

t ~ 

"<:' t( )'\-N ( ) K -N + "<:' p(x),-N0 ,..k .,. c"' ,,-N 
t.. qN X, X " ( p X • • lJ. t.. t"' ._, ... t"' 

s=O k=l 

for some real constant C . Summing over all xEF(N)' we see that 

t -N 1\ 
E TrN(t)A ( C . 

s=O 

Since TrN(t) is (essentially) decreasing, the proposition 

follows. 

I now have the estimates I shall need. My next task is to 

show that if N is infinite, then trace(Tt) equals the standard 

part of TrN(t)~ this is just a nonstandard way of saying that 

t converges to trace(T ) when nE ~ goes to infinity. The 

next three results deal with this question, but before I turn to 

them, I need a few definitions. Just as ~ denotes the discrete 

infinitesimal generator of YN, ,~ will denote the discrete 

-infinitesimal generator of the stopped process YN, i.e. 

~= 
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~ 

It's easy to check that the standard part of YN is just B 

stopped the first time it hits F~ the semigroup associated with 

this process will be called { ~Tt}. 

IX.ll Lemma. Assume that N is infinite and t noninfinitesimal. 

Then 

~ 

The corresponding result holds for TrN. 

Proof: If not, there would be an infinite H such that 

"' { (l+aAt)t/6.t: a"'H · · 1 f } ~ u ~ 1s an e1genva ue o AN 

was not infinitesimal. But then 

contradicting the proposition above. The same argument works for 
~ 

TrN. 

IX.l2 Proposition. Assume that v is an eigenfunction of AN 

corresponding to a finite eigenvalue a. Then v is S-bounded 

and S-continuous. The corresponding result holds for A • 
N 

Proof: That v is S-bounded means that it has a finite maximum. 

Assume not, and let x be a point where it attains its infinite 

* maximum. It is easy to see that there must be an infinite KE ~ 

and a point yEF(N) such that: 

( i) 

( i i) 

1\ 
x and y belong to the same K-complex C 

lx-yj is infinitesimal compared to 
-K 

\) 

(iii) v(y) ~ ~v( x). 

Let be the first time hits one of the vertices of 
I 

1\ c 

(a vertex is just an element in the corresponding K-eel! C). By 

Lemma VII.2, cr 
-x , -y 

is infinitesimal P- ahd · P- a.s., and by (ii) 
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and Lemma VII.4, YN(cr) has almost the same distribution with 

respect to Px and PY. Since v is an eigenfunction with 

eigenvalue a, then for z=x or z=y, 

CX> 

v(z)=-a E Qk• 6tv(z)6t = 
k=O 

a> 

-aEz( E v(Y(k6t))6t) 
k=O 

cr/6t-1 "" 
= -aEZ( E v(Y(k6t))6t) - aEz( E v(Y(k6t))6t). 

k=O cr/6t 

Note that since a is infinitesimal, the first term on the right 

hand side is infinitesimal compared to v(x). Note also that since 

Y(cr) has almost the same distribution with respect to Px and 

pY, we must have 

(9.4) 

CX> 

Ey ( E v(YN(k6t)) 6t) 
k=cr/6t 

CX> 

Ex( E v(YN(k6t))6t) 
k=cr/6t 

.. 1 

Combining these two observations, we get 

contradicts (iii) 

~ 
v(x) 

.. 1, which 

To show that v is S-continuous, we must start with two 

infinitely close elements 

* Choose an infinite KE ~ 

-K 

(N) 
x,yEF and prove that v(x) .. v(y). 

such that lx-yl is infinitesimal 

compared to v The points x and y either belong to the 

same K-complex or to two neighboring ones, and there is no loss of 

generality in assuming the former. By the argument above, 

cr/6t-l "" 
v(z)=-aEz( E v(YN(k6t))6t)-aEZ( E v(YN(k6t))6t) 

k=O k=cr/6t 

for z=x,y. As we now know that v is S-bounded, the first term 

is infinitesimal in both cases, and by (9.4) the ratio between the 

two second terms is almost one. It follows that v(x) .. v{y). The 

proof for 'A 
N 

is the same. 
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* IX.l3 Proposition: Assume that NE N is infinite, that tE(O,oo), 

and that s~t. Then 

The corresponding result holds for 
~t 
T . 

Proof: Let aE(-oo,O] and let a 1 ,a2 , .. ,ap be the eigenvalues of 

~ that are infinitely close to a. Assume that each a. has 
]. 

multiplicity and let 
p 

m= E 
i=l 

m .• Since Lemma IX.9 tells us 
]. 

that the infinite eigenvalues do not contribute to TrN(t), it 

suffices to show that 
at 

e is an eigenvalue of Tt with 

multiplicity m (-note that the proof also works when p=Ol) 

Let v1 ,v2 , .. , vm be an orthonormal set of eigenfunctions 

of AN with eigenvalues a 1 ,a 2 , .. ap. By the proposition above, 

all the v. are bounded and continuous, and hence they induce 
]. 

standard functions 
1\ 
v. :E-+- IR 

]. 
in an obvious way. It's trivial to 

check that is an orthonormal set of eigenfunctions 

for Tt all with eigenvalue 
at 

e 

It still remains to show that the multiplicity of at e 

isn't larger than m. If it were, I could find a function 

1\ 2 1\ 1\ 1\ t" at" vEL (E,m) orthonormal to vl,v2, .. ,vm such that T v=e v. 

1\ 
elementary nonstandard measure theory, v has a lifting 

v:F(N)-+-* IR which is orthonormal to all the v. and satisfies 
]. 

(9.5) 

Let u be an eigenfunction of AN corresponding to a finite 

By 

eigenvalue ~· If ~~a, then (u,v)~o by construction, and if 

~~a, then on the one hand 

s at 
(QNv,u) ~ e (v,u), 
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and on the other hand 

which implies that (v,u}~o. But this means that if v=~c.u. is 
1 1 

an eigenfunction expansion of v, then the contribution from the 

ui corresponding to finite eigenvalues of ~ must be 

infinitesimal. This clearly contradicts (9.5} and the proof is 

complete. 

All the necessary preparations have now been made, and we 

are ready to turn the heuristic argument at the end of Chapter III 

into a rigorous proof. 

IX.l4 Lemma. Assume that tE(O,m) and that nE N0 • Then 

and 

n 
trace(Tt) ' ~ntrace(TA t) 

~t n ~Ant 
trace(T ) ~ ~ trace(T ) 

* Proof: Choose an infinite NE ~, and note that 
(N+n) 

F consists 

of n 
~ N-complexes FiN), F~N), .. ,F~~) (I'm abusing my own 

terminology; strictly speaking each 

intersected with F(N+n)). We have 

TrN+n(t) = ~ 

xEF(N+n) 

F~N) is an N-complex 
1 

t 
qN+n ( x, x), 

with inequality because some elements belong to more than one 

complex. By construction of YN+n and YN, 

t 
~ qN+n ( x, x) ' 

xEF(N) 
k 
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with inequality because YN+n is usually not reflected when it 

hits a vertex in F (N) 
k . Hence 

n 
n t·~ n n l'rN+n (t) <: 11 1: q (y,y) = 11 TrN(~ t), 

yEF(N) 

and the first part of the lemma follows from the proposition 

above. 

The proof of the second part is almost identical, but with 

all the inequalities reversed. Observe first that 

TrN+n(t) = ~t ( 
1: qN+n x,x) = 

xEF(N+n) 

n 
11 
1: 1: qNt (x,x)a(x)-1 , 

k=l (N) +n 
xEFk 

where a(x) is the number of N-complexes to which x belongs. By 

~ ~ 

construction of YN+n and YN 

~t -1 
1: qN (x,x)a(x) 

(N) +n 
xEFk 

~ 

where the inequality is due to the fact that YN+n is not always 

killed when it hits a vertex in But then 

and the lemma follows from Proposition IX.l3. 

It is now easy to prove the following fundamental estimate. 

IX.l5 Proposition. There are constants C,KE ~+ such that 

K•t-log~1/log~ <: trace(Tt) <: trace(Tt) <: C•t-log~1/log~ 

for all tE(O,l]. 
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Proof: I only prove the inequality on the right, the one on the 

left follows from the same argument with all inequalities 

reversed. 

Choose CE ~+ so large that 

and let 

C(t)=Ct-log~/log~. 

for all 
-1 

tE(~ ,1], 

n n 
Note that C(t)=~ C(~ t) for all positive t. Given tE(O,l], 

n -1 
choose nE ~0 such that ~ tE(~ ,1]. By the lemma, 

t n ~nt 
trace(T ) ~ ~ trace(T ) ~ 

n n ( ) -log~/logA 
~ ~ C(~ ) = c t =Ct I 

which is exactly what we wanted to prove. 

We are now ready for the main theorem. Let 

n(a)=the number of eigenvalues of -~ less than or equal to a 

counted with multiplicity. 

IX.l6 Theorem. There are constants c,kE R+ such that 

log~/log~ ( ) log~/log~ 
k•a ~ n a ~ c•a 

Proof: This follows immediately from Proposition IX.lS and 

a Tauberian theorem of the Karamata [19] type (see [10, Theorem 1]). 

IX.l7 Corollary. If d is the Hausdorff dimension of E, then 

(9.6) k dlogv/log~ ( ) dlogv/log~ 
•a ' n a ~ ~·a . 
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As mentioned in the Introduction, Barlow and Perkins [5] 

have already proved this result for the Sierpinski gasket. Their 

proof is based on precise estimates on the transition 

probabilities, and gives better information about the size of the 

constants c and k. In situations were good estimates are hard 

to get, the sort of scaling argument used above may, however, be 

easier to generalize. 

I pointed out in Chapter III that (9.6) can be regarded as a 

natural extension of Weyl's asymptotic formula 

(9.7) as a~~ 

for the Laplacian on a domain in Rd with finite volume. The 

trick is to consider the exponential factor ~ in Weyl's formula 

as the exponent ~ in the scaling law 

(9.8) 

for ordinary Brownian motion. Since the scaling law for Brownian 

motion on a nested fractal is 

(9.9) ( ) logv/logA ( t ) 
t,w ~a B ~ ,w 1 

we see how (9.6) generalizes (9.7). There is, however, an 

important difference between. the two scaling laws: while (9.8) 

holds for all positive values of a, (9.9) only holds when a is 

an integer power of the time scaling facto~ A. This difference 

is reflected in the distribution of eigenvalues: in the classical 

case the limit 

lim n(a)•a-d/ 2 
a~~ 

exists (and is uniquely determined by the volume of the domain), 

but one can not expect the corresponding result to be true for 

fractals (see Barlow and Perkins [5] for more information about 

this and related topics). 
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X. Open problems. 

In this paper, I have constructed Brownian motions on nested 

fractals and discussed a few of their simplest properties. Much 

remains to be done, and I end with a list of open problems of 

varying importance and difficulty: 

1. Uniqueness: Is Brownian motion on a nested fractal unique? This 

is certainly the most important and also the most annoying open 

problem in the theory. If the answer is "yes", then proving that 

the map p in Chapter V has a unique fixed point would be an 

important step toward a solution, but we should still have to take 

into account that the same fractal can be generated by different 

systems of similitudes. If the answer is "no", the situation is 

puzzling and a closer analysis will be necessary: it could, e.g., 

be the case that all but one fixed point of p are unstable, and 

then the stable fixed point will give us the "natural" Brownian 

motion. 

~· Remove the Nesting Axiom: If we remove the Nesting Axiom from 

our list of assumptions, all the fundamental ideas of this paper 

stop to make sense. To extend the theory in this direction seems 

very difficult, but it is also the most important challenge in 

trying to create a general theory for diffusions on fractals. The 

Sierpinski carpet seems a good testing-ground for new ideas: see 

Barlow and Bass [4]. 

3. Non-homogeneous scaling: A simpler way to generalize the theory 

is to allow the similitudes ~l' .. ,~~ to have different scaling 

factors as mentioned in Chapter IV. And what happens 

if we allow them to vary randomly from one level to the next (see 

[121, fl5]? 
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4. Domain of attraction: What is the domain of attraction for the 
~ 

fixed point(s) of the map p? Simple examples indicate that it is 

often very large and contains all points except obviou·s degene-

racies; for the fractal in Figure 15, the only point not in the 

domain of attraction is the unstable fixed point p 1=0, p 2=1 (note 

that this point does not belong to ~). 

a) b) 
3 2 

p3=p, 

Figure 15 

5. Scaling of time in the invariance principle: When is the number 

DN in Theorem VIII.l of order of magnitude AN? 

6. Estimates on Green functions and transition probabilities: For 

the Sierpinski gasket,. Barlow and Perkins [ 5] have wonderfully 

precise estimates; to what degree do they carry over to the 

general case? 

2· Potential theory: As we saw in Chapter VII, the space of 

harmonic functions on E is finite dimensional. What happens on 

more complicated (sub-)domains? See Metz [28] for a study of 

potential theory on the Sierpinski gasket. 
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~· Transition times: Barlow and Perkins [5] use the theory of 

branching processes to study stable transition times on the Sier-

pinski gasket. Does their approach extend to nested fractals in 

general? 

9. Modulus of continuity: What is the best value for the exponent 

~ in Proposition VII.l (see Barlow and Perkins [s] for the Sier­

pinski gasket)? 

10. Point recurrence: Barlow and Perkins [s] have shown that Brown­

ian motion on the Sierpinski gasket hits all points infinitely 

many times. Does this generalize to all nested fractals? (See also 

the next two questions). 

11. Transience and recurrence: In this paper, I've been working 

with a compact state-space, but there is no problem in running the 

self-similarity process backwards to cover all of Rk with a 

fractal structure. When is Brownian motion on this extended frac-

tal transient? 

~· Local time: Barlow and Perkins [s] studied local time on the 

Sierpinski gasket. What happens in the general case? 

13. Domain of the Laplacian: The paths of our Brownian motion B 

is normally of infinite quadratic variation, yet Fukushima's 

Decomposition Theorem [14, Theorem 5.2.2] tells us that if 

uEi} [6], then u(B) has finite quadratic variation! This shows 

that the elements in ~ [6] must have rather strange properties: 

they must somehow be very smooth and very irregular at the same 

time! Normally, the only ?; 1 -functions in £) [6] are the constants 

(see Barlow and Perkins [5]). It would be very interesting to have 

a better description of the elements in ~[6]: the next two 

problems outline possible approaches. 
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14. Intrinsic metric on E: Is there a metric on E which measures 

the distance "along" the fractal better than the Euclidean metric? 

Perhaps !}[6] could have a core of Lipschitz continuous elements 

with respect to such a·metric? 

15. Explicit construction of eigenfunctions: Is it possible to 

construct the eigenfunctions of 6 more or less explicitly by 

starting with the eigenfunctions of the discrete Laplacian on F(l~ 
and then rescale them and patch them together in a sy~tematic way? 

I 

16. Stochastic calculus: Is there a stochastic calculus associated 

with B? The answer has to be at least partially "yes" since there 

already is a stochastic calculus for Dirichlet forms (see Fuku­

shima [14]), but one possible problem is that this theory only 

works for processes of the form u(Bt) where uEJ)[I-6], and we 

have seen that only rather peculiar functions belong to this 

domain. 

17. Eigenvalues of Schrodinger operators: Can the theory in 

Chapter IX be extended to operators of the form -6+V? In 

particular, do "classical limit" considerations (see Simon [32, 
' 

Section 10]) make sense on fractals? 

18. Wave propagation: Study wave propagation on nested fractals. 

Kusuoka [21] has a section on the wave equation on the Sierpinski 

gasket, and Rammal and Toulouse [30] contains some interesting 

heuristic considerations. 
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19. Trace formula: The spectrum of the Laplace-Beltrami operator on 

the fundamental domain of a discrete group is described very 

precisely by Selberg's trace formula. Since self-similar fractals 

are reminiscent of fundamental domains in many respects, one may 

wonder whether there is a trace formula hiding somewhere. 

20. Geometric construction of Brownian motion: Brownian motion on 

a domain E - be it Euclidean space, a manifold, or a fractal -

is always intimately connected with the natural geometric measure 

on E. Is it possible to exploit this relationship to find a 

general method for constructing Brownian motions? If, for 

instance, we construct the Hausdorff measure on E by 

approximating E with cubic boxes of smaller and smaller size, is 

it possible to obtain Brownian motion on E as the limit of 

random walks between these boxe~ To be really useful, such a 

general procedure would probably also have to guarantee the 

uniqueness of the limit process, and this seems to be a much 

harder problem. 
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